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## Introduction

Functions of bounded variation of a single variable, or short $B V$-functions, were first introduced in 1881 by Camille Jordan [74]. He extended a result about the pointwise convergence of Fourier series of periodic and piecewise monotone functions proven around 50 years earlier by Johann Peter Gustav Lejeune Dirichlet [52] who gave the first rigorous proof of a conjecture on the representability of functions by means of trigonometric series originally raised in 1808 by Jean Baptiste Joseph Fourier [62]. Jordan proved that the Fourier series of any $2 \pi$-periodic function $x: \mathbb{R} \rightarrow \mathbb{R}$ of bounded variation converges at each point to the arithmetic mean of the right and left sided limits of $x$; in particular, if $x$ is continuous, then its Fourier series converges even uniformly to $x$. This is nowadays known as the Dirichlet-Jordan-Theorem. In the same paper, Jordan also proved that any function of bounded variation may be written as a difference of two monotonically increasing functions. In this sense, the class $B V$ of all real-valued functions of bounded variation defined on the real interval $[0,1]$ is the linear hull of the set of monotone functions on that interval which do not form a linear space on their own.

The class $B V$ has also been extended in many interesting directions. For instance, in the early 1920s, Norbert Wiener made the first noteworthy extension to Jordan's bounded variation concept by introducing the space $W B V_{2}$ of functions of bounded quadratic variation [154]. He proved that the Dirichlet-Jordan-Theorem still holds for functions of this type. In 1937, Laurence Chisholm Young showed that this theorem could be further extended to higher exponents and introduced the class $W B V_{p}$ of functions of bounded $p$-variation for arbitrary $p \geq 1$ [159]. Together with Eric Russel Love, Young gave a comprehensive study of these functions [92] and finally went on to generalize Wiener's ideas by replacing the exponentiation by $p$ by a composition with a suitable convex and increasing "gauge function" $\varphi:[0, \infty) \rightarrow[0, \infty)$ [160]. By doing so, he was hoping to extend the Dirichlet-Jordan-Theorem beyond the result he already proved for functions in $W B V_{p}$. In 1940, Raphaël Salem found a condition on $\varphi$ ensuring that the Dirichlet-Jordan-Theorem holds for functions in the resulting more general space $Y B V_{\varphi}$ [139]. Moreover, in 1972, Albert Baernstein showed that among the $Y B V_{\varphi}$-spaces, Salem's result concerning Fourier series is the best possible [19].
Also in 1972, Daniel Waterman extended the class of $B V$-functions in another direction by weighting the summands in Jordan's definition not by a composition but by a multiplication with a decreasing sequence $\Lambda$ of positive numbers instead [151]. The resulting class $\Lambda B V$ of such functions is of particular interest if one takes $\Lambda$ to be
the harmonic sequence $\Lambda=(1 / n)_{n \in \mathbb{N}}$; in this case, $\Lambda B V$ is denoted by $H B V$, and functions in this spaces are called "of bounded harmonic variation". Waterman showed not only that the Dirichlet-Jordan-Theorem about Fourier series holds for functions in $H B V$, he also pointed out that his result is best possible among all $\Lambda B V$-spaces. Moreover, he showed that for any Young function $\varphi$ satisfying Salem's condition, the inclusion $Y B V_{\varphi} \subseteq H B V$ holds. Consequently, among all the generalizations of the Dirichlet-Jordan-Theorem mentioned here, Waterman's version is the strongest.
Another notion of "bounded variation" has been introduced by Frigyes Riesz in 1910 [135, 136]. His type of variation seems very natural from a functional analytic point of view. In fact, an important result states that for fixed $p \in(1, \infty)$ a function $x:[0,1] \rightarrow \mathbb{R}$ is of bounded $p$-variation in the sense of Riesz if and only if $x$ is absolutely continuous and its derivative $x^{\prime}$ belongs to the Lebesgue space $L_{p}$. In this case, we write $x \in R B V_{p}$, and the Riesz variation of $x$ may be calculated explicitly by an integral over $x^{\prime}$. Clearly, such a formula cannot be true for $p=1$, because functions in $R B V_{1}=B V$ are in general not continuous, let alone absolutely continuous.
Remarkably, any function $x \in R B V_{p}$ belongs to the Sobolev space $W^{1, p}$, and any function in $W^{1, p}$ in turn agrees almost everywhere with a function in $R B V_{p}$ [56]. This means that $R B V_{p}$ consists precisely of the continuous representatives of $W^{1, p}$. In this sense Riesz introduced Sobolev spaces, at least in the scalar case, around 25 years prior to Sobolev.
A very comprehensive overview about properties of functions of bounded variation and their various generalizations may be found in the monograph [6].
Besides the development of the theory of Fourier series, $B V$-type functions have been extensively studied also in other fields of mathematics, for instance, in geometric measure theory, calculus of variations, and mathematical physics. Renato Caccioppoli and Ennio de Giorgi used them to define measures of nonsmooth boundaries of sets [34, 35, 48]. Olga Arsenievna Oleinik introduced her view of generalized solutions for nonlinear partial differential equations as functions from the space $B V$ [125], and was able to construct a generalized solution of bounded variation of a first order partial differential equation [126]. A few years later, Edward D. Conway and Joel A. Smoller applied $B V$-functions to the study of a single nonlinear hyperbolic partial differential equation of first order [44], proving that the solution of the Cauchy problem for such equations is a function of bounded variation, provided the initial value belongs to the same class.
But functions of bounded variation turn out to be useful even when it comes to questions from the very foundations of analysis. For instance, it is clear that the sum of two functions with primitive again has a primitive, but this is wrong when "sum" is replaced by "product". This raises the question what the multipliers of the set $\Delta$ of functions with primitive are, that is, how the functions $g:[0,1] \rightarrow \mathbb{R}$ look like such that $x g$ belongs to $\Delta$ whenever $x$ belongs to $\Delta$. A discussion of these and more general questions will be the starting point of this thesis: We will discuss some natural "habitats" of functions of bounded variation and how they are related to other function classes.

This thesis is organized in seven chapters. The first chapter will be introductory in which we collect basic definitions, notations and function classes that we use the most. To be a little more precise we introduce in Section 1.1 the class $C$ of continuous functions, the class $B$ of bounded functions as well as the class $D$ of Darboux functions (that is, functions with the intermediate value property) and discuss their relation to $B V$ and to each other. For instance, the inclusions $B V \cap D \subseteq C \subseteq D \cap B$ hold, but none of these inclusions may be inverted. We also consider Lebesgue measurable and integrable functions, regular functions, absolutely and Lipschitz continuous functions and summarize how these classes are related to the class $B V$.

Section 1.2 is then devoted to functions of generalized bounded variation. We formally introduce the Wiener spaces $W B V_{p}$, the Young spaces $Y B V_{\varphi}$, the Waterman spaces $\Lambda B V$ and the Riesz spaces $R B V_{p}$. Equipped with a suitable norm building upon the corresponding type of variation, all these spaces become Banach spaces. Since functions which are zero everywhere except on a countable set become very important throughout this thesis, a major part of Section 1.2 is reserved for this kind of functions and how they behave in the various $B V$-type spaces. At the end of Section 1.2 we quickly discuss Helly's Selection Principle which provides a certain type of compactness in $B V$-spaces: Accordingly, every sequence in one of the $B V$-spaces that is bounded in its norm possesses a pointwise convergent subsequence.

The class $\Delta$ of derivatives to which we will give our main attention in Chapter 2 is situated between the classes $C$ and $D$. From Lebesgue's and Riemann's integration theory it is well known that there are functions with primitive which are neither Lebesgue nor Riemann integrable. Consequently, in order to characterize the functions in $\Delta$ we need to pass in Section 2.1 to another notion of integration which will be functions that are integrable in the sense of Kurzweil and Henstock ( KH -integrable). Every derivative is $K H$-integrable automatically and fulfills the Fundamental Theorem of Calculus. We also discuss another stronger form of integrability which enshrines both being KH integrable and having a primitive. We then move on to other attempts that have been made in order to find integral free characterizations of the functions in $\Delta$. However, it turns out that even if these attempts pretend to be integral free, they are in fact not. Nowadays, it is still not clear whether functions in $\Delta$ can be characterized without any kind of integration process; most mathematicians believe that this is impossible.

Moving on to more algebraic questions we discuss what happens when derivatives are multiplied or composed; we will do this in the Sections 2.2 and 2.3 , where Section 2.2 is the largest part of this chapter. Therein we slowly approach a full discussion of the set $\Delta / \Delta$ of multipliers of the class $\Delta$ as described above which simultaneously serves as a bridge to the class $B V$. Indeed, being continuous and of bounded variation is sufficient but not necessary to be a member of $\Delta / \Delta$, while there are functions in $\Delta / \Delta$ that are bounded but neither continuous nor of bounded variation. In fact, functions in $\Delta / \Delta$ turn out to be those functions that have a primitive and are in a certain sense of "local" bounded variation [59, 111].

Besides multipliers of the class $\Delta$ we also consider multipliers in other function spaces $X$ and $Y$ of real-valued functions on $[0,1]$. We denote by

$$
Y / X:=\{g:[0,1] \rightarrow \mathbb{R} \mid x g \in Y \text { for all } x \in X\}
$$

the multiplier set of $Y$ over $X$. While we identify multiplier sets for some classical function spaces only in case $X=Y$ in Section 2.2 we pass in Section 3.1 to other combinations, where we also allow $X \neq Y$. Some of these combinations are easy to find. For instance, it is straightforward to show that $B V / B V=B V$, and that $D / B=C / B=C / B V$ contains only the zero function $\mathbb{0}$. However, other combinations are very difficult to find or even unknown, especially when $Y=D$. Here, the three classes $D / C, D / \Delta$ and $D / D$ will be of particular importance for us. Some authors claim without proof that the class $D / D$ is easily deduced from the following result due to Radakovič [133]: If a function $g$ has the property that $x+g$ is a Darboux function whenever $x$ is a Darboux function, then $g$ is constant. We show in Section 3.1 that $D / D$ may indeed be deduced from Radakovič's result, but this deduction is by far not so easy, especially when $g$ has zeros. Moreover, since we do not know how the classes $D / C$ and $D / \Delta$ look like, we give only partial results and show how they are related to other multiplier classes and function spaces.
Section 3.2 is then dedicated to multipliers of spaces of functions of generalized variation. Conveniently, the results are quite similar for all such spaces. Since all $B V$-type spaces considered in this thesis are algebras, we have $X / X=X$ whenever $X$ is one of these spaces. On the other hand, if $X$ and $Y$ are two Wiener spaces, then $Y / X=Y$ for $X \subseteq Y$. If $X \nsubseteq Y$, then $Y / X$ contains only functions from $Y$ with countable support. The same is true if $X$ and $Y$ are two Young spaces or two Waterman spaces. We will also see that for two Riesz spaces $X$ and $Y$ the condition $X \nsubseteq Y$ yields the strong degeneracy $Y / X=\{0\}$.

Especially for applications it is quite handy that many differential equations may be solved by rewriting them into integral equations. Those can then often be handled with fixed point theory, even in the space $B V$ and its various generalizations. In order to use classical fixed point theorems like those named after Stefan Banach, Juliusz Schauder, Gabriele Darbo or Mark Alexandrovich Krasnoselskii, one has to check several sometimes complicated conditions on the linear and nonlinear operators involved. This has been done many times in the $B V$-type spaces mentioned above; we refer the reader to the work of the Polish mathematicians Daria Bugajewska, Dariusz Bugajewski and their colleagues [25, 26, 27, 29, 30, 31, 32, 33, 46].
However, many analytic and set theoretic properties of such operators are either extremely complicated to characterize or just unknown. While linear operators such as multiplication, substitution or integral operators are mostly relatively easy to handle, nonlinear operators like composition or superposition operators behave sometimes in a rather strange way. The aim of the Chapters 4 and 5 of this thesis is to extend the theory concerning properties of these operators in the various $B V$-spaces.

Here, we consider the following three linear operators in Chapter 4 on two function spaces $X$ and $Y$ of real-valued functions on $[0,1]$. The multiplication operator

$$
M_{g}: X \rightarrow Y, M_{g} x(t)=x(t) g(t)
$$

for a generating function $g:[0,1] \rightarrow \mathbb{R}$ in Section 4.1, the substitution operator

$$
S_{g}: X \rightarrow Y, S_{g} x(t)=x(g(t))
$$

for a generating function $g:[0,1] \rightarrow[0,1]$ in Section 4.2, and the integral operator

$$
I_{g}: X \rightarrow Y, I_{g} x(t)=\int_{0}^{1} g(t, s) x(s) \mathrm{d} s
$$

for a generating function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ in Section 4.3. For all three operators we are particularly interested in analytic properties like acting conditions for various $B V$-spaces $X$ and $Y$, as well as continuity (which is for linear operators equivalent to boundedness) and compactness. Especially for the multiplication operator the results of Chapter 3 will be useful: Indeed, a multiplication operator $M_{g}: X \rightarrow Y$ is welldefined if and only if its generator $g$ belongs to the multiplier space $Y / X$. In particular, recalling the sample results from above, the operator $M_{g}$ maps $B V$ into itself if and only if $g \in B V$. Moreover, regarding compactness the operator $M_{g}: B V \rightarrow B V$ is compact if and only if the support of $g$ is countable, while $S_{g}: B V \rightarrow B V$ is compact if and only if $g$ has finite range. We show these and similar results for other $B V$-type spaces in the Sections 4.1 and 4.2 for the multiplication and substitution operator, respectively. But we also give some remarks on set theoretic properties like injectivity, surjectivity and bijectivity. For instance, $M_{g}: B V \rightarrow B V$ is injective, if and only if $g$ has no zeros, while $S_{g}: B V \rightarrow B V$ is injective if and only if $g$ is surjective. Thus, mapping properties of $M_{g}$ may often be described in terms of the support of $g$, while mapping properties of $S_{g}$ can often be characterized in terms of the image of $g$.
Especially for integral equations a comprehensive investigation of the integral operator $I_{g}$ is of particular importance for us. Therefore, Section 4.3 is by far the largest section of Chapter 4. Our main concern is analytic properties, and from the aforementioned cited papers of the Polish mathematicians Bugajewska, Bugajewski and colleagues many sometimes quite technical conditions are known guaranteeing that the integral operator maps a $B V$-space into itself and is bounded or compact. For instance, if $g(t, \cdot) \in L_{1}$ for any $t \in[0,1]$ and the variation of the function $g(\cdot, s)$ is almost everywhere bounded with respect to $s$ by some $L_{1}$-function, then $I_{g}$ maps $B V$ into itself and is bounded and compact. Similar results are known for a few other $B V$-spaces. We generalize the known results in two directions: The first is that we give a unified approach to tackle all $B V$-spaces at once. The second is that we also consider the operator $I_{g}$ from $L_{\infty}$ into a $B V$-space $X$ and give conditions under which such operators are well-defined, bounded and compact. This will be one of our main ingredients in the investigation of integral equations.
In Chapter 5 we discuss mapping properties of the following two nonlinear operators on two function spaces $X$ and $Y$ of real-valued functions on $[0,1]$. The (autonomous)
composition operator

$$
C_{g}: X \rightarrow Y, C_{g} x(t)=g(x(t))
$$

for a generating function $g: \mathbb{R} \rightarrow \mathbb{R}$ in Section 5.1, and the (nonautonomous) superposition operator

$$
N_{g}: X \rightarrow Y, N_{g} x(t)=g(t, x(t))
$$

for a generating function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ in Section 5.2. As for the composition operator $C_{g}$ it is well known that $C_{g}$ maps $B V$ into itself if and only if $g$ is locally Lipschitz continuous [75]. Similar results are also known for the other $B V$-spaces. We then give some remarks about injectivity and surjectivity in $X=Y=B V$ and other $B V$-spaces. Here, $C_{g}: B V \rightarrow B V$ is injective if and only if $g$ is injective. However, surjectivity is not so easy to describe. We give a sufficient condition which states that $C_{g}: B V \rightarrow B V$ is surjective if the slope of $g$ is at suitable points in a certain sense bounded away from zero; unfortunately, we were not able to decide whether this condition is also necessary, but we give some indication why we think that it is. We then move on to different types of continuity. In summary, one can say that the more regular $g$ is, the more "continuous" $C_{g}$ is in $B V$ and other spaces. For instance, $C_{g}$ is uniformly continuous on bounded sets if and only if $g$ is continuously differentiable, locally Lipschitz continuous if and only if $g$ is continuously differentiable with locally Lipschitz continuous derivative, globally uniformly continuous if and only if $g$ is affine, and compact if and only if $g$ is constant. Similar results hold also in other $B V$-spaces, where the Riesz spaces have to be treated separately. We prove all these results using a unified approach. Surprisingly, the question of whether $C_{g}$ is automatically pointwise continuous in $B V$ if $g$ meets the acting condition has an interesting history. The first proof given in [118] is very long and complicated, the second was given only recently in [96]. We give a third proof, but for this purpose we develop some new theory in Chapter 6 and therefore present the proof there also. Nonetheless, all proofs cannot be generalized to other $B V$-spaces, at least to the best of our knowledge.
Section 5.2 is dedicated to the superposition operator, and we only focus on analytic properties. Although both operators $C_{g}$ and $N_{g}$ are defined by an outer composition, the additional dependence of $t$ allows $N_{g}$ to behave rather chaotic and complicated compared to $C_{g}$. Again, many conditions guaranteeing analytic properties are known, but the behavior of the operator $N_{g}$ even in the space $B V$ is by far not fully understood. For instance, there is no (useful) criterion for the pointwise continuity of $N_{g}$ in $B V$. Again, we provide a unified approach to handle all $B V$-spaces at once. The aim of Section 5.2 is to discuss the weird properties of $N_{g}$ and reveal disparities between $N_{g}$ and $C_{g}$. For instance, in contrast to $C_{g}$ too weak kinds of regularity of $g$ seem not directly connected to any kind of regularity of $N_{g}$. It is possible to find a discontinuous function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ that generates a constant and therefore utmost regular operator $N_{g}$, while it is also possible to construct a globally Lipschitz continuous generator $g$ that induces a discontinuous operator $N_{g}: B V \rightarrow B V$; we give a general technique on how to construct such examples. Also, in contrast to $C_{g}$, there are compact operators $N_{g}: B V \rightarrow B V$ generated by nonconstant functions $g$. Our main result, however, is

Theorem 5.2.31. It provides for the first time a sufficient condition on $g$ guaranteeing that $N_{g}$ maps any of our $B V$-spaces into itself and is locally Lipschitz continuous. We show that our condition also covers the corresponding results for multiplication and composition operators which can be seen as special superposition operators. Theorem 5.2 .31 will also serve as one of the main ingredients in the theory of integral equations in Chapter 7 .
As mentioned before, the aim of Chapter 6 is to provide a new proof for the fact that $C_{g}$ is continuous in $B V$ if $g$ is locally Lipschitz continuous. In order to do that we approximate $C_{g}$ by other composition operator $C_{g_{n}}$ for sufficiently smooth generators $g_{n}: \mathbb{R} \rightarrow \mathbb{R}$, where $n \in \mathbb{N}$. This approximation has to be done in such a way that the continuity of each $C_{g_{n}}$ carries over to $C_{g}$. Therefore, we investigate in Section 6.1 on the abstract level of metric spaces the following four types of convergence: Quasi uniform, semi uniform, continuously uniform and locally uniform convergence. All of these are able to transmit continuity to the limit function. Historically, quasi uniformly convergence was introduced by Cesare Arzelà [14, 15], who answered the question what on top of pointwise convergence has to be assumed in order to guarantee that the limit function of a sequence of continuous functions is again continuous. Moreover, we give criteria on such sequences and their underlying spaces under which convergent subsequences can be extracted and recall that several types of convergence can even be used to characterize compactness of the domains the functions under consideration live in. Eventually, we compare all five types of convergence (pointwise convergence included) with each other.
In Section 6.2 we then pass to the proof of the fact that $C_{g}$ is continuous in $B V$ provided that it is well-defined. For this we first develop some theory and introduce the restricted variation, another more general type of variation measuring the variation of that part of a function that falls into a given set. The main result in this section is Theorem 6.2.7. It states that a sequence $\left(C_{g_{n}}\right)$ converges in $B V$ locally semi uniformly to a given composition operator $C_{g}$ if and only if the corresponding generators $g_{n}$ converge in $B V$ to $g$ and locally have a uniformly bounded Lipschitz constant. The continuity of $C_{g}$ is then a simple consequence.
As for applications Chapter 7 will probably be the most relevant. Here, we consider Hammerstein and Volterra integral equations, where the latter are only special cases of the former. A starting point of our considerations in Section 7.1 is the Hammerstein integral equation

$$
x(t)=h(t)+\lambda \int_{0}^{1} k(t, s) g(x(s)) \mathrm{d} s
$$

and some slight modifications that have already been studied in some $B V$-spaces, where $h, k$ and $g$ are given and $x$ is unknown. Building on our results presented in the Chapters 4 and 5 we investigate the much more general equation

$$
x(t)=h(t, x(t))+\lambda f(t, x(t)) \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s
$$

for given data $h, f, k$ and $g$ and prove existence and sometimes also uniqueness for solutions in $B V$-spaces. Again, we use a unified approach in order to handle all our
$B V$-spaces simultaneously. To get uniqueness of solutions we mostly use the fixed point theorem of Banach and Caccioppoli which requires strong conditions on the data involved. We also use other fixed point theorems that require less restrictive conditions on the data for the price that they guarantee only existence of solutions. Especially for boundary and initial value problems we investigate the Hammerstein integral equation

$$
x(t)=A x(t)+\lambda \int_{0}^{1} k(t, s) g(x(s)) \mathrm{d} s
$$

where $A$ is a linear operator from one $B V$-space into itself and provide some existence results building on Schauder's fixed point theorem. In the short Section 7.2 we reformulate all results about Hammerstein integral equation to the corresponding Volterra integral equations, where the upper limit of integration is replaced by the variable $t$. The final Section 7.3 is then dedicated to boundary and initial value problems. In [27] the boundary value problem

$$
x^{\prime \prime}(t)=-\lambda g(t, x(t))
$$

subject to the nonclassical boundary conditions

$$
x(0)=A_{0} x, \quad x(1)=A_{1} x
$$

are solved, where $A_{0}$ and $A_{1}$ are linear functionals on $B V$. Two results are presented in this paper each of which giving conditions under which the boundary value problem has a solution. We generalize the ideas, simplify the conditions and summarize everything in one stronger result that is even able to handle cases that have not been covered yet. We also give some remarks on how the theory may be applied to other similar boundary value problems. We end the section with initial value problems

$$
x^{\prime \prime}(t)=-\lambda g(t, x(t))
$$

subject to the nonclassical initial conditions

$$
x(0)=A_{0} x, \quad x^{\prime}(0)=A_{1} x .
$$

we present very similar results and conditions guaranteeing the existence of solutions.
Throughout this thesis we give a lot of estimates, proofs and results, and many of them are quite technical. Therefore, it is of particular concern to us to illustrate most results by special cases, remarks, comparisons and summaries to make the presentation as clear as possible. This will be done by a total of 14 figures, 20 tables and 166 examples and counterexamples.

## Chapter 1

## Preliminaries

### 1.1 Classical Classes of Functions

In this section we recall the definitions of classical function spaces which we use the most. We repeat several mostly well-known results the proofs of which (unless stated otherwise) may be found in the monograph [6] and in the recent paper [10], respectively. Before we start, let us make some comments on notations. We primarily consider sets $X$ of real-valued functions defined on the real interval $[0,1]$. Sometimes, the functions are defined on a compact interval $[a, b]=\{(1-t) a+t b \mid t \in[0,1]\}$ with $a, b \in \mathbb{R}$ (we allow $a>b$ for technical reasons). We then write $X[a, b]$ instead of $X$ and mean the set of functions $x \circ \psi$, where $x \in X$ and $\psi:[a, b] \rightarrow[0,1], t \mapsto(t-a) /(b-a)$. The symbols $\mathbb{0}$ and $\mathbb{1}$ always denote the functions that are 0 respectively 1 everywhere on their domain of definition. Finally, for a set $A \subseteq \mathbb{R}$ we denote by

$$
\chi_{A}(t):= \begin{cases}1 & \text { for } t \in A, \\ 0 & \text { for } t \in \mathbb{R} \backslash A\end{cases}
$$

its characteristic function that satisfies $\chi_{\emptyset}=\mathbb{0}$ and $\chi_{\mathbb{R}}=\mathbb{1}$.
To construct examples and counterexamples, we will frequently make use of the following oscillation function $\varphi_{\alpha, \beta, n}:[0,1] \rightarrow \mathbb{R}$ which we define for $\alpha, \beta \in \mathbb{R}$ and $n \in \mathbb{N}$ by the formula

$$
\varphi_{\alpha, \beta, n}(t)= \begin{cases}t^{\alpha} \sin ^{n} \frac{1}{t} & \text { for } 0<t \leq 1  \tag{1.1.1}\\ \beta & \text { for } t=0\end{cases}
$$

In Figure 1.1.1 are some pictures showing the behavior of $\varphi_{\alpha, \beta, n}$ for different parameter values. While $x_{1}, x_{2}$ and $x_{4}$ are discontinuous and $x_{3}$ is continuous, the functions $x_{1}, x_{2}$ and $x_{3}$ are bounded, but $x_{4}$ is not.

Generally speaking, the function $\varphi_{\alpha, \beta, n}$ is bounded if and only if $\alpha \geq 0$ and continuous at $t=0$ and hence on all of $[0,1]$ if and only if $\alpha>0$ and $\beta=0$. Consequently, denoting by $C$ the space of real-valued continuous functions on $[0,1]$ and by $B$ the


Figure 1.1.1: Some examples for $\varphi_{\alpha, \beta, n}$.
space of real-valued bounded functions on $[0,1]$ the function $\varphi_{0,0,1}$ shows that the wellknown inclusion

$$
\begin{equation*}
C \subseteq B \tag{1.1.2}
\end{equation*}
$$

is strict. Equipped with the supremum norm

$$
\begin{equation*}
\|x\|_{\infty}:=\sup _{0 \leq t \leq 1}|x(t)| \tag{1.1.3}
\end{equation*}
$$

both $B$ and $C$ become Banach spaces and we even have the continuous embedding $C \hookrightarrow B$. The spaces $C(\mathbb{R})$ and $B(\mathbb{R})$ denote the spaces of real-valued continuous respectively bounded functions on all of $\mathbb{R}$ equipped with the norm

$$
\|x\|_{\infty}:=\sup _{t \in \mathbb{R}}|x(t)| .
$$

For functions in $C[a, b]$ and $B[a, b]$, respectively, we write $\|x\|_{[a, b]}=\sup _{a \leq t \leq b}|x(t)|$ for the supremum norm.
By the Intermediate Value Theorem any continuous function $x \in C$ is a Darboux function, that is, $x(I)$ is an interval whenever $I \subseteq[0,1]$ is an interval. Consequently, if $D$ denotes the set of Darboux functions defined on $[0,1]$, then we have the inclusion

$$
\begin{equation*}
C \subseteq D \tag{1.1.4}
\end{equation*}
$$

The following example shows that this inclusion is strict as well.
Example 1.1.1. The function $\varphi_{-1, \beta, 1}$, which for $\beta \in \mathbb{R}$ according to (1.1.1) is given by

$$
\varphi_{-1, \beta, 1}(t)= \begin{cases}\frac{1}{t} \sin \frac{1}{t} & \text { for } 0<t \leq 1  \tag{1.1.5}\\ \beta & \text { for } t=0\end{cases}
$$

belongs to $D$ for any $\beta$ and to $C$ or $B$ for no $\beta$.

While $B$ and $C$ are linear spaces, the space $D$ is not. Although $D$ is stable under multiplication with real scalars, it is not closed under addition.

Example 1.1.2. The functions $x:=\varphi_{0,1,1}$ and $y:=-\varphi_{0,0,1}$ which are given by

$$
x(t)=\left\{\begin{array}{ll}
\sin \frac{1}{t} & \text { for } 0<t \leq 1, \\
1 & \text { for } t=0
\end{array} \quad \text { and } \quad y(t)= \begin{cases}-\sin \frac{1}{t} & \text { for } 0<t \leq 1 \\
0 & \text { for } t=0\end{cases}\right.
$$

are both Darboux functions. But their sum which is the (bounded) characteristic function $x+y=\chi_{\{0\}}$ is clearly not a Darboux function.
The preceding two Examples 1.1.1 and 1.1 .2 show that there is no inclusion between the spaces $D$ and $B$.
Generally speaking, the functions $\varphi_{\alpha, \beta, n}$ belong to $D$ if and only if one of the following five cases is satisfied. Either $\alpha>0$ and $\beta=0$ and $n$ is arbitrary, or $\alpha=0$ and $\beta \in[0,1]$ and $n$ is even, or $\alpha=0$ and $\beta \in[-1,1]$ and $n$ is odd, or $\alpha<0$ and $\beta \geq 0$ and $n$ is even, or $\alpha<0$ and $\beta$ is arbitrary and $n$ is odd. For instance, the two functions $x_{3}$ and $x_{4}$ in Figure 1.1.1 are Darboux functions, whereas $x_{1}$ and $x_{2}$ are not; we will prove this for the general functions (1.1.1) in Proposition 1.1.12 below.
The space $C$ is also contained in $L_{p}$ for any $p \in[1, \infty]$, where $L_{p}$ denotes the space of all (equivalence classes of) measurable ${ }^{1}$ functions $x:[0,1] \rightarrow \mathbb{R}$ such that for $1 \leq p<\infty$ the function $|x|^{p}$ is Lebesgue integrable and for $p=\infty$ the function $x$ is essentially bounded. Here, two functions are considered to be equivalent if they agree everywhere on their domain of definition except on a set of Lebesgue measure zero. The spaces $L_{p}(I)$ of functions defined on an arbitrary measurable set $I \subseteq \mathbb{R}$ of finite positive measure are strictly decreasing with respect to $p$, i.e.

$$
L_{q}(I) \subsetneq L_{p}(I) \quad \text { for } 1 \leq p<q \leq \infty
$$

This is no longer true if $I$ has infinite measure.
Example 1.1.3. The function $f(t)=1 / t$ for $t \in I=[1, \infty)$ does not belong to $L_{1}(I)$, because

$$
\int_{1}^{\infty} f(t) \mathrm{d} t=\lim _{b \rightarrow \infty} \log (b)=\infty
$$

However, $f \in L_{q}(I)$ for any $q>1$, as

$$
\int_{1}^{\infty} f(t)^{q} \mathrm{~d} t=\lim _{b \rightarrow \infty} \frac{1-b^{1-q}}{q-1}=\frac{1}{q-1}<\infty .
$$

Consequently, $L_{q}(I) \nsubseteq L_{1}(I)$ in this case.
It is well known that the $L_{p}$-spaces when endowed with the norms

$$
\begin{align*}
\|x\|_{L_{p}} & =\left(\int_{I}|x(t)|^{p} \mathrm{~d} t\right)^{1 / p} \quad \text { for } 1 \leq p<\infty  \tag{1.1.6}\\
\|x\|_{L_{\infty}} & =\underset{t \in I}{\operatorname{esssup}}|x(t)| \tag{1.1.7}
\end{align*}
$$

[^0]are Banach spaces. However, only $L_{\infty}(I)$ is an algebra, because among all Lebesgue spaces this is the only one which is closed under multiplication. The Hölder inequality estimates the product of two functions from Lebesgue spaces; we will use this in more detail in Section 3.2 on $I=[0,1]$.

Although functions in either of the spaces $B$ and $L_{\infty}$ are called "bounded" respectively "essentially bounded", there is no inclusion between these two spaces.
Example 1.1.4. The characteristic function $\chi_{A}$ for $A$ being a nonmeasurabl $2^{2}$ set $A \subseteq[0,1]$ is bounded, but does not belong to $L_{\infty}$ as it is not measurable. The function

$$
x(t)= \begin{cases}\frac{\chi_{\mathbb{Q}}(t)}{t} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

is measurable and essentially bounded, since $\mathbb{Q} \cap[0,1]$ has measure zero. But it is not bounded, since $x(1 / n)=n$ for all $n \in \mathbb{N}$.

The function in the previous example is a function with countable support. Such functions will be of great importance in the sequel, in particular in the Chapters 3 and 4. For a function $x:[0,1] \rightarrow \mathbb{R}$ we write

$$
\begin{equation*}
\operatorname{supp}(x):=\{t \in[0,1] \mid x(t) \neq 0\} \tag{1.1.8}
\end{equation*}
$$

for its support. Note that in contrast to the standard definition we do not take the closure here. More generally, for $\delta>0$ we also define

$$
\begin{equation*}
\operatorname{supp}_{\delta}(x):=\{t \in[0,1]| | x(t) \mid \geq \delta\} . \tag{1.1.9}
\end{equation*}
$$

Then $\operatorname{supp}_{\delta}(x)$ is decreasing with respect to $\delta$ in the sense that $\operatorname{supp}_{\delta}(x) \subseteq \operatorname{supp}_{\eta}(x)$ whenever $\delta \geq \eta$, and it is related to $\operatorname{supp}(x)$ via

$$
\begin{equation*}
\operatorname{supp}(x)=\bigcup_{\delta>0} \operatorname{supp}_{\delta}(x)=\bigcup_{n \in \mathbb{N}} \operatorname{supp}_{1 / n}(x) \tag{1.1.10}
\end{equation*}
$$

In particular, if $\operatorname{supp}(x)$ is uncountable, then $\operatorname{supp}_{\delta}(x)$ is also uncountable for some $\delta>$ 0 . Conversely, if $\operatorname{supp}_{\delta}(x)$ is countable for all $\delta>0$, then also $\operatorname{supp}(x)$ is countable as it is then a countable union of countable sets; this fact also has the following consequence which we will use later on in Section 4.1.

Lemma 1.1.5. Let $x:[0,1] \rightarrow \mathbb{R}$ have uncountable support. Then there is some $m>0$ and a strictly monotone sequence $\left(t_{j}\right)$ in $(0,1)$ such that $\left|x\left(t_{j}\right)\right| \geq m$ for all $j \in \mathbb{N}$.

Proof. If $\operatorname{supp}(x)$ is uncountable, then because of 1.1 .10 there is some $n \in \mathbb{N}$ such that $\operatorname{supp}_{1 / n}(x)$ is uncountable, as well. For $m:=1 / n$ we therefore find infinitely many pairwise distinct numbers $s_{j} \in \operatorname{supp}_{m}(x)$ for which $\left|x\left(s_{j}\right)\right| \geq m$ holds for all $j \in \mathbb{N}$. But

[^1]then, since $\left(s_{j}\right)$ is a bounded sequence, by a classical argument we can extract from it a monotone subsequence $\left(t_{j}\right)$. Since the $s_{j}$ are pairwise distinct, so are the $t_{j}$ which makes them form a strictly monotone sequence.

Finally, by $\mathcal{S}_{c}$ we denote the family of functions on $[0,1]$ with countable support, and by $S_{f}$ the family of functions on $[0,1]$ with finite support. Both families are related by the strict inclusion $\mathcal{S}_{f} \subsetneq \mathcal{S}_{c}$.
Example 1.1.6. The function $x:=\chi_{A}$ for some set $A \subseteq[0,1]$ belongs to $\mathcal{S}_{c}$ if and only if $A$ is countable, and to $\mathcal{S}_{f}$ if and only if $A$ is finite. Moreover, $\operatorname{supp}_{\delta}(x)=A$ for $0<\delta \leq 1$ and $\operatorname{supp}_{\delta}(x)=\emptyset$ for $\delta>1$.

We now turn to the most important space of this thesis, the space $B V$ of functions of bounded variation which was introduced in 1881 in [74] by Camille Jordan.
Definition 1.1.7. For a function $x:[0,1] \rightarrow \mathbb{R}$ we call the possibly infinite number

$$
\begin{equation*}
\operatorname{Var}(x)=\sup _{P} \sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \tag{1.1.11}
\end{equation*}
$$

the (Jordan) variation of $x$ on $[0,1]$, where the supremum is taken over all finite partitions $P: 0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$. If $\operatorname{Var}(x)<\infty$, we say that $x$ has bounded variation and write $x \in B V$.
For functions $x:[a, b] \rightarrow \mathbb{R}$ with $a<b$ we write $\operatorname{Var}(x,[a, b])$ instead of $\operatorname{Var}(x)$.
Clearly, every monotone function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $B V$ with $\operatorname{Var}(x)=\mid x(0)-$ $x(1) \mid$. Conversely, $\operatorname{Var}(x)=|x(0)-x(1)|$ implies that $x$ is monotone. However, $B V$ functions can be quite chaotic. The following auxiliary result deals with functions that have countable support, that is, with functions in $\mathcal{S}_{c}$.

Proposition 1.1.8. For $x \in \mathcal{S}_{c}$ we have

$$
\begin{equation*}
\operatorname{Var}(x)=|x(0)|+|x(1)|+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}}|x(\tau)| . \tag{1.1.12}
\end{equation*}
$$

In particular, $x \in B V$ if and only if the series in 1.1.12 converges.
Proof. Consider an arbitrary partition $0=t_{0}<\ldots<t_{n}=1$ of [0, 1]. Then

$$
\begin{aligned}
\sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| & \leq \sum_{j=1}^{n}\left(\left|x\left(t_{j-1}\right)\right|+\left|x\left(t_{j}\right)\right|\right)=|x(0)|+|x(1)|+2 \sum_{j=1}^{n-1}\left|x\left(t_{j}\right)\right| \\
& \leq|x(0)|+|x(1)|+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}}|x(\tau)| .
\end{aligned}
$$

This shows the " $\leq$ "-part in (1.1.12).
For the reverse inequality let $n \in \mathbb{N}$ with $n \leq \#(\operatorname{supp}(x) \backslash\{0,1\})$ be fixed, where $\# A$ denotes the number of elements in a set $A$, and pick numbers $t_{2}, t_{4}, t_{6}, \ldots, t_{2 n} \in \operatorname{supp}(x)$ in strictly increasing order. Set $t_{0}:=0$ and $t_{2 n+2}:=1$, and pick for each $j \in\{0, \ldots, n\}$
numbers $t_{2 j+1} \in\left(t_{2 j}, t_{2 j+2}\right) \backslash \operatorname{supp}(x)$ which is possible as $\operatorname{supp}(x)$ is countable. Then

$$
\begin{align*}
\operatorname{Var}(x) & \geq \sum_{j=1}^{2 n+2}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|=\sum_{j=0}^{n}\left|x\left(t_{2 j}\right)\right|+\sum_{j=1}^{n+1}\left|x\left(t_{2 j}\right)\right| \\
& =|x(0)|+|x(1)|+2 \sum_{j=1}^{n}\left|x\left(t_{2 j}\right)\right| . \tag{1.1.13}
\end{align*}
$$

If $\operatorname{supp}(x)$ is finite we are done by putting $n=\#(\operatorname{supp}(x) \backslash\{0,1\})$, because then the right hand side of 1.1 .13 coincides with the right hand side of 1.1 .12$)$. If $\operatorname{supp}(x)$ is infinite, we may let $n \rightarrow \infty$, and then the right hand side of (1.1.13) converges to the right hand side of 1.1 .12 provided that for each $n$ one picks the $t_{j}$ appropriately. In any case, the proof is complete.

Formula (1.1.12) allows us to give an example of a function $x$ that is nowhere monotone but yet of bounded variation [6].
Example 1.1.9. Let $\left(q_{n}\right)$ be an enumeration of all rational numbers in $(0,1)$. Define the function $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)= \begin{cases}2^{-n} & \text { for } t=q_{n} \\ 0 & \text { otherwise }\end{cases}
$$

Then $x$ has countable support and according to formula 1.1 .12 its variation is given by

$$
\operatorname{Var}(x)=2 \sum_{n=1}^{\infty} 2^{-n}=2
$$

However, $x$ is monotone on no interval $[a, b] \subseteq[0,1]$ with $a<b$. Since $\mathbb{Q}$ is dense in $\mathbb{R}$ we find $m, n \in \mathbb{N}$ such that $a<q_{m}<q_{n}<b$, and since $\mathbb{R} \backslash \mathbb{Q}$ is also dense in $\mathbb{R}$ we find some $c \in[0,1]$ with $q_{m}<c<q_{n}$. But then $x\left(q_{m}\right), x\left(q_{n}\right)>0=x(c)$ which implies that $x$ is not monotone on $\left[q_{m}, q_{n}\right]$ and hence also not on $[a, b]$.
Interestingly, although $B V$-functions do not necessarily have any monotonicity behavior at all, they are generated by monotone functions [74].

Theorem 1.1.10 (Jordan's Decomposition Theorem). A function $x:[0,1] \rightarrow \mathbb{R}$ is of bounded variation if and only if it can be written as a difference $x=y-z$ of two increasing functions $y, z:[0,1] \rightarrow \mathbb{R}$.

Obviously, the set $M$ of monotone functions on $[0,1]$ is not a linear space. For instance, the sum of the two monotone functions $x(t)=t^{2}$ and $y(t)=1-t$ is given by $(x+y)(t)=$ $t^{2}-t+1$ which is not monotone on $[0,1]$. Jordan's Decomposition Theorem shows $\operatorname{Span}(M)=B V$, that is, the linear hull of $M$ is $B V$. Therefore, Theorem 1.1.10 can be understood as the dawn of the $B V$ era. Moreover, it also shows that "nice" properties of monotone functions carry over to $B V$-functions. In particular, monotone and hence $B V$-functions have only at most countably many discontinuities, and each discontinuity is of first kind (jumps) or removable [163]. This means that for $x \in B V$ all the left-
and right-sided limits

$$
\lim _{t \rightarrow t_{0}-} x(t) \text { for } t_{0} \in(0,1], \quad \lim _{t \rightarrow t_{0}+} x(t) \text { for } t_{0} \in[0,1)
$$

exist and are finite. Even better, by Lebesgue's Theorem, every monotone and hence $B V$-function is differentiable almost everywhere [86].

In general, functions which have no discontinuity of second kind are automatically bounded on compact intervals and usually called regular. So denoting by $R$ the space of all regular functions on $[0,1]$, we have the inclusions

$$
\begin{equation*}
B V \subseteq R \subseteq B \cap L_{\infty} \tag{1.1.14}
\end{equation*}
$$

and both inclusions are strict. Note that each $B V$-function is indeed bounded, since the relation $|x(t)| \leq|x(0)|+|x(0)-x(t)| \leq|x(0)|+\operatorname{Var}(x)$ for each $t \in[0,1]$ implies

$$
\begin{equation*}
\|x\|_{\infty} \leq|x(0)|+\operatorname{Var}(x) \tag{1.1.15}
\end{equation*}
$$

The characteristic function $\chi_{\mathbb{Q} \cap[0,1]}$ is bounded and measurable but not regular and thus shows that the second inclusion in (1.1.14) is strict. Formula (1.1.12) applied to functions with nonempty but finite support shows that $B V$ and hence $R$ contain discontinuous functions. However, there is an interesting interconnection between $R$ and $D$ : Since a Darboux function can have only essential discontinuities and a regular function can have only jump discontinuities, every regular Darboux function must be continuous. Conversely, every continuous function is clearly regular. Consequently,

$$
\begin{equation*}
R \cap D=C \tag{1.1.16}
\end{equation*}
$$

In particular, $B V \cap D=B V \cap C$. However, not every continuous and hence regular function belongs to $B V$, and this is why also the first inclusion in 1.1.14 is strict.
Example 1.1.11. The function $x=\varphi_{1,0,1}$, given by

$$
x(t)= \begin{cases}t \sin \frac{1}{t} & \text { for } 0<t \leq 1  \tag{1.1.17}\\ 0 & \text { for } t=0\end{cases}
$$

is clearly continuous and hence regular as $|x(t)| \leq t$ for all $t \in[0,1]$. But $x$ is not of bounded variation. To see this consider the points $0<t_{n}<t_{n-1}<\ldots<t_{1}<t_{0}=$ $2 / \pi<1$ of the extremal points of $x$ located at $t_{j}=1 /(j \pi+\pi / 2)$. Then

$$
\operatorname{Var}(x) \geq \sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|=\sum_{j=1}^{n}\left(t_{j-1}+t_{j}\right)=\frac{8}{\pi} \sum_{j=1}^{n} \frac{j}{4 j^{2}-1} \geq \frac{2}{\pi} \sum_{j=1}^{n} \frac{1}{j}
$$

which gets infinitely large as $n \rightarrow \infty$.
The function $x_{3}$ in Figure 1.1.1 is also continuous and of unbounded variation. The functions $x_{1}$ and $x_{4}$ also have unbounded variation; only $x_{2}$ is of bounded variation.

In general, the function $\varphi_{\alpha, \beta, n}$ belongs to $B V$ if and only if $\alpha>1$. The proof for this general fact is given in our next result that summarizes the conditions on $\alpha, \beta$ and $n$ in order to make $\varphi_{\alpha, \beta, n}$ a member of the classes $B, C, D$ and $B V$. The special case $\beta=0$ and $n=1$ has been discussed comprehensively in [4]; we give the full proof here, since the generalization to arbitrary $\beta$ and $n$ will be of importance for the sequel.

Proposition 1.1.12. For the functions $\varphi_{\alpha, \beta, n}$ the following statements are true.
(a) $\varphi_{\alpha, \beta, n} \in B$ if and only if $\alpha \geq 0$.
(b) $\varphi_{\alpha, \beta, n} \in B V$ if and only if $\alpha>1$.
(c) $\varphi_{\alpha, \beta, n} \in C$ if and only if $\alpha>0$ and $\beta=0$.
(d) $\varphi_{\alpha, \beta, n} \in D$ if and only if one of the following five cases is true.
(i) $\alpha>0, \beta=0$ and $n$ is arbitrary,
(ii) $\alpha=0,0 \leq \beta \leq 1$ and $n$ is even,
(iii) $\alpha=0,-1 \leq \beta \leq 1$ and $n$ is odd,
(iv) $\alpha<0, \beta \geq 0$ and $n$ is even,
(v) $\alpha<0, \beta$ is arbitrary and $n$ is odd.

Proof. (a) Note that for $\alpha<0$ we have for $t_{j}:=1 /(2 j \pi+\pi / 2)$ with $j \in \mathbb{N}_{0}$ that $\varphi_{\alpha, \beta, n}\left(t_{j}\right)=1 /(2 j \pi+\pi / 2)^{\alpha} \rightarrow \infty$ as $j \rightarrow \infty$. For $\alpha \geq 0$ we have on the other hand $\left|\varphi_{\alpha, \beta, n}(t)\right| \leq \max \{|\beta|, 1\}$ for all $t \in[0,1]$. Thus, (a) is established.
To prove (b), note that for $\alpha<0$ we have that $\varphi_{\alpha, \beta, n} \notin B V$ because of (a). Thus we can assume that $\alpha \geq 0$ and that $\varphi_{\alpha, \beta, n}$ is bounded. For $t_{j}:=1 /(j \pi+\pi / 2)$ with $j \in \mathbb{N}_{0}$ we have

$$
\operatorname{Var}\left(\varphi_{\alpha, \beta, n}\right)=\left|\varphi_{\alpha, \beta, n}(2 / \pi)-\varphi_{\alpha, \beta, n}(1)\right|+\limsup _{t \rightarrow 0+}\left|\varphi_{\alpha, \beta, n}(t)-\beta\right|+\sum_{j=0}^{\infty}\left|\varphi_{\alpha, \beta, n}\left(t_{j}\right)\right| .
$$

In particular, since $\varphi_{\alpha, \beta, n}$ is bounded, it is of bounded variation if and only if the series converges. We have

$$
\sum_{j=0}^{\infty}\left|\varphi_{\alpha, \beta, n}\left(t_{j}\right)\right|=\sum_{j=0}^{\infty} t_{j}^{\alpha}=\sum_{j=0}^{\infty} \frac{1}{(j \pi+\pi / 2)^{\alpha}},
$$

and this series converges if and only if $\alpha>1$. In this case, and only then, the function $\varphi_{\alpha, \beta, n}$ is of bounded variation.
(c) The function $\varphi_{\alpha, \beta, n}$ is clearly continuous at every point $t \in(0,1]$, so we only need to consider $t=0$. Again by (a) we can assume that $\alpha \geq 0$, because for $\alpha<0$ the function $\varphi_{\alpha, \beta, n}$ is unbounded and hence discontinuous. For $\alpha=0$ consider the points $t_{j}:=2 /(j \pi)$ for $j \in \mathbb{N}$ which converge to 0 as $j \rightarrow \infty$. Then $\left|\varphi_{0, \beta, n}\left(t_{j}\right)\right|=\left[1-(-1)^{j}\right] / 2$ for all $j \in \mathbb{N}$, and the function $\varphi_{0, \beta, n}$ cannot be continuous at $t=0$, no matter what $n$ and $\beta$ are.

For $\alpha>0$, however, we have $\left|\varphi_{\alpha, \beta, n}(t)\right| \leq t^{\alpha}$ for $0<t \leq 1$ and hence $\varphi_{\alpha, \beta, n}(t) \rightarrow 0$ as $t \rightarrow 0+$. This shows that $\varphi_{\alpha, \beta, n}$ is continuous at $t=0$ if and only if $\beta=0$.
(d) Again, $\varphi_{\alpha, \beta, n} \in D[\varepsilon, 1]$ for all $\varepsilon \in(0,1)$ and we only need to check what happens around $t=0$. For even $n \in \mathbb{N}$ we have

$$
\liminf _{t \rightarrow 0+} \varphi_{\alpha, \beta, n}(t)=0 \quad \text { and } \quad \limsup _{t \rightarrow 0+} \varphi_{\alpha, \beta, n}(t)= \begin{cases}0 & \text { for } \alpha>0 \\ 1 & \text { for } \alpha=0 \\ \infty & \text { for } \alpha<0\end{cases}
$$

and for odd $n \in \mathbb{N}$,
$\liminf _{t \rightarrow 0+} \varphi_{\alpha, \beta, n}(t)=\left\{\begin{array}{ll}0 & \text { for } \alpha>0, \\ -1 & \text { for } \alpha=0, \\ -\infty & \text { for } \alpha<0\end{array} \quad\right.$ and $\quad \limsup _{t \rightarrow 0+} \varphi_{\alpha, \beta, n}(t)= \begin{cases}0 & \text { for } \alpha>0, \\ 1 & \text { for } \alpha=0, \\ \infty & \text { for } \alpha<0 .\end{cases}$
From these estimates (d) is an immediate consequence.
Note that the conditions in (a) and (b) do not depend on $\beta$ and $n$, while the one in (c) is independent of $n$.

The two examples $x_{2}$ and $x_{3}$ in Figure 1.1.1 show that there is no inclusion between the two spaces $C$ and $B V$. Nevertheless, $C$ and $B V$ are connected in the sense that the set $N B V$ of all normalized functions $x^{\#}-x(0)$, where the right regularization $x^{\#}$ of a function $x \in B V$ is defined by

$$
x^{\#}(t)= \begin{cases}\lim _{s \rightarrow t+} x(s) & \text { for } 0 \leq t<1  \tag{1.1.18}\\ x(1) & \text { for } t=1\end{cases}
$$

can be considered as the dual of $C$ [6, Theorem 4.31], where the duality is established by a Riemann-Stieltjes integral.
One can show that $B V$, equipped with the norm

$$
\begin{equation*}
\|x\|=|x(0)|+\operatorname{Var}(x) \tag{1.1.19}
\end{equation*}
$$

is a Banach space which is continuously embedded into $B$, by 1.1.15). One can even show that $B V$ as well as $C$ and $B$ are closed under multiplication, that is, the spaces $B V, C$ and $B$ are algebras. In addition, $C$ is also closed under forming reciprocals of functions $x$ that have no zeros. Indeed, if $x \in C$ has no zeros, then it is bounded away from zero by the Permanence Principle. But then $1 / x$ is also continuous. An analogue of this fact is not true in $B$ and $B V$.

Example 1.1.13. The function

$$
x(t)= \begin{cases}t & \text { for } 0<t \leq 1 \\ 1 & \text { for } t=0\end{cases}
$$

belongs to $B V$ and hence also to $B$, but its reciprocal

$$
\frac{1}{x}(t)= \begin{cases}1 / t & \text { for } 0<t \leq 1 \\ 1 & \text { for } t=0\end{cases}
$$

does not, since it is unbounded near $t=0$.
In contrast to $C$ to ensure that $1 / x \in B V$ or $1 / x \in B$ we have to assume explicitly that $x \in B V$ is bounded away from zero, that is, $\operatorname{supp}_{\delta}(x)=[0,1]$ for some $\delta>0$. In this case the estimate

$$
\operatorname{Var}(1 / x) \leq \delta^{-2} \operatorname{Var}(x)
$$

is true.
However, the spaces $B V, C$ and $B$ are not only algebras, their norms are in a sense submultiplicative. In general, if a normed algebra $(X,\|\cdot\|)$ satisfies an estimate of the form

$$
\|x y\| \leq c\|x\|\|y\| \quad \text { for } x, y \in X
$$

with some constant $c>0$ independent of $x$ and $y$, then we call $X$ a Banach algebra if $(X,\|\cdot\|)$ is a Banach space; in addition, we say that $X$ is normalized if $c=1$. For instance, the spaces $C$ and $B$ are both normalized Banach algebras with respect to the supremum norm $\|\cdot\|_{\infty}$ given in (1.1.3), whereas $\left(B V,\|\cdot\|_{\infty}\right)$ also equipped with the supremum norm is a normalized algebra, but not a Banach algebra. That $B V$ when equipped with the supremum norm is not complete may be seen by the following example.
Example 1.1.14. For each $n \in \mathbb{N}$ let $x_{n}:[0,1] \rightarrow \mathbb{R}$ be defined by

$$
x_{n}(t)= \begin{cases}1 / j & \text { for } t=1 /(2 j), j \in\{1, \ldots, n\} \\ 0 & \text { otherwise }\end{cases}
$$

Then each $x_{n}$ belongs to $B V$ according to Proposition 1.1 .8 as it has finite support. Moreover, $\left(x_{n}\right)$ converges uniformly to the function $x:[0,1] \rightarrow \mathbb{R}$, defined by

$$
x(t)= \begin{cases}1 / j & \text { for } t=1 /(2 j), j \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

because

$$
\left\|x_{n}-x\right\|_{\infty}=\frac{1}{n+1} \quad \text { for all } n \in \mathbb{N}
$$

In particular, $\left(x_{n}\right)$ is a Cauchy sequence with respect to the supremum norm. However, the limit $x$ does not belong to $B V$. On the one hand, $x$ has countable $\operatorname{support} \operatorname{supp}(x)=$ $\{1 / 2,1 / 4,1 / 6,1 / 8, \ldots\}$, but on the other hand, by Proposition 1.1.8 its variation is

$$
\operatorname{Var}(x)=\sum_{j=1}^{\infty} \frac{2}{j}=\infty
$$

Therefore, $x \notin B V$, and hence $\left(B V,\|\cdot\|_{\infty}\right)$ is not complete.

The most function spaces $X$ we investigate in this thesis are real Banach algebras when endowed with a norm of the form $\|x\|=|x(0)|+\Phi(x)$, where $\Phi: X \rightarrow[0, \infty)$ is a seminorm on $X$. The space $B V$ with the norm (1.1.19) is an example of such a space. Most of the time one can replace $\|\cdot\|$ by an equivalent norm $\|\cdot\|_{X}$ which then makes $X$ even a normalized Banach algebra. Here come the details.

Proposition 1.1.15. Let $(X,\|\cdot\|)$ be a Banach algebra with $X \subseteq B$ and norm

$$
\|x\|=|x(0)|+\Phi(x)
$$

where $\Phi: X \rightarrow[0, \infty)$ is a seminorm satisfying

$$
\begin{equation*}
\Phi(x y) \leq \alpha \Phi(y)\|x\|_{\infty}+\alpha \Phi(x)\|y\|_{\infty} \quad \text { for } x, y \in X \tag{1.1.20}
\end{equation*}
$$

for some constant $\alpha \geq 1$ independent of $x$ and $y$. Then $X$, equipped with the norm

$$
\|x\|_{X}:=\alpha\|x\|_{\infty}+\Phi(x)
$$

is a normalized Banach algebra, i.e. $\|x y\|_{X} \leq\|x\|_{X}\|y\|_{X}$ for all $x, y \in X$. Moreover, in case $X \hookrightarrow B$ both norms are equivalent.

Proof. Since $\Phi$ is a seminorm and $\|\cdot\|_{\infty}$ is a norm, $\|\cdot\|_{X}$ is a norm on $X$ for any $\alpha$. Moreover,

$$
\begin{aligned}
\|x y\|_{X} & =\alpha\|x y\|_{\infty}+\Phi(x y) \leq \alpha\|x\|_{\infty}\|y\|_{\infty}+\alpha \Phi(y)\|x\|_{\infty}+\alpha \Phi(x)\|y\|_{\infty} \\
& \leq \alpha^{2}\|x\|_{\infty}\|y\|_{\infty}+\alpha \Phi(y)\|x\|_{\infty}+\alpha \Phi(x)\|y\|_{\infty}+\Phi(x) \Phi(y) \\
& =\left(\alpha\|x\|_{\infty}+\Phi(x)\right)\left(\alpha\|y\|_{\infty}+\Phi(y)\right) \\
& =\|x\|_{X}\|y\|_{X}
\end{aligned}
$$

Finally, if $X \hookrightarrow B$, there is some $c>0$ such that $\|x\|_{\infty} \leq c\|x\|$ for all $x \in X$. Then

$$
\begin{aligned}
\|x\| & =|x(0)|+\Phi(x) \leq\|x\|_{\infty}+\Phi(x) \leq \alpha\|x\|_{\infty}+\Phi(x)=\|x\|_{X} \\
\|x\|_{X} & =\alpha\|x\|_{\infty}+\Phi(x) \leq \alpha c\|x\|+\|x\| \leq(1+\alpha c)\|x\|
\end{aligned}
$$

which completes the proof.
For our space $B V$, the function $\Phi(x):=\operatorname{Var}(x)$ is a seminorm on $B V$ satisfying the hypotheses of Proposition 1.1.15 with $\alpha=1$. Accordingly, the space $B V$ is a normalized Banach algebra when equipped with the equivalent norm

$$
\begin{equation*}
\|x\|_{B V}:=\|x\|_{\infty}+\operatorname{Var}(x) . \tag{1.1.21}
\end{equation*}
$$

In this thesis we will primarily consider this norm for $B V$.
Besides $B V \hookrightarrow B$ we also have the embedding $B V \hookrightarrow L_{\infty}$, since each function in $B V$ is measurable as it is bounded and has only countably many discontinuities, and the norms satisfy $\|x\|_{L_{\infty}} \leq\|x\|_{\infty} \leq\|x\|_{B V}$.

As we have seen, the class $C$ is not a subclass of $B V$. However, the class $A C$ of absolutely continuous functions is.

Definition 1.1.16. A function $x:[0,1] \rightarrow \mathbb{R}$ is said to be absolutely continuous, if it has the following property: For each $\varepsilon>0$ there exists $\delta>0$ such that for each finite collection $\left(\left[a_{j}, b_{j}\right]\right)_{1 \leq j \leq n}$ of nonoverlapping ${ }^{3}$ intervals $\left[a_{j}, b_{j}\right] \subseteq[0,1]$ the implication

$$
\begin{equation*}
\sum_{j=1}^{n}\left|a_{j}-b_{j}\right| \leq \delta \quad \Longrightarrow \quad \sum_{j=1}^{n}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right| \leq \varepsilon \tag{1.1.22}
\end{equation*}
$$

holds.
It is well known that absolutely continuous functions can also be characterized as follows.

Theorem 1.1.17. A function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $A C$ if and only if $x$ is almost everywhere differentiable and its derivative $x^{\prime}$ belongs to $L_{1}$ and satisfies the Fundamental Theorem of Calculus, namely the identity

$$
\begin{equation*}
x(t)-x(s)=\int_{s}^{t} x^{\prime}(\tau) \mathrm{d} \tau \quad \text { for } s, t \in[0,1] . \tag{1.1.23}
\end{equation*}
$$

As said, it is easy to show that

$$
\begin{equation*}
A C \subseteq B V \tag{1.1.24}
\end{equation*}
$$

and this inclusion is also strict, because every absolutely continuous function is continuous, but there are discontinuous functions of bounded variation.
Example 1.1.18. The characteristic function $x=\chi_{\{0\}}$ has bounded variation and is discontinuous at $t=0$. Therefore, it cannot be absolutely continuous. Indeed, it does not satisfy 1.1.22): For $\varepsilon=1 / 2$ and any $\delta>0$ we have for $\left[a_{1}, b_{1}\right]=[0, \delta]$ that $\left|a_{1}-b_{1}\right|=\delta$, but $\left|x\left(a_{1}\right)-x\left(b_{1}\right)\right|=1>\varepsilon$.

Since every $A C$-function is continuous, one might ask if the inclusion (1.1.24) can be replaced by $A C=C \cap B V$. This is not true, and here is a prominent counterexample.

Example 1.1.19. Write every $t \in[0,1]$ in a ternary representation

$$
\begin{equation*}
t=\sum_{j=1}^{\infty} \frac{a_{j}(t)}{3^{j}} \quad \text { with } a_{j}(t) \in\{0,1,2\} \tag{1.1.25}
\end{equation*}
$$

and define the Cantor set $\mathcal{C}:=\left\{t \in[0,1] \mid a_{j}(t) \in\{0,2\}\right.$ for all $\left.j \in \mathbb{N}\right\}$. It can be shown that $\mathcal{C}$ is independent of the ternary representation of $t$ which may be not unique in general, and that $\mathcal{C}$ is a compact uncountable null set.
Moreover, denote by $N(t)$ the smallest $j$ such that $a_{j}(t)=1$ if it exists. If not, put $N(t)=\infty$. The Cantor function $c:[0,1] \rightarrow \mathbb{R}$ is then defined by

$$
c(t)=\frac{1}{2^{N(t)}}+\frac{1}{2} \sum_{j=1}^{N(t)-1} \frac{a_{j}(t)}{2^{j}} .
$$

[^2]It can be shown that the definition of $c$ is independent of the ternary representation of $t$, that is, $c$ is well-defined, and that $c$ is the unique continuous extension of the function $\tilde{c}: \mathcal{C} \rightarrow \mathbb{R}$ which satisfies

$$
\tilde{c}(t)=\frac{1}{2} \sum_{j=1}^{\infty} \frac{a_{j}(t)}{2^{j}} \quad \text { for } t \in \mathcal{C}
$$

Moreover, $c$ is increasing and continuous and hence belongs to $C \cap B V$. However, $c$ is also differentiable almost everywhere with $c^{\prime}=0$, because $c$ is constant outside of $\mathcal{C}$; in particular, $c(\mathcal{C})=[0,1]$. By Theorem 1.1.17 it cannot be absolutely continuous, since it cannot fulfill the relation 1.1.23).

Thus, functions $x \in A C$ apart from being continuous and of bounded variation must have a third property. Indeed, this property is called the Luzin property and states that $x$ must map null sets into null sets. The Vitali Banach Zaretskij Theorem then yields that a function $x \in C \cap B V$ is absolutely continuous if and only if it satisfies the Luzin property [76]. The Cantor function from Example 1.1.19 does not satisfy this property, since $\mathcal{C}$ is a null set, but $c(\mathcal{C})=[0,1]$ is not.
In contrast to $B V$-functions it is easier for $A C$-functions to calculate the variation explicitly. This is because of the following result.

Theorem 1.1.20. For a function $x \in A C$ we have

$$
\begin{equation*}
\operatorname{Var}(x)=\int_{0}^{1}\left|x^{\prime}(t)\right| \mathrm{d} t=\left\|x^{\prime}\right\|_{L^{1}} \tag{1.1.26}
\end{equation*}
$$

Formula (1.1.26) geometrically means that $x$ considered as a curve or path in $\mathbb{R}$ has length $\operatorname{Var}(x)$. Thus, functions of bounded variation are sometimes called rectifiable. Of course, from a geometric point of view this makes more sense in higher dimensions. The conditions (1.1.11) and (1.1.22) also make sense for functions attaining values in a normed space $\left(X,\|\cdot\|_{X}\right)$. One then just has to replace the absolute values by the norm $\|\cdot\|_{X}$. In this case Theorem 1.1 .20 still holds true. In this thesis, however, we will only consider real-valued functions.
Before we pass to classes of functions with more regularity let us mention the following curiosity which shows that modifying the partitions or interval collections in the Definitions 1.1.7 and 1.1.16 leads to unexpected phenomena. Recall that $B V$ is defined by the condition (1.1.11) where the supremum is taken over all ordered partitions of $[0,1]$. Instead, let us define the space $S B V$ to consist of all functions $x:[0,1] \rightarrow \mathbb{R}$ satisfying (1.1.11) where the supremum is now taken over all not necessarily ordered collections of points $t_{0}, t_{1}, \ldots, t_{n-1}, t_{n} \in[0,1]$ which satisfy $\sum_{j=1}^{n}\left|t_{j-1}-t_{j}\right| \leq 1$ instead. We call the elements of $S B V$ functions of super bounded variation. Clearly, $S B V \subseteq B V$. The following example shows that the inclusion is strict.
Example 1.1.21. Consider the function $x:[0,1] \rightarrow \mathbb{R}, t \mapsto \sqrt{t}$, and the collection $t_{0}$, $t_{1}, \ldots, t_{2 k-1} \in[0,1]$ for $k \in \mathbb{N}$, defined by

$$
t_{0}=0, \quad t_{1}=\frac{3}{\pi^{2}}, \quad t_{2}=0, \quad t_{3}=\frac{3}{\pi^{2}} \frac{1}{4}, \quad \ldots, \quad t_{2 k-2}=0, \quad t_{2 k-1}=\frac{3}{\pi^{2} k^{2}} .
$$

Then

$$
\sum_{j=1}^{2 k-1}\left|t_{j-1}-t_{j}\right| \leq 2 \sum_{j=1}^{k} t_{2 j-1}=\frac{6}{\pi^{2}} \sum_{j=1}^{k} \frac{1}{j^{2}} \leq \frac{6}{\pi^{2}} \sum_{j=1}^{\infty} \frac{1}{j^{2}}=1
$$

but

$$
\sum_{j=1}^{2 k-1}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \geq \sum_{j=1}^{k}\left|\sqrt{t_{2 j-1}}\right|=\frac{\sqrt{3}}{\pi} \sum_{j=1}^{k} \frac{1}{j}
$$

gets infinitely large as $k \rightarrow \infty$. Thus, $x \notin S B V$. However, as an increasing function, $x$ belongs to $B V$.
The next result characterizes $S B V$ and states that $S B V$ coincides with the space Lip of Lipschitz continuous functions, that is, functions $x:[0,1] \rightarrow \mathbb{R}$ for which there exists some $L>0$ such that

$$
\begin{equation*}
|x(s)-x(t)| \leq L|s-t| \quad \text { for } s, t \in[0,1] . \tag{1.1.27}
\end{equation*}
$$

In this sense the following theorem provides another way of how to define Lip.
Theorem 1.1.22. The equality $S B V=$ Lip is true.
Proof. The inclusion Lip $\subseteq S B V$ is trivial. So assume that $x \in S B V$ and fix numbers $a, b \in[0,1]$ with $a \neq b$. Choose $n \in \mathbb{N}$ so that

$$
\begin{equation*}
n \leq \frac{1}{|a-b|} \leq 2 n \tag{1.1.28}
\end{equation*}
$$

and define the numbers $t_{0}:=a, t_{1}:=b, t_{3}:=a, t_{4}:=b, \ldots$, that is, $t_{n}:=a$ if $n$ is even and $t_{n}:=b$ if $n$ is odd. Then, by the first inequality in 1.1.28,

$$
\sum_{j=1}^{n}\left|t_{j-1}-t_{j}\right|=n|a-b| \leq 1
$$

Since $x \in S B V$ there is some $M>0$ independent of $a, b$ and $n$ such that

$$
\sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \leq M
$$

By the second inequality in (1.1.28) we get

$$
|x(a)-x(b)|=\frac{1}{n} \sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \leq \frac{M}{n} \leq 2 M|a-b|,
$$

and since $a, b$ are arbitrary and $M$ does not depend on $a$ or $b, x \in$ Lip.
We remark that a similar phenomenon occurs in Definition 1.1.16. If we there drop the assumption that the intervals are mutually nonoverlapping, then we also end up with the space Lip [6, Exercise 3.8].
Even if $B V$-functions can be quite chaotic and may have many discontinuities, the following result is very remarkable. It says that all discontinuities of a $B V$-function can be "smoothed out" by a suitable change of variables.

Theorem 1.1.23. A function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $B V$ if and only if it may be represented as a composition $x=y \circ z$, where $y \in \operatorname{Lip}$ with $\operatorname{lip}(y) \leq 1$ and $z:[0,1] \rightarrow$ $[0,1]$ is increasing.

Theorem 1.1.23 provides another way of how to define $B V$-functions. A proof can be found in 58 .

It is well known that the space Lip is a linear space. For a function $x \in \operatorname{Lip}$ we define its Lipschitz constant by

$$
\begin{equation*}
\operatorname{lip}(x)=\sup _{\substack{0 \leq s, t \leq 1 \\ s \neq t}} \frac{|x(s)-x(t)|}{|s-t|} \tag{1.1.29}
\end{equation*}
$$

For functions $x:[a, b] \rightarrow \mathbb{R}$ we write $\operatorname{lip}(x,[a, b])$ instead of $\operatorname{lip}(x)$. Similar notions are defined for $\operatorname{Lip}(\mathbb{R})$.
One can easily show that lip is a seminorm on Lip and that the space Lip when endowed with the norm $\|x\|=|x(0)|+\operatorname{lip}(x)$ is a Banach algebra. Moreover, lip satisfies 1.1.20) with $\alpha=1$, and so Proposition 1.1.15 ensures that the norm

$$
\begin{equation*}
\|x\|_{L i p}:=\|x\|_{\infty}+\operatorname{lip}(x) \tag{1.1.30}
\end{equation*}
$$

makes Lip a normalized Banach algebra.
Sometimes, functions $x: \mathbb{R} \rightarrow \mathbb{R}$ belong to a given function space $X$ only when restricted to an interval. In this case, we write

$$
X_{l o c}(\mathbb{R}):=\{x: \mathbb{R} \rightarrow \mathbb{R} \mid x \in X[a, b] \text { for any interval }[a, b] \subseteq \mathbb{R}\}
$$

One prominent example of such a space is the family

$$
\operatorname{Lip}_{\text {loc }}(\mathbb{R})=\{x: \mathbb{R} \rightarrow \mathbb{R} \mid x \in \operatorname{Lip}[a, b] \text { for any interval }[a, b] \subseteq \mathbb{R}\}
$$

of locally Lipschitz continuous functions that play an important role in the theory of $B V$-functions. For instance, the composition $g \circ x$ of a function $g: \mathbb{R} \rightarrow \mathbb{R}$ with any function $x \in B V$ is again a $B V$-function if and only if $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$; we will investigate this and related phenomena in the Chapters 2 and 4 in much more detail.
Observe that the spaces $\operatorname{Lip} p_{\text {loc }}(\mathbb{R})$ and $\operatorname{Lip}(\mathbb{R})$ have to be strictly distinguished. For instance, the function $t \rightarrow t^{2}$ for $t \in \mathbb{R}$ belongs to $\operatorname{Lip}_{\text {loc }}(\mathbb{R})$ but not to $\operatorname{Lip}(\mathbb{R})$. Similarly, convergence of a function sequence $\left(x_{n}\right)$ in $\operatorname{Lip} p_{l o c}(\mathbb{R})$ now cannot be considered with respect to the norm (1.1.30) anymore. Instead, we say that $\left(x_{n}\right)$ converges in $\operatorname{Lip} p_{\text {loc }}(\mathbb{R})$ if and only if $\left(x_{n}\right)$ converges in $\operatorname{Lip}[a, b]$ for any two real numbers $a<b$.
Example 1.1.24. The functions $x_{n}: \mathbb{R} \rightarrow \mathbb{R}$, defined by $x_{n}(t)=\max \{|t|-n, 0\}$ are Lipschitz continuous throughout $\mathbb{R}$ with $\operatorname{lip}\left(x_{n}, \mathbb{R}\right)=1$ for all $n \in \mathbb{N}$. However, $x_{n}(t)=0$ for all $t \in[-n, n]$. This implies that $x_{n} \in \operatorname{Lip} p_{\text {loc }}(\mathbb{R})$ with $\operatorname{lip}\left(x_{n},[a, b]\right)=0$ for all $[a, b] \subseteq[-n, n]$ and $n \in \mathbb{N}$. We conclude that $\left(x_{n}\right)$ converges in $\operatorname{Lip}$ loc $(\mathbb{R})$ to $\mathbb{O}$, but diverges in $\operatorname{Lip}(\mathbb{R})$.

It is clear that Lip is a subspace of $A C$. One could ask if the characterization given in Theorem 1.1.17 still holds if one replaces $x^{\prime} \in L_{1}$ with the requirement that $x^{\prime}$ is (bounded and) Riemann integrable. Such functions are due to the formula (1.1.23) also Lipschitz continuous with $\operatorname{lip}(x)=\left\|x^{\prime}\right\|_{L_{\infty}}$. However, not every Lipschitz continuous function has a Riemann integrable derivative, even if the function is differentiable everywhere.

Example 1.1.25. In 1881 Vito Volterra constructed in [149] an everywhere differentiable function $v:[0,1] \rightarrow \mathbb{R}$ with $v(0)=v(1)=0$ and a bounded (and hence Lebesgue integrable) but not Riemann integrable derivative. But this function $v$ is then clearly Lipschitz continuous.
Moreover, there are functions that are absolutely continuous but not Lipschitz continuous.

Example 1.1.26. The function $x:[0,1] \rightarrow \mathbb{R}$, defined by $x(t)=\sqrt{t}$, is absolutely continuous which can be shown easily with the help of Theorem 1.1.20. But it is not Lipschitz continuous, since otherwise we had

$$
|x(0)-x(t)|=\sqrt{t} \leq L t
$$

and hence $1 / L \leq \sqrt{t}$ for some $L>0$ and all $t \in(0,1]$ which is not possible.
Thus, Lipschitz continuous functions are precisely absolutely continuous functions with essentially bounded derivative.
In fact, the square root function from Example 1.1 .26 is only Hölder continuous with exponent $1 / 2$; this means that it satisfies an estimate of the form

$$
\begin{equation*}
|x(s)-x(t)| \leq L|s-t|^{\alpha} \quad \text { for } s, t \in[0,1] \tag{1.1.31}
\end{equation*}
$$

with $\alpha=1 / 2$. Functions $x$ satisfying (1.1.31) for arbitrary $0<\alpha \leq 1$ are called Hölder continuous with exponent $\alpha$, and we write $\operatorname{Lip}_{\alpha}$ for the space of such functions. Observe that this definition makes sense for $0<\alpha \leq 1$ only, because for $\alpha \leq 0$ the condition (1.1.31) would not necessarily imply that $x$ is continuous, and for $\alpha>1$ any function satisfying (1.1.31) must be constant.

Even if $A C$-functions are differentiable only almost everywhere, formula 1.1.23 allows us to recover some regularity properties from their derivatives. This we will be very useful in Section 5.1.

Lemma 1.1.27. Let $x:[a, b] \rightarrow \mathbb{R}$ be absolutely continuous, and let $D \subseteq[a, b]$ be the points of differentiability of $x$. Then the following statements hold.
(a) If $\left.x^{\prime}\right|_{D}$ is uniformly continuous, then $x \in C^{1}[a, b]$ and $x^{\prime}$ is uniformly continuous on $[a, b]$.
(b) If $\left.x^{\prime}\right|_{D}$ is Lipschitz continuous, then $x \in C^{1}[a, b]$ and $x^{\prime}$ is Lipschitz continuous on $[a, b]$.
(c) If $\left.x^{\prime}\right|_{D}$ is constant, then $x$ is affine on $[a, b]$.
(d) If $\left.x^{\prime}\right|_{D}$ is zero, then $x$ is constant on $[a, b]$.

Proof. (a) By [142, Section 13, Theorem D] the restriction $\left.x^{\prime}\right|_{D}: D \rightarrow \mathbb{R}$ has a (unique) uniformly continuous extension $y:[a, b] \rightarrow \mathbb{R}$. Using formula (1.1.23) we obtain

$$
x(t)=x(a)+\int_{a}^{t} x^{\prime}(\tau) \mathrm{d} \tau=x(a)+\int_{a}^{t} y(\tau) \mathrm{d} \tau \quad \text { for } t \in[a, b] .
$$

But the Fundamental Theorem of Calculus now says that $x$ indeed belongs to $C^{1}[a, b]$ and $x^{\prime}=y$ is uniformly continuous on $[a, b]$.
(b) As shown in (a), the function $x$ belongs to $C^{1}[a, b]$ and $x^{\prime}=y$ is uniformly continuous, where $y$ is again the unique uniformly continuous extension of $\left.x^{\prime}\right|_{D}$. In order to show that $y$ is even Lipschitz continuous, fix $s, t \in[a, b]$. Since $D$ is dense in $[a, b]$ we find sequences $\left(s_{n}\right)$ and $\left(t_{n}\right)$ in $D$ converging to $s$ and $t$, respectively. Since $\left.x^{\prime}\right|_{D}$ is Lipschitz continuous on $D$, we find some $L>0$ independent of $s$ and $t$ such that

$$
\left|y\left(s_{n}\right)-y\left(t_{n}\right)\right|=\left|x^{\prime}\left(s_{n}\right)-x^{\prime}\left(t_{n}\right)\right| \leq L\left|s_{n}-t_{n}\right| \quad \text { for all } n \in \mathbb{N} .
$$

Letting $n \rightarrow \infty$ yields due to the continuity of $y$ that

$$
|y(s)-y(t)| \leq L|s-t|
$$

But this shows nothing else than that $x^{\prime}=y$ is indeed Lipschitz continuous on $[a, b]$.
(c) By (a) we conclude that $x$ is continuously differentiable on $[a, b]$. Thus, if $x^{\prime}(t)=c$ for all $t \in D$, then $x^{\prime} \equiv c$ throughout $[a, b]$, because $D$ is dense and $x^{\prime}$ is continuous. This implies that $x$ is affine.
(d) follows immediately from (c), because in the proof of (c) we can now put $c=0$.

Note that in Lemma 1.1.27 we cannot get a better result than (a), that is, we cannot replace "uniformly continuous" by "continuous" there. The first example illustrating this is a function that is even Lipschitz continuous but not everywhere differentiable.

Example 1.1.28. The function $x:[0,1] \rightarrow \mathbb{R}, t \mapsto \max \{2 t, 1\}$, is absolutely (even Lipschitz) continuous on $[0,1]$ and differentiable at every point of the union $D=$ $[0,1 / 2) \cup(1 / 2,1]$ with $x^{\prime}=2 \chi_{(1 / 2,1]}$. In particular, $x^{\prime}$ is continuous at every point of $D$. However, $x$ is not continuously differentiable. Note that $x^{\prime}$ is not uniformly continuous on $D$, since

$$
\left|x^{\prime}(1 / 2-\delta)-x^{\prime}(1 / 2+\delta)\right|=2
$$

for all $\delta \in(0,1 / 2)$.
The second example is a function that is everywhere differentiable but has a discontinuous yet Lebesgue integrable derivative.

Example 1.1.29. The function $x:[0,1] \rightarrow \mathbb{R}$, defined by

$$
x(t)= \begin{cases}t^{2} \cos \frac{1}{t}-2 \int_{0}^{t} s \cos \frac{1}{s} \mathrm{~d} s & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

is differentiable with

$$
x^{\prime}(t)=\sin \frac{1}{t}=\varphi_{0,0,1}(t) \quad \text { for } 0<t \leq 1,
$$

where the notation is borrowed from 1.1.1. At $t=0$ we obtain with the help of de L'Hospital's rule

$$
x^{\prime}(0)=\lim _{t \rightarrow 0+} \frac{x(t)-x(0)}{t}=\lim _{t \rightarrow 0+}\left(t \cos \frac{1}{t}-\frac{2}{t} \int_{0}^{t} s \cos \frac{1}{s} \mathrm{~d} s\right)=\lim _{t \rightarrow 0+} t \cos \frac{1}{t}=0,
$$

and consequently $x^{\prime}=\varphi_{0,0,1}$ on $[0,1]$; in particular, $x^{\prime}$ is measurable and $\left|x^{\prime}\right| \leq 1$ on $[0,1]$ which shows $x^{\prime} \in L_{\infty}$. However, by Proposition 1.1.12 (c), the function $x^{\prime}=\varphi_{0,0,1}$ is not continuous (at $t=0$ ).
Finally, the last classes we discuss here in this section are the classes $C^{n}$ of $n$-times continuously differentiable functions on $[0,1]$, where we set $C^{0}=C$. As usual, limits at the boundary points of $[0,1]$ are considered to be one-sided. It is clear that

$$
C^{n} \subseteq C^{m} \quad \text { for } m \leq n
$$

and the inclusions are strict for $m<n$ which is shown by the following example.
Example 1.1.30. For $n \in \mathbb{N}_{0}$ consider the function $x_{n}:[0,1] \rightarrow \mathbb{R}$, defined by

$$
x_{n}(t)=\frac{1}{(n+1)!}\left(t-\frac{1}{2}\right)^{n}\left|t-\frac{1}{2}\right|,
$$

where we agree on $0^{0}=1$. Then it is straightforward to show that $x_{n}$ is $n$-times continuously differentiable with $k$-th derivative

$$
x_{n}^{(k)}=x_{n-k} \quad \text { for } 0 \leq k \leq n .
$$

In particular, the $n$-th derivative

$$
x_{n}^{(n)}(t)=\left|t-\frac{1}{2}\right| \quad \text { for } 0 \leq t \leq 1
$$

is continuous, but not differentiable. This shows $x_{n} \in C^{n} \backslash C^{n+k}$ for all $n, k \in \mathbb{N}$.
With the help of the Mean Value Theorem it is easily shown that

$$
C^{1} \subseteq L i p
$$

However, this inclusion is also strict, as the function $x_{0}(t)=|t-1 / 2|$ from Example 1.1.30 shows.

In total, we have the chain of strict inclusions

$$
\begin{equation*}
C^{n} \subsetneq C^{1} \subsetneq L i p \subsetneq A C \subsetneq C \cap B V \subsetneq B V \subsetneq R \subsetneq B \cap L_{\infty} \subsetneq L_{\infty} \subsetneq L_{p} \tag{1.1.32}
\end{equation*}
$$

for $n \in \mathbb{N}$ with $n>1$ and $p \in \mathbb{R}$ with $p>1$.

### 1.2 Classes of Functions of Generalized Bounded Variation

In this section we introduce spaces of functions of generalized bounded variation that will be studied in this thesis. Since those variations are more complicated to define than the Jordan variation to construct examples and counterexamples we will consider not the "smooth" functions $\varphi_{\alpha, \beta, n}$ defined in 1.1.1 but the following "jump" functions instead. For a real sequence $\left(\alpha_{j}\right)$ we define the function $\mathfrak{J}_{\left(\alpha_{j}\right)}:[0,1] \rightarrow \mathbb{R}$ by

$$
\mathfrak{J}_{\left(\alpha_{j}\right)}(t)= \begin{cases}\alpha_{j} & \text { if } t=\frac{1}{2 j} \text { for some } j \in \mathbb{N}  \tag{1.2.1}\\ 0 & \text { otherwise }\end{cases}
$$

It is clear that $\mathfrak{J}_{\left(\alpha_{j}\right)}$ belongs to $L_{\infty}$ and hence to all Lebesgue spaces for any sequence $\left(\alpha_{j}\right)$ and to either of the spaces $C$ and $D$ only if $\alpha_{j}=0$ for all $j \in \mathbb{N}$. So for these spaces the functions (1.2.1) are of no interest. However, $\mathfrak{J}_{\left(\alpha_{j}\right)} \in B$ if and only if $\left(\alpha_{j}\right)$ is bounded, and $\mathfrak{J}_{\left(\alpha_{j}\right)} \in B V$ if and only if $\sum_{j=1}^{\infty} \alpha_{j}$ converges absolutely. To be more precise, $\operatorname{supp}\left(\mathfrak{J}_{\left(\alpha_{j}\right)}\right) \subseteq\left\{\frac{1}{2}, \frac{1}{4}, \frac{1}{6}, \ldots\right\}$ and by Proposition 1.1.8.

$$
\begin{equation*}
\operatorname{Var}\left(\mathfrak{J}_{\left(\alpha_{j}\right)}\right)=2 \sum_{j=1}^{\infty}\left|\alpha_{j}\right| \tag{1.2.2}
\end{equation*}
$$

For further reference, we summarize this as
Corollary 1.2.1. The function $\mathfrak{J}_{\left(\alpha_{j}\right)}$ belongs to $B V$ if and only if

$$
\sum_{j=1}^{\infty}\left|\alpha_{j}\right|<\infty
$$

Its variation can be calculated explicitly by (1.2.2).
As a special case we write for $\alpha \in \mathbb{R}$

$$
\begin{equation*}
\mathfrak{J}_{\alpha}:=\mathfrak{J}_{\left(a_{j}\right)} \quad \text { for } \alpha_{j}=\frac{1}{j^{\alpha}} \text { and all } j \in \mathbb{N} . \tag{1.2.3}
\end{equation*}
$$

Then Corollary 1.2 .1 says that $\mathfrak{J}_{\alpha} \in B V$ if and only if $\alpha>1$. In this case, 1.2.2) yields

$$
\operatorname{Var}\left(\mathfrak{J}_{\alpha}\right)=2 \sum_{j=1}^{\infty} \frac{1}{j^{\alpha}}=2 \zeta(\alpha)
$$

where $\zeta$ denotes the Riemann zeta function. In particular, $\operatorname{Var}\left(\mathfrak{J}_{2}\right)=2 \zeta(2)=\pi^{2} / 3$.
Since functions with countable support will be of great importance later on, we put a particular emphasis in investigating such functions in this section.

## The Wiener Variation

We start with a self-evident generalization of Definition 1.1.7.
Definition 1.2.2. For a function $x:[0,1] \rightarrow \mathbb{R}$ and a real number $p \geq 1$ we call the possibly infinite number

$$
\begin{equation*}
\operatorname{Var}_{p}(x)=\sup _{P} \sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p} \tag{1.2.4}
\end{equation*}
$$

the Wiener variation of $x$ on $[0,1]$, where the supremum is taken over all finite partitions $P: 0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$. If $\operatorname{Var}_{p}(x)<\infty$, we say that $x$ has bounded Wiener variation and write $x \in W B V_{p}$.
Note that for $p=1$ the space $W B V_{p}$ reduces to $B V$. Thus, unless otherwise stated we always tacitly assume $p>1$.
We test Definition 1.2 .2 on functions with countable support. Naively, our intuition might make us believe that there is a perfect analogue to formula 1.1.12), namely something like

$$
\begin{equation*}
\operatorname{Var}_{p}(x)=|x(0)|^{p}+|x(1)|^{p}+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}}|x(\tau)|^{p} \tag{1.2.5}
\end{equation*}
$$

for functions $x \in \mathcal{S}_{c}$. However, this is not true, and one indication for this might be that according to Proposition 1.1 .8 we had $\operatorname{Var}_{p}(x)=\operatorname{Var}\left(|x|^{p}\right)$ which looks weird. Let us make this a little more explicit.

Example 1.2.3. Let us consider the function $x:=\mathfrak{J}_{\left(\alpha_{j}\right)}$ with $\alpha_{1}=1, \alpha_{2}=-1$ and $\alpha_{j}=0$ for all $j \geq 3$. Then the right hand side of (1.2.5) becomes 4. However, if we take the partition $t_{0}:=0, t_{1}:=1 / 4, t_{2}:=1 / 2, t_{3}:=1$, then

$$
\operatorname{Var}_{p}(x) \geq\left|x(0)-x\left(\frac{1}{4}\right)\right|^{p}+\left|x\left(\frac{1}{4}\right)-x\left(\frac{1}{2}\right)\right|^{p}+\left|x\left(\frac{1}{2}\right)-x(1)\right|^{p}=2+2^{p}
$$

which is larger than 4 for $p>1$. Thus, formula (1.2.5) cannot be true in general. A little more scrutiny shows $\operatorname{Var}_{p}(x)=2+2^{p}$. Indeed, for an arbitrary partition $0=t_{0}<\ldots<t_{n}$ there are two possibilities: Either there exists some $k \in\{1, \ldots, n-1\}$ with $\frac{1}{4}=t_{k-1}<t_{k}=\frac{1}{2}$, or there is no such $k$. If such a $k$ exists, then

$$
\begin{aligned}
\sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p}= & \sum_{j=1}^{k-1}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p}+\left|x\left(t_{k-1}\right)-x\left(t_{k}\right)\right|^{p}+\left|x\left(t_{k}\right)-x\left(t_{k+1}\right)\right|^{p} \\
& +\sum_{j=k+2}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p} \\
= & 2+2^{p} .
\end{aligned}
$$

If not, then for each $k \in\{1, \ldots, n\}$ we have $t_{k-1} \neq \frac{1}{4}$ or $t_{k} \neq \frac{1}{2}$. But in this case,

$$
\sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p} \leq 4 \leq 2+2^{p}
$$

Consequently, since $\operatorname{Var}_{p}(x)$ is the supremum of all such sums, $\operatorname{Var}_{p}(x)=2+2^{p}$.

In contrast to Proposition 1.1 .8 we can now not calculate the Wiener variation of a function with countable support explicitly but get at least some estimates from above and below.

Proposition 1.2.4. For $x \in \mathcal{S}_{c}$ we have

$$
\begin{equation*}
\operatorname{Var}\left(|x|^{p}\right)=\operatorname{Var}_{p}(|x|) \leq \operatorname{Var}_{p}(x) \leq 2^{p-1} \operatorname{Var}\left(|x|^{p}\right) \tag{1.2.6}
\end{equation*}
$$

where

$$
\operatorname{Var}\left(|x|^{p}\right)=|x(0)|^{p}+|x(1)|^{p}+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}}|x(\tau)|^{p}
$$

according to 1.1.12. In particular, $x \in W B V_{p}$ if and only if $|x|^{p} \in B V$.
Proof. To see this first note that $t \mapsto|t|^{p}$ is convex and thus superadditive; in particular, $|a-b|^{p} \leq\left|a^{p}-b^{p}\right|$ for all $a, b \geq 0$. From this it follows that $\operatorname{Var}_{p}(|x|) \leq \operatorname{Var}\left(|x|^{p}\right)$. By considering the same special partition as in the proof of Proposition 1.1.8 one can show that also $\operatorname{Var}_{p}(|x|) \geq \operatorname{Var}\left(|x|^{p}\right)$. This shows the equality in 1.2.6).
Since $||a|-|b|| \leq|a-b|$ for all $a, b \in \mathbb{R}$, also the first inequality in 1.2 .6 is proven.
For the right inequality consider an arbitrary partition $0=t_{0}<\ldots<t_{n}=1$ of [0, 1]. Again, since $t \mapsto|t|^{p}$ is convex, we have $|a-b|^{p} \leq 2^{p-1}\left(|a|^{p}+|b|^{p}\right)$ for all $a, b \in \mathbb{R}$. This implies

$$
\begin{aligned}
& \sum_{j=1}^{n}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p} \leq 2^{p-1} \sum_{j=1}^{n}\left(\left|x\left(t_{j-1}\right)\right|^{p}+\left|x\left(t_{j}\right)\right|^{p}\right) \\
& \quad \leq 2^{p-1}\left(|x(0)|^{p}+|x(1)|^{p}+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}}|x(\tau)|^{p}\right)=2^{p-1} \operatorname{Var}\left(|x|^{p}\right),
\end{aligned}
$$

again by Proposition 1.1.8. This yields the claim.
For our functions $\mathfrak{J}_{\left(\alpha_{j}\right)}$ this means the following.
Corollary 1.2.5. The function $\mathfrak{J}_{\left(\alpha_{j}\right)}$ satisfies

$$
\begin{equation*}
2 \sum_{j=1}^{\infty}\left|\alpha_{j}\right|^{p} \leq \operatorname{Var}_{p}\left(\mathfrak{J}_{\left(\alpha_{j}\right)}\right) \leq 2^{p} \sum_{j=1}^{\infty}\left|\alpha_{j}\right|^{p} ; \tag{1.2.7}
\end{equation*}
$$

in particular, it belongs to $W B V_{p}$ if and only if the series in 1.2.7) converges.
Example 1.2.3 has shown that we cannot expect equality in either of these two inequalities in (1.2.7). However, observe that (1.2.7) contains (1.2.2) for $p=1$.
For functions with countable support we deduce from (1.2.6) for $p=1$ that $\operatorname{Var}(|x|)=$ $\operatorname{Var}(x)$. However, even for $p=1$ the right inequality in formula (1.2.6) is false for functions $x$ having uncountable support.
Example 1.2.6. The function $x:=2 \chi_{\mathbb{Q} \cap[0,1]}-\mathbb{1}$ is clearly of unbounded variation on $[0,1]$, but $|x|$ is equal to $\mathbb{1}$ and thus has variation 0 . Note that $\operatorname{supp}(x)=[0,1]$.

One can show that the equivalence $x \in B V \Leftrightarrow|x| \in B V$ is true for continuous functions [6].

In can be shown that $W B V_{p}$ when endowed with the norm

$$
\begin{equation*}
\|x\|=|x(0)|+\operatorname{Var}_{p}(x)^{1 / p} \tag{1.2.8}
\end{equation*}
$$

is a Banach algebra, and that this norm satisfies the estimate 1.1.20 with $\Phi(x)=$ $\operatorname{Var}_{p}(x)^{1 / p}$ and $\alpha=1$. Therefore, by Proposition 1.1.15, $W B V_{p}$ together with the norm

$$
\begin{equation*}
\|x\|_{W B V_{p}}:=\|x\|_{\infty}+\operatorname{Var}_{p}(x)^{1 / p} \tag{1.2.9}
\end{equation*}
$$

is a normalized Banach algebra.
It is clear that $B V \subseteq W B V_{p}$ for any $p \geq 1$. More generally, we have

$$
\begin{equation*}
B V \subseteq W B V_{p} \subseteq W B V_{q} \subseteq R \quad \text { for } 1 \leq p \leq q \tag{1.2.10}
\end{equation*}
$$

All those inclusions are in fact continuous embeddings. For instance, for the last inclusion we have

$$
|x(t)| \leq|x(0)|+\left(|x(t)-x(0)|^{p}\right)^{1 / p} \leq|x(0)|+\operatorname{Var}_{p}(x)^{1 / p}
$$

and hence

$$
\begin{equation*}
\|x\|_{\infty} \leq|x(0)|+\operatorname{Var}_{p}(x)^{1 / p} \leq\|x\|_{W B V_{p}} \tag{1.2.11}
\end{equation*}
$$

in particular, the two norms in (1.2.8) and 1.2 .9 are equivalent by Proposition 1.1.15. That for $1<p<q$ the inclusions in (1.2.10) are strict can now also be seen with the help of the functions $\mathfrak{J}_{\alpha}$ introduced in 1.2 .3 ). Corollary 1.2 .5 says that $\mathfrak{J}_{\alpha}$ belongs to $W B V_{p}$ if and only if $\alpha p>1$. In particular, for $1<p<q$ we have $\mathfrak{J}_{1 / p} \in\left(R \cap W B V_{q}\right) \backslash W B V_{p}$. In addition to the inclusions in (1.2.10) we also have

$$
\operatorname{Lip}_{1 / p} \subseteq W B V_{p} \quad \text { for } p \geq 1
$$

which is a generalization of the inclusion $\operatorname{Lip} \subseteq B V$.
In this context the following analogue to Theorem 1.1 .23 is noteworthy.
Theorem 1.2.7. A function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $W B V_{p}$ if and only if it may be represented as a composition $x=y \circ z$, where $y \in \operatorname{Lip}_{1 / p}$ and $z:[0,1] \rightarrow[0,1]$ is increasing.

## The Young Variation

Even more general than the Wiener variation is the Young variation which has been introduced 1937 by Laurence Chisholm Young in [160, 161]. The weighting function $t \mapsto|t|^{p}$ that has been used to weight the absolute values $\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|$ in Definition 1.2 .2 is now replaced by a general convex function.

Definition 1.2.8. A function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is said to be a Young function (or $\varphi$-function) if it is convex and such that $\varphi(t)=0$ if and only if $t=0$.
Note that according to this definition every Young function is continuous, strictly increasing and so that $\varphi(t) \rightarrow \infty$ as $t \rightarrow \infty$. Moreover, due to convexity, $\varphi(s t) \leq s \varphi(t)$ for all $s \in[0,1], t \in[0, \infty)$, as well as $\varphi(s t) \geq s \varphi(t)$ for all $s \in[1, \infty), t \in[0, \infty)$.
Using the notion of a Young function the Young variation is now defined as follows.
Definition 1.2.9. For a function $x:[0,1] \rightarrow \mathbb{R}$ and a Young function $\varphi:[0, \infty) \rightarrow$ $[0, \infty)$ we call the possibly infinite number

$$
\operatorname{Var}_{\varphi}(x)=\sup _{P} \sum_{j=1}^{n} \varphi\left(\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|\right)
$$

the Young variation (or $\varphi$-variation) of $x$ on $[0,1]$, where the supremum is taken over all finite partitions $P: 0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$.
Finally, we denote by

$$
Y B V_{\varphi}:=\left\{x:[0,1] \rightarrow \mathbb{R} \mid \operatorname{Var}_{\varphi}(\lambda x)<\infty \text { for some } \lambda>0\right\}
$$

the space of functions of bounded Young variation.
Observe that $\varphi(t)=t^{p}$ for $p \geq 1$ is a Young function, and in this case, $Y B V_{\varphi}=W B V_{p}$.

As in the Propositions 1.1 .8 and 1.2 .4 we will also for the Young variation consider functions with countable support.

Proposition 1.2.10. Let $\varphi$ be an arbitrary Young function. For $x \in \mathcal{S}_{c}$ we have

$$
\begin{equation*}
\operatorname{Var}(\varphi(|x|))=\operatorname{Var}_{\varphi}(|x|) \leq \operatorname{Var}_{\varphi}(x) \leq 2^{-1} \operatorname{Var}(\varphi(2|x|)) \tag{1.2.12}
\end{equation*}
$$

where

$$
\operatorname{Var}(\varphi(\lambda|x|))=\varphi(\lambda|x(0)|)+\varphi(\lambda|x(1)|)+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}} \varphi(\lambda|x(\tau)|) \quad \text { for } \lambda>0
$$

according to 1.1.12. In particular, $x \in Y B V_{\varphi}$ if and only if $\varphi(\lambda|x|) \in B V$ for some $\lambda>0$.

Proof. We proceed as in the proof of Proposition 1.2.4. First note that $\varphi$ is convex and hence superadditive; in particular, $\varphi(|a-b|) \leq|\varphi(a)-\varphi(b)|$ for all $a, b \geq 0$. From this it follows that $\operatorname{Var}_{\varphi}(|x|) \leq \operatorname{Var}(\varphi(|x|))$. By considering the same special partition
as in the proof of $\operatorname{Proposition~} 1.1 .8$ one can show that also $\operatorname{Var}_{\varphi}(|x|) \geq \operatorname{Var}(\varphi(|x|))$. This shows the equality in 1.2.12).
Since $\varphi$ is increasing and $||a|-|b|| \leq|a-b|$ for all $a, b \in \mathbb{R}$, also the inequality in the middle of 1.2 .12 is proven.
For the remaining inequality consider an arbitrary partition $0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$. Again, since $\varphi$ is increasing and convex we have $\varphi(|a-b|) \leq 2^{-1}[\varphi(2|a|)+\varphi(2|b|)]$ for all $a, b \in \mathbb{R}$. This implies

$$
\begin{aligned}
\sum_{j=1}^{n} \varphi\left(\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|\right) & \leq 2^{-1} \sum_{j=1}^{n}\left[\varphi\left(2\left|x\left(t_{j-1}\right)\right|\right)+\varphi\left(2\left|x\left(t_{j}\right)\right|\right)\right] \\
& =2^{-1}\left(\varphi(2|x(0)|)+\varphi(2|x(1)|)+2 \sum_{j=1}^{n-1} \varphi\left(2\left|x\left(t_{j}\right)\right|\right)\right) \\
& \leq 2^{-1}\left(\varphi(2|x(0)|)+\varphi(2|x(1)|)+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}} \varphi(2|x(\tau)|)\right) \\
& =2^{-1} \operatorname{Var}(\varphi(2|x|)),
\end{aligned}
$$

where the last equality comes from (1.1.12). Thus, also the right inequality in (1.2.12) is true, and this completes the proof.

For our functions $\mathfrak{J}_{\left(\alpha_{j}\right)}$ this means the following.
Corollary 1.2.11. The function $\mathfrak{J}_{\left(\alpha_{j}\right)}$ satisfies

$$
\begin{equation*}
2 \sum_{j=1}^{\infty} \varphi\left(\lambda\left|\alpha_{j}\right|\right) \leq \operatorname{Var}_{\varphi}\left(\lambda \mathfrak{J}_{\left(\alpha_{j}\right)}\right) \leq \sum_{j=1}^{\infty} \varphi\left(2 \lambda\left|\alpha_{j}\right|\right) \quad \text { for } \lambda>0 \tag{1.2.13}
\end{equation*}
$$

Moreover, it belongs to $Y B V_{\varphi}$ if and only if at least one of the two series in 1.2.13) converges for some $\lambda>0$.

Proposition 1.2 .10 explains why we have not defined the space $Y B V_{\varphi}$ by the set

$$
Y B V_{\varphi}^{*}:=\left\{x:[0,1] \rightarrow \mathbb{R} \mid \operatorname{Var}_{\varphi}(x)<\infty\right\}
$$

as we have done so for the other variations. The reason is that $Y B V_{\varphi}^{*}$ is not a linear space, since it is not closed under multiplication with scalars.
Example 1.2.12. The function $\varphi:[0, \infty) \rightarrow[0, \infty)$, defined by

$$
\varphi(t)= \begin{cases}t \exp (-1 / t) & \text { for } t>0 \\ 0 & \text { for } t=0\end{cases}
$$

is a Young function. Putting $\alpha_{1}:=0$ and $\alpha_{j}:=\frac{1}{4 \log (j)}$ for $j \in \mathbb{N}, j \geq 2$, the function $x:=\mathfrak{J}_{\left(\alpha_{j}\right)}$, given by (1.2.1), is nonnegative and has countable support. Moreover, by (1.1.12) we have with $\tau_{j}=1 /(2 j)$,

$$
\begin{align*}
\operatorname{Var}(\varphi(\lambda x)) & =2 \sum_{j=2}^{\infty} \varphi\left(\lambda x\left(\tau_{j}\right)\right)=2 \lambda \sum_{j=2}^{\infty} x\left(\tau_{j}\right) \exp \left(\frac{-1}{\lambda x\left(\tau_{j}\right)}\right) \\
& =\frac{\lambda}{2} \sum_{j=2}^{\infty} \frac{1}{j^{4 / \lambda} \log (j)} . \tag{1.2.14}
\end{align*}
$$

For $\lambda=2$ the series in 1.2 .14 converges which means that $\operatorname{Var}(\varphi(2 x))<\infty$. Thus, by (1.2.12), also $\operatorname{Var}_{\varphi}(x)<\infty$, that is, $x \in Y B V_{\varphi}^{*}$. However, for $\lambda=4$ the series in $1.2 .14)$ diverges which means that $\operatorname{Var}(\varphi(4 x))=\infty$. Again by 1.2 .12 we get that
$\operatorname{Var}_{\varphi}(4 x)=\infty$ which implies $4 x \notin Y B V_{\varphi}^{*}$.
In general, one only has $Y B V_{\varphi}=\operatorname{Span}\left(Y B V_{\varphi}^{*}\right)$, that is, $Y B V_{\varphi}$ is the linear hull of $Y B V_{\varphi}^{*}$. However, if $\varphi$ satisfies a so-called $\delta_{2}$-condition, that is,

$$
\begin{equation*}
\limsup _{t \rightarrow 0+} \frac{\varphi(2 t)}{\varphi(t)}<\infty \tag{1.2.15}
\end{equation*}
$$

then $Y B V_{\varphi}^{*}$ is a linear space. In fact, the $\delta_{2}$-condition is not only sufficient but also necessary for this [121]. This is exactly analogous to the properties of Orlicz spaces. Observe that the function $\varphi$ in Example 1.2 .12 does not satisfy a $\delta_{2}$-condition, since

$$
\limsup _{t \rightarrow 0+} \frac{\varphi(2 t)}{\varphi(t)}=2 \limsup _{t \rightarrow 0+} \exp \left(\frac{1}{2 t}\right)=\infty
$$

The $\delta_{2}$-condition, however, has also some other benefits, because it makes explicit calculations easier. For $\varphi$ satisfying a $\delta_{2}$-condition, the function $M:[0, \infty] \rightarrow[0, \infty]$, set by $M(0):=0, M(\infty):=\infty$ and

$$
\begin{equation*}
M(T):=\sup _{0<t \leq T} \frac{\varphi(2 t)}{\varphi(t)} \quad \text { for } T>0 \tag{1.2.16}
\end{equation*}
$$

is well-defined and increasing. We then have

$$
\begin{equation*}
\operatorname{Var}_{\varphi}(2 x) \leq M\left(2\|x\|_{\infty}\right) \operatorname{Var}_{\varphi}(x) \quad \text { for } x \in Y B V_{\varphi} \tag{1.2.17}
\end{equation*}
$$

and Proposition 1.2.10 reduces to the following familiar form.
Corollary 1.2.13. Let $\varphi$ be a Young function satisfying a $\delta_{2}$-condition. For $x \in \mathcal{S}_{c}$ we have

$$
\begin{equation*}
\operatorname{Var}(\varphi(|x|))=\operatorname{Var}_{\varphi}(|x|) \leq \operatorname{Var}_{\varphi}(x) \leq 2^{-1} M\left(2\|x\|_{\infty}\right) \operatorname{Var}(\varphi(|x|)) \tag{1.2.18}
\end{equation*}
$$

where $M$ is as in 1.2.16) and

$$
\operatorname{Var}(\varphi(|x|))=\varphi(|x(0)|)+\varphi(|x(1)|)+2 \sum_{\tau \in \operatorname{supp}(x) \backslash\{0,1\}} \varphi(|x(\tau)|)
$$

according to 1.1.12. In particular, $x \in Y B V_{\varphi}$ if and only if $\varphi \circ|x| \in B V$.
Note that for the special Young function $\varphi(t)=t^{p}$ we have $M(T)=2^{p}$ for all $T>0$ and hence Corollary 1.2.13 reduces to Proposition 1.2.4.

In order to equip $Y B V_{\varphi}$ with a norm, we consider the set $\left\{x \in Y B V_{\varphi} \mid \operatorname{Var}_{\varphi}(x) \leq 1\right\}$ which is absorbing, balanced and convex. Thus, the Minkowski functional

$$
\begin{equation*}
\mathfrak{M}: Y B V_{\varphi} \rightarrow[0, \infty), x \mapsto \inf \left\{\lambda>0 \mid \operatorname{Var}_{\varphi}(x / \lambda) \leq 1\right\} \tag{1.2.19}
\end{equation*}
$$

is a seminorm on $Y B V_{\varphi}$ [116] which exhibits the following properties.

Proposition 1.2.14. If three functions $x, y, z:[0,1] \rightarrow \mathbb{R}$ with $x, y \in Y B V_{\varphi}$ for some constants $\alpha, \beta \geq 0$ and each $s, t \in[0,1]$ satisfy the estimate

$$
|z(s)-z(t)| \leq \alpha|x(s)-x(t)|+\beta|y(s)-y(t)|
$$

then $z \in Y B V_{\varphi}$ with $\mathfrak{M}(z) \leq \alpha \mathfrak{M}(x)+\beta \mathfrak{M}(y)$.
We do not give the proof here because we will prove a much more general result in Lemma 1.2.26 below. Nevertheless, from Proposition 1.2 .14 follows that the Minkowski functional satisfies

$$
\mathfrak{M}(x y) \leq\|x\|_{\infty} \mathfrak{M}(y)+\|y\|_{\infty} \mathfrak{M}(x)
$$

for all $x, y \in Y B V_{\varphi}$, because

$$
|x(s) y(s)-x(t) y(t)| \leq\|x\|_{\infty}|y(s)-y(t)|+\|y\|_{\infty}|x(s)-x(t)|
$$

holds for any $s, t \in[0,1]$. In particular, this shows that the space $Y B V_{\varphi}$ is closed under multiplication. Finally, equipped with the norm

$$
\begin{equation*}
\|x\|=|x(0)|+\mathfrak{M}(x), \tag{1.2.20}
\end{equation*}
$$

the space $Y B V_{\varphi}$ is a Banach algebra which becomes normalized by Proposition 1.1.15 when 1.2 .20 is replaced by

$$
\begin{equation*}
\|x\|_{Y B V_{\varphi}}:=\|x\|_{\infty}+\mathfrak{M}(x) . \tag{1.2.21}
\end{equation*}
$$

Similarly to $B V$ the reciprocal of a function $x \in Y B V_{\varphi}$ also belongs to $Y B V_{\varphi}$ if $x$ is bounded away from zero. More precisely, if $\operatorname{supp}_{\delta}(x)=[0,1]$ for some $\delta>0$, then

$$
\operatorname{Var}_{\varphi}(1 / x) \leq \operatorname{Var}_{\varphi}\left(x / \delta^{2}\right)
$$

in particular,

$$
\operatorname{Var}_{p}(1 / x) \leq \delta^{-2 p} \operatorname{Var}_{p}(x)
$$

For the special case $\varphi(t)=t^{p}$ it is easily verified that

$$
\|x\|_{Y B V_{\varphi}}=\|x\|_{\infty}+\operatorname{Var}_{p}(x)^{1 / p}=\|x\|_{W B V_{p}} .
$$

Since the norm $\|\cdot\|_{Y B V_{\varphi}}$ is defined via the unhandy Minkowski functional, it is difficult to estimate norms of $Y B V_{\varphi}$-functions. If a $\delta_{2}$-condition is assumed, we can consider the variations themselves instead.

Proposition 1.2.15. Let $\varphi$ be a Young function and let $\left(x_{n}\right)$ be a sequence in $Y B V_{\varphi}$. The following statements hold.
(a)

$$
\left(\forall \lambda>0: \lim _{n \rightarrow \infty} \operatorname{Var}_{\varphi}\left(\lambda x_{n}\right)=0\right) \Longleftrightarrow \lim _{n \rightarrow \infty} \mathfrak{M}\left(x_{n}\right)=0
$$

(b) If $\varphi$ satisfies a $\delta_{2}$-condition and $\left(x_{n}\right)$ is a bounded sequence in $B$, then

$$
\lim _{n \rightarrow \infty} \operatorname{Var}_{\varphi}\left(x_{n}\right)=0 \quad \Longleftrightarrow \quad \lim _{n \rightarrow \infty} \mathfrak{M}\left(x_{n}\right)=0
$$

Proof. Part (a) has been proven in [120]. For (b) note that we only have to prove $" \Rightarrow$ ", because the converse follows from (a). To this end, fix $\varepsilon>0$ and pick $m \in \mathbb{N}$ so large that $2^{-m} \leq \varepsilon$. Let $\left(x_{n}\right)$ be a sequence in $Y B V_{\varphi}$ which is bounded in $B$ with $\operatorname{Var}_{\varphi}\left(x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Then there are $N \in \mathbb{N}$ and $C>0$ such that $\left\|x_{n}\right\|_{\infty} \leq C / 2$ and $\operatorname{Var}_{\varphi}\left(x_{n}\right) \leq M\left(2^{m} C\right)^{-m}$ for all $n \geq N$, where $M$ denotes the function in 1.2.16). For a partition $0=t_{0}<\ldots<t_{k}=1$ of $[0,1]$ we obtain $\left|x_{n}\left(t_{j-1}\right)-x_{n}\left(t_{j}\right)\right| \leq 2\left\|x_{n}\right\|_{\infty} \leq C$, and from that we get

$$
\begin{aligned}
\sum_{j=1}^{k} \varphi\left(2^{m}\left|x_{n}\left(t_{j-1}\right)-x_{n}\left(t_{j}\right)\right|\right) & \leq M\left(2^{m} C\right)^{m} \sum_{j=1}^{k} \varphi\left(\left|x_{n}\left(t_{j-1}\right)-x_{n}\left(t_{j}\right)\right|\right) \\
& \leq M\left(2^{m} C\right)^{m} \operatorname{Var}_{\varphi}\left(x_{n}\right)
\end{aligned}
$$

Consequently, $\operatorname{Var}_{\varphi}\left(2^{m} x_{n}\right) \leq M\left(2^{m} C\right)^{m} \operatorname{Var}_{\varphi}\left(x_{n}\right) \leq 1$ and hence $\mathfrak{M}\left(x_{n}\right) \leq 2^{-m} \leq \varepsilon$ for all $n \geq N$. This shows $\mathfrak{M}\left(x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Finally, in order to compare two spaces $Y B V_{\varphi}$ and $Y B V_{\psi}$ for two Young functions $\varphi$ and $\psi$, we write $\psi \preceq \varphi$ if

$$
\begin{equation*}
\limsup _{t \rightarrow 0+} \frac{\psi(\lambda t)}{\varphi(t)}<\infty \quad \text { for some } \lambda>0 \tag{1.2.22}
\end{equation*}
$$

and we also write $\psi \prec \varphi$ if $\psi \preceq \varphi$ and $\varphi \npreceq \psi$. With this notation at hand it was shown in [42] that $Y B V_{\varphi} \subseteq Y B V_{\psi}$ if and only if $\psi \preceq \varphi$. In particular, two Young spaces $Y B V_{\varphi}$ and $Y B V_{\psi}$ coincide if and only if $\psi \preceq \varphi$ and $\varphi \preceq \psi$, and so $\psi \prec \varphi$ is equivalent to the strict inclusion $Y B V_{\varphi} \subsetneq Y B V_{\psi}$. For instance, the functions $\varphi(t)=t$ and $\psi(t)=t^{2}$ are both Young functions with $\psi \prec \varphi$. This means that $Y B V_{\varphi}=B V \subsetneq Y B V_{\psi}=W B V_{2}$, in accordance with (1.2.10).
In general, the chain of strict inclusions

$$
\begin{equation*}
B V \subsetneq Y B V_{\varphi} \subsetneq Y B V_{\psi} \subsetneq R \tag{1.2.23}
\end{equation*}
$$

is true for $\psi \prec \varphi \prec \iota$, where $\iota(t):=t$ and $Y B V_{\iota}=B V$, and it can be shown that all inclusions are continuous embeddings. For instance, for $x \in Y B V_{\psi}$ and $\lambda>0$ with $\operatorname{Var}_{\psi}(x / \lambda) \leq 1$ we have

$$
\begin{aligned}
|x(t)| & \leq|x(0)|+\lambda \psi^{-1}(\psi(|x(t)-x(0)| / \lambda)) \leq|x(0)|+\lambda \psi^{-1}\left(\operatorname{Var}_{\psi}(x / \lambda)\right) \\
& \leq|x(0)|+\lambda \psi^{-1}(1)
\end{aligned}
$$

Taking the infimum over all such $\lambda$ gives $|x(t)| \leq|x(0)|+\psi^{-1}(1) \mathfrak{M}(x)$ and hence

$$
\begin{equation*}
\|x\|_{\infty} \leq|x(0)|+\psi^{-1}(1) \mathfrak{M}(x) \leq \max \left\{1, \psi^{-1}(1)\right\}\|x\|_{Y B V_{\psi}} ; \tag{1.2.24}
\end{equation*}
$$

in particular, the two norms 1.2 .20 and 1.2 .21 are equivalent by Proposition 1.1.15. Note that if $\psi(t)=t^{p}$ we have $\psi^{-1}(1)=1$ and hence (1.2.24) reduces to (1.2.11).

Due to the immense generality of Young functions it is much more difficult to prove that all inclusions in (1.2.23) are strict if $\psi \prec \varphi \prec \iota$. But since we need a similar argument later in Section 3.2 we give here a proof. First note that it is easy to find a decreasing sequence $\left(\beta_{j}\right)$ of positive numbers $\beta_{j}$ tending to 0 such that $\sum_{j=1}^{\infty} \psi\left(\beta_{j}\right)=\infty$. Set $\alpha_{j}:=\sqrt{\beta_{j}}$ for all $j \in \mathbb{N}$ and fix $\lambda>0$. Since $\alpha_{j} \rightarrow 0$ as $j \rightarrow \infty$ there is some $n \in \mathbb{N}$ such that $\lambda \geq \alpha_{j}$ for all $j \geq n$. This implies

$$
\sum_{j=1}^{\infty} \psi\left(\lambda \alpha_{j}\right) \geq \sum_{j=n}^{\infty} \psi\left(\alpha_{j}^{2}\right)=\sum_{j=n}^{\infty} \psi\left(\beta_{j}\right)=\infty .
$$

According to Corollary 1.2 .11 the function $\mathfrak{J}_{\left(\alpha_{j}\right)}$ does not belong to $Y B V_{\psi}$ yet it belongs to $R$ as $\left(\alpha_{j}\right)$ converges to 0 . This shows that the last inclusion in (1.2.24) is strict.
For the first and middle inclusion we would like to find a real sequence $\left(\alpha_{j}\right)$ in such a way that $\mathfrak{J}_{\left(\alpha_{j}\right)} \in Y B V_{\psi} \backslash Y B V_{\varphi}$. According to Corollary 1.2 .11 this would be the case if we can arrange $\left(\alpha_{j}\right)$ so that

$$
\begin{equation*}
\sum_{j=1}^{\infty} \psi\left(\alpha_{j}\right)<\infty \quad \text { and } \quad \sum_{j=1}^{\infty} \varphi\left(\lambda \alpha_{j}\right)=\infty \quad \text { for all } \lambda>0 . \tag{1.2.25}
\end{equation*}
$$

The following quite technical Lemma provides a solution and we show how to apply it after its proof.

Lemma 1.2.16. Let $\Phi:(0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ satisfy the following conditions.
(i) For each $t \geq 0$ the function $\Phi(\cdot, t)$ is increasing.
(ii) For each $\lambda>0$ we have $\limsup _{t \rightarrow 0+} \frac{\Phi(\lambda, t)}{t}=\infty$.

Then for each $\alpha>0$ there exists a sequence $\left(t_{j}\right)$ of positive real numbers such that for all fixed $\lambda>0$

$$
\sum_{j=1}^{\infty} \Phi\left(\lambda, t_{j}\right)=\infty \quad \text { and } \quad \sum_{j=1}^{\infty} t_{j} \leq \alpha
$$

Proof. First assume that for each $\lambda>0$

$$
\begin{equation*}
m(\lambda):=\limsup _{t \rightarrow 0+} \Phi(\lambda, t)>0 \tag{1.2.26}
\end{equation*}
$$

Then pick a monotonically decreasing sequence $\left(\lambda_{j}\right)$ converging to zero such that

$$
\sum_{j=1}^{\infty} m\left(\lambda_{j}\right)=\infty .
$$

For each $j \in \mathbb{N}$ we find due to 1.2 .26$)$ some $0<t_{j} \leq \alpha / 2^{j}$ so that $\Phi\left(\lambda_{j}, t_{j}\right) \geq m\left(\lambda_{j}\right) / 2$. Then

$$
\sum_{j=1}^{\infty} t_{j} \leq \alpha \sum_{j=1}^{\infty} \frac{1}{2^{j}}=\alpha
$$

For fixed $\lambda>0$ there is some $k \in \mathbb{N}$ such that $\lambda \geq \lambda_{j}$ for each $j \geq k$. Then with the help of (i) we obtain

$$
\sum_{j=1}^{\infty} \Phi\left(\lambda, t_{j}\right) \geq \sum_{j=k}^{\infty} \Phi\left(\lambda_{j}, t_{j}\right) \geq \frac{1}{2} \sum_{j=k}^{\infty} m\left(\lambda_{j}\right)=\infty
$$

as desired.
Now assume that (1.2.26) does not hold. Then there exists some $\lambda_{0}>0$ such that

$$
\lim _{t \rightarrow 0+} \Phi\left(\lambda_{0}, t\right)=0
$$

By replacing $\Phi(s, t)$ by $\Phi\left(s / \lambda_{0}, t\right)$ we can assume that $\lambda_{0}=1$. Moreover, we get from assumption (i)

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \Phi(\lambda, t)=0 \quad \text { for all } \lambda \in(0,1] . \tag{1.2.27}
\end{equation*}
$$

Define

$$
\beta:=\frac{2}{\alpha}+2 .
$$

We are going to define two sequences $\left(n_{k}\right)$ in $\mathbb{N}$ and $\left(\tau_{k}\right)$ in $(0, \infty)$ recursively as follows: We start with $n_{1}:=1$ and choose $\tau_{1}>0$ so small that

$$
1 \geq \Phi\left(1, \tau_{1}\right)>\beta \tau_{1}
$$

This is possible because of (1.2.27) and (ii). Once $n_{k}$ and $\tau_{k}$ have been constructed, we first choose $n_{k+1} \in \mathbb{N}$ so that

$$
\frac{2^{k}}{\Phi\left(1 / n_{k}, \tau_{k}\right)}+n_{k}-1<n_{k+1} \leq \frac{2^{k}}{\Phi\left(1 / n_{k}, \tau_{k}\right)}+n_{k}
$$

Afterwards we choose $\tau_{k+1}$ so small that

$$
1 \geq \Phi\left(1 / n_{k+1}, \tau_{k+1}\right)>\beta^{k+1} \tau_{k+1}
$$

holds. Again, this is possible because of the conditions 1.2.27) and (ii).
In total, this construction ensures, that $\left(n_{k}\right)$ and $\left(\tau_{k}\right)$ satisfy the relations

$$
\begin{align*}
1 & \geq \Phi\left(1 / n_{k}, \tau_{k}\right)>\beta^{k} \tau_{k} \quad \text { and }  \tag{1.2.28}\\
\frac{2^{k}}{\Phi\left(1 / n_{k}, \tau_{k}\right)}+n_{k}-1 & <n_{k+1} \leq \frac{2^{k}}{\Phi\left(1 / n_{k}, \tau_{k}\right)}+n_{k} \quad \text { for all } k \in \mathbb{N} \tag{1.2.29}
\end{align*}
$$

in particular,

$$
\begin{equation*}
n_{k+1}-n_{k} \geq 2^{k}-1 \geq 1 \tag{1.2.30}
\end{equation*}
$$

and $n_{k} \rightarrow \infty$ as $k \rightarrow \infty$.
Rearranging 1.2.29 gives

$$
\begin{equation*}
\Phi\left(1 / n_{k}, \tau_{k}\right)>\frac{2^{k}}{n_{k+1}-n_{k}+1} \quad \text { and } \quad \frac{2^{k}}{n_{k+1}-n_{k}} \geq \Phi\left(1 / n_{k}, \tau_{k}\right) \tag{1.2.31}
\end{equation*}
$$

Using the first inequality of (1.2.31) leads to

$$
\begin{equation*}
\frac{1}{n_{k+1}-n_{k}}=\frac{1}{2^{k}} \cdot \frac{2^{k}}{n_{k+1}-n_{k}}<\frac{1}{2^{k}} \cdot \frac{n_{k+1}-n_{k}+1}{n_{k+1}-n_{k}} \cdot \Phi\left(1 / n_{k}, \tau_{k}\right), \tag{1.2.32}
\end{equation*}
$$

and using (1.2.30) yields

$$
\frac{1}{2^{k}} \cdot \frac{n_{k+1}-n_{k}+1}{n_{k+1}-n_{k}}=\frac{1}{2^{k}}\left(1+\frac{1}{n_{k+1}-n_{k}}\right) \leq \frac{1}{2^{k}}\left(1+\frac{1}{2^{k}-1}\right)=\frac{1}{2^{k}-1} \leq 1 .
$$

This and (1.2.32) gives

$$
\begin{equation*}
\frac{1}{n_{k+1}-n_{k}}<\Phi\left(1 / n_{k}, \tau_{k}\right) . \tag{1.2.33}
\end{equation*}
$$

Finally, if we compare the second inequality of (1.2.31) with 1.2.33), we find - taking (1.2.28) into account - by the Intermediate Value Theorem some $s_{k} \in[1,2]$ such that

$$
\begin{equation*}
\Phi\left(1 / n_{k}, \tau_{k}\right)=\frac{s_{k}^{k}}{n_{k+1}-n_{k}} \geq \beta^{k} \tau_{k} \tag{1.2.34}
\end{equation*}
$$

We now define the sequence $\left(t_{j}\right)$ by

$$
t_{j}=\tau_{k} \quad \text { for } n_{k} \leq j \leq n_{k+1}-1 \text { and } j, k \in \mathbb{N} .
$$

Fix $\lambda>0$. Then there is some $\ell \in \mathbb{N}$ such that $\lambda \geq 1 / n_{k}$ for all $k \geq \ell$. By using the equality in (1.2.34) and (i) we obtain

$$
\begin{aligned}
\sum_{j=1}^{\infty} \Phi\left(\lambda, t_{j}\right) & =\sum_{k=1}^{\infty} \sum_{j=n_{k}}^{n_{k+1}-1} \Phi\left(\lambda, \tau_{k}\right) \geq \sum_{k=\ell}^{\infty} \sum_{j=n_{k}}^{n_{k+1}-1} \Phi\left(1 / n_{k}, \tau_{k}\right) \\
& =\sum_{k=\ell}^{\infty}\left(n_{k+1}-n_{k}\right) \Phi\left(1 / n_{k}, \tau_{k}\right)=\sum_{k=\ell}^{\infty} s_{k}^{k} \geq \sum_{k=\ell}^{\infty} 1=\infty
\end{aligned}
$$

which shows that $\sum_{j=1}^{\infty} \Phi\left(\lambda, t_{j}\right)=\infty$. On the other hand, by using the inequality in (1.2.34) we get similarly

$$
\sum_{j=1}^{\infty} t_{j}=\sum_{k=1}^{\infty}\left(n_{k+1}-n_{k}\right) \tau_{k} \leq \sum_{k=1}^{\infty} \frac{s_{k}^{k}}{\beta^{k}} \leq \sum_{k=1}^{\infty}\left(\frac{2}{\beta}\right)^{k}=\alpha
$$

which shows that $\sum_{j=1}^{\infty} t_{j} \leq \alpha$. This completes the proof.
We are going to show in the following how to use Lemma 1.2 .16 to achieve 1.2.25). Let $\varphi$ and $\psi$ be two Young functions satisfying $\varphi \npreceq \psi$ which means

$$
\begin{equation*}
\limsup _{t \rightarrow 0+} \frac{\varphi(\lambda t)}{\psi(t)}=\infty \quad \text { for all } \lambda>0 \tag{1.2.35}
\end{equation*}
$$

Since $\psi$ is a homeomorphism of $[0, \infty)$ with $\psi(0)=0$ we can substitute with $s=\psi(t)$ and obtain

$$
\begin{equation*}
\limsup _{s \rightarrow 0+} \frac{\varphi\left(\lambda \psi^{-1}(s)\right)}{s}=\infty \quad \text { for all } \lambda>0 \tag{1.2.36}
\end{equation*}
$$

We now define $\Phi:(0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ by

$$
\Phi(\lambda, t):=\varphi\left(\lambda \psi^{-1}(t)\right)
$$

Since $\psi^{-1}$ and $\varphi$ are increasing, condition (i) of Lemma 1.2.16 is met, and 1.2.36) takes care of condition (ii). Consequently, Lemma 1.2 .16 delivers us a sequence $\left(t_{j}\right)$ of positive real numbers such that

$$
\sum_{j=1}^{\infty} t_{j} \leq 1 \quad \text { and } \quad \sum_{j=1}^{\infty} \Phi\left(\lambda, t_{j}\right)=\infty \quad \text { for all } \lambda>0
$$

Substituting again $\alpha_{j}:=\psi^{-1}\left(t_{j}\right)$, we obtain a sequence $\left(\alpha_{j}\right)$ of positive real numbers such that

$$
\begin{equation*}
\sum_{j=1}^{\infty} \psi\left(\alpha_{j}\right) \leq 1 \quad \text { and } \quad \sum_{j=1}^{\infty} \varphi\left(\lambda \alpha_{j}\right)=\infty \quad \text { for all } \lambda>0 \tag{1.2.37}
\end{equation*}
$$

But Corollary 1.2 .11 now says that the function $\mathfrak{J}_{\left(\alpha_{j}\right)}$ belongs to $Y B V_{\psi} \backslash Y B V_{\varphi}$, as desired.
Later in Section 3.2 we will use the same idea to investigate multiplier sets in spaces of functions of bounded Young variation.

## The Waterman Variation

Another generalized type of variation is that of Waterman which has been introduced in 1972 by Daniel Waterman [151].
Definition 1.2.17. A sequence $\Lambda=\left(\lambda_{j}\right)$ of positive real numbers $\lambda_{j}$ is called a Waterman sequence if it is decreasing, converging to 0 as $j \rightarrow \infty$ and so that $\sum_{j=1}^{\infty} \lambda_{j}=+\infty$. A particularly simple Waterman sequence is given by $\lambda_{j}=1 / j^{q}$ for $0<q \leq 1$, and the special case $\lambda_{j}=1 / j$ was originally considered by Waterman.

Definition 1.2 .18 . The possibly infinite number

$$
\operatorname{Var}_{\Lambda}(x)=\sup \sum_{j=1}^{\infty} \lambda_{j}\left|f\left(a_{j}\right)-f\left(b_{j}\right)\right|
$$

where the supremum is taken over all countably infinite collections ( $\left[a_{j}, b_{j}\right]$ ) of mutually nonoverlapping closed subintervals of $[0,1]$, is called the Waterman variation (or $\Lambda$ variation) of the function $x$ over the interval $[0,1]$.
Finally, we denote by $\Lambda B V:=\left\{x:[0,1] \rightarrow \mathbb{R} \mid \operatorname{Var}_{\Lambda}(x)<\infty\right\}$ the space of functions of bounded Waterman variation.
Observe that this definition remains the same if only finite interval collections are considered.
For the special sequence $\lambda_{j}=1 / j^{q}$ we write $\Lambda_{q} B V$ instead of $\Lambda B V$. Functions in $\Lambda_{1} B V$ are of particular interest and called functions of bounded harmonic variation.
The first big difference in Definition 1.2.18 compared to the Definitions 1.1.7, 1.2.2 and 1.2 .9 is that we here use (finite or infinite) collections of intervals. However, there is another possibility to calculate the Waterman variation using partitions.

Proposition 1.2.19. Let $\Lambda=\left(\lambda_{j}\right)$ be a Waterman sequence and $x:[0,1] \rightarrow \mathbb{R}$ be any function. Then

$$
\begin{equation*}
\operatorname{Var}_{\Lambda}(x)=\sup _{\sigma, P} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \tag{1.2.38}
\end{equation*}
$$

where the supremum is taken over all partitions $P: 0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$ and all permutations $\sigma$ of $\mathbb{N}$.

Proof. Let us denote the quantity on the right hand side of (1.2.38) by $v$. We need to show that $\operatorname{Var}_{\Lambda}(x)=v$.
Let $\sigma$ be a permutation of $\mathbb{N}$ and let $0=t_{0}<\ldots<t_{n}=1$ be a partition of $[0,1]$. Define $\left[a_{\sigma(j)}, b_{\sigma(j)}\right]:=\left[t_{j-1}, t_{j}\right]$ for $j=1, \ldots, n$ and $\left[a_{\sigma(j)}, b_{\sigma(j)}\right]:=[0,0]=\{0\}$ for $j>n$. The collection $\left(\left[a_{j}, b_{j}\right]\right)$ then consists of mutually disjoint subintervals of $[0,1]$, and we obtain

$$
\begin{aligned}
\sum_{j=1}^{n} \lambda_{\sigma(j)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| & =\sum_{j=1}^{n} \lambda_{\sigma(j)}\left|x\left(a_{\sigma(j)}\right)-x\left(b_{\sigma(j)}\right)\right| \leq \sum_{j=1}^{\infty} \lambda_{j}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right| \\
& \leq \operatorname{Var}_{\Lambda}(x)
\end{aligned}
$$

Taking the supremum with respect to the partitions and permutations on the left hand side yields $v \leq \operatorname{Var}_{\Lambda}(x)$.
For the reverse inequality take a countably infinite collection ( $\left[a_{j}, b_{j}\right]$ ) of mutually disjoint intervals and fix $n \in \mathbb{N}$. Then the first $n$ intervals can be ordered in the sense that there is some permutation $\tau$ of $\{1, \ldots, n\}$ such that

$$
b_{\tau(j)} \leq a_{\tau(j+1)} \quad \text { for } j \in\{1, \ldots, n-1\}
$$

We now define the permutation $\sigma$ of $\mathbb{N}$ by $\sigma(2 j):=\tau(j)$ and $\sigma(2 j-1):=n+j$ for $j \in\{1, \ldots, n\}$ and $\sigma(j):=j$ for $j>2 n$. We also define a partition $0=: t_{0} \leq \ldots \leq$ $t_{2 n+1}:=1$ by $t_{2 j}:=b_{\tau(j)}$ and $t_{2 j-1}:=a_{\tau(j)}$ for $j \in\{1, \ldots, n\}$. Then,

$$
\begin{aligned}
\sum_{j=1}^{n} \lambda_{j}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right| & =\sum_{j=1}^{n} \lambda_{\tau(j)}\left|x\left(a_{\tau(j)}\right)-x\left(b_{\tau(j)}\right)\right|=\sum_{j=1}^{n} \lambda_{\sigma(2 j)}\left|x\left(t_{2 j-1}\right)-x\left(t_{2 j}\right)\right| \\
& \leq \sum_{j=1}^{2 n} \lambda_{\sigma(j)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \leq v
\end{aligned}
$$

Letting $n \rightarrow \infty$ yields

$$
\sum_{j=1}^{\infty} \lambda_{j}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right| \leq v
$$

and taking the supremum with respect to the collections of intervals gives $\operatorname{Var}_{\Lambda}(x) \leq v$. This completes the proof.

We now test Definition 1.2 .18 on functions with countable support. More generally speaking, for arbitrary functions with countable support we have an analogue to the Propositions 1.2 .4 and 1.2 .10 .

Proposition 1.2.20. Let $\Lambda=\left(\lambda_{j}\right)$ be a Waterman sequence. For $x \in \mathcal{S}_{c}$ we have

$$
\begin{equation*}
\sup _{\sigma, n} \sum_{\substack{\text { pairwise distinct } \\ \tau_{1}, \ldots, \tau_{n} \in \operatorname{supp}(x)}} \lambda_{\sigma(j)}\left|x\left(\tau_{j}\right)\right| \leq \operatorname{Var}_{\Lambda}(x) \leq 2 \sup _{\sigma, n} \sum_{\substack{\text { pairwise distinct } \\ \tau_{1}, \ldots, \tau_{n} \in \operatorname{supp}(x)}} \lambda_{\sigma(j)}\left|x\left(\tau_{j}\right)\right|, \tag{1.2.39}
\end{equation*}
$$

where the supremum is taken over all natural numbers $n \leq \# \operatorname{supp}(x)$ and all permutations $\sigma$ of $\mathbb{N}$.
In particular, $x \in \Lambda B V$ if and only if the supremum in (1.2.39) is finite.
Proof. For the left inequality in 1.2 .39 we assume for simplicity that $\operatorname{supp}(x) \subseteq(0,1)$; the other case is similar. Fix $n \leq \# \operatorname{supp}(x)$, pick numbers $\tau_{1}, \ldots, \tau_{n-1} \in \operatorname{supp}(x)$, bring them in increasing order and relabel them by $t_{2}, t_{4}, t_{6}, \ldots, t_{2 n-2}$. Set $t_{0}:=0$ and $t_{2 n}:=1$, and pick for each $j \in\{1, \ldots, n\}$ numbers $t_{2 j-1} \in\left(t_{2 j-2}, t_{2 j}\right) \backslash \operatorname{supp}(x)$. Fix a permutation $\sigma$ of $\mathbb{N}$ and define another permutation $\varrho$ of $\mathbb{N}$ by $\varrho(2 j)=\sigma(j)$ and $\varrho(2 j-1)=\sigma(n+j)$ for $j \in\{1, \ldots, n\}$ and by $\varrho(j)=\sigma(j)$ for $j>2 n$. Then, by Proposition 1.2.19,

$$
\begin{aligned}
\operatorname{Var}_{\Lambda}(x) & \geq \sum_{j=1}^{2 n} \lambda_{\varrho(j)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| \\
& =\sum_{j=0}^{n-1} \lambda_{\varrho(2 j+1)}\left|x\left(t_{2 j}\right)-x\left(t_{2 j+1}\right)\right|+\sum_{j=1}^{n} \lambda_{\varrho(2 j)}\left|x\left(t_{2 j-1}\right)-x\left(t_{2 j}\right)\right| \\
& =\sum_{j=1}^{n-1}\left(\lambda_{\varrho(2 j+1)}+\lambda_{\varrho(2 j)}\right)\left|x\left(\tau_{j}\right)\right| \geq \sum_{j=1}^{n-1} \lambda_{\sigma(j)}\left|x\left(\tau_{j}\right)\right| .
\end{aligned}
$$

Taking the supremum with respect to $\sigma$ and the partitions we obtain, again with Proposition 1.2.19, the left inequality in 1.2.39).
We now show the right inequality. To do this let $n \leq \# \operatorname{supp}(x)$, and consider an arbitrary finite collection $\left(\left[a_{j}, b_{j}\right]\right)_{1 \leq j \leq n}$ of nonoverlapping subintervals of $[0,1]$ and any permutation $\sigma$ of $\mathbb{N}$. We have

$$
\begin{aligned}
\sum_{j=1}^{n} \lambda_{j}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right| & \leq \sum_{j=1}^{n} \lambda_{j}\left|x\left(a_{j}\right)\right|+\sum_{j=1}^{n} \lambda_{j}\left|x\left(b_{j}\right)\right| \\
& \leq \sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|x\left(a_{j}\right)\right|+\sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|x\left(b_{j}\right)\right| \\
& \leq 2 \sup _{\sigma, n} \sum_{\substack{\text { pairwise distinct } \\
\tau_{1}, \ldots, \tau_{n} \in \operatorname{supp}(x)}} \lambda_{\sigma(j)}\left|x\left(\tau_{j}\right)\right| .
\end{aligned}
$$

By taking the supremum on the left hand side with respect to interval collections we obtain the remaining inequality.

For our functions $\mathfrak{J}_{\left(\alpha_{j}\right)}$ defined by 1.2 .1 this reads as follows.
Corollary 1.2.21. Let $\Lambda=\left(\lambda_{j}\right)$ be a Waterman sequence. The function $\mathfrak{J}_{\left(\alpha_{j}\right)}$ satisfies

$$
\begin{equation*}
\sup _{\sigma} \sum_{j=1}^{\infty} \lambda_{\sigma(j)}\left|\alpha_{j}\right| \leq \operatorname{Var}_{\Lambda}\left(\mathfrak{J}_{\left(\alpha_{j}\right)}\right) \leq 2 \sup _{\sigma} \sum_{j=1}^{\infty} \lambda_{\sigma(j)}\left|\alpha_{j}\right| ; \tag{1.2.40}
\end{equation*}
$$

in particular, it belongs to $\Lambda B V$ if and only if the supremum in 1.2.40 is finite.

In particular, the function $\mathfrak{J}_{\alpha}=\mathfrak{J}_{\left(1 / j^{\alpha}\right)}$ introduced in 1.2 .3 belongs to $\Lambda B V$ if and only if $\sum_{j=1}^{\infty} \lambda_{j} / j^{\alpha}$ converges which is possible only for $\alpha>0$. The supremum over permutations $\sigma$ in Corollary 1.2 .21 can then be dropped, because the two sequences $\left(\lambda_{j}\right)$ and $\left(1 / j^{\alpha}\right)$ are both decreasing for $\alpha \geq 0$ and hence the supremum is attained if $\sigma(j)=j$ for all $j \in \mathbb{N}$.
However, in general it is not sufficient to drop the permutation $\sigma$ in 1.2.39) or in 1.2.40) and simply consider

$$
\begin{equation*}
\operatorname{Var}_{\Lambda}^{*}(x):=\sum_{j=1}^{\infty} \lambda_{j}\left|x\left(\tau_{j}\right)\right| \tag{1.2.41}
\end{equation*}
$$

for functions having countable support, because (1.2.41) depends on how $\operatorname{supp}(x)$ is actually enumerated. In particular, $\operatorname{Var}_{\Lambda}^{*}(x)$ is simply not well-defined as an expression that is supposed to only depend on $x$. The following example illustrates this.
Example 1.2.22. Let $\Lambda=\left(\lambda_{j}\right)=\left(\alpha_{j}\right)$ be defined by $\lambda_{j}:=\alpha_{j}:=1 / \sqrt{j}$ for $j \in \mathbb{N}$, and let $x:=\mathfrak{J}_{\left(\alpha_{j}\right)}$. If $\operatorname{supp}(x)=\left\{\frac{1}{2}, \frac{1}{4}, \ldots\right\}=\left\{\tau_{1}, \tau_{2}, \ldots\right\}$ is given in decreasing order, then

$$
\operatorname{Var}_{\Lambda}^{*}(x)=\sum_{j=1}^{\infty} \lambda_{j} \alpha_{j}=\sum_{j=1}^{\infty} \frac{1}{j}=\infty
$$

However, we now show that $\operatorname{Var}_{\Lambda}^{*}(x)$ may be finite if the $\tau_{j}$ are ordered "properly". We first define $P:=\left\{2^{k} \mid k \in \mathbb{N}_{0}\right\}$ to be the set of all powers of 2 , and write the set $\mathbb{N} \backslash P=\left\{k_{1}, k_{2}, k_{3}, \ldots\right\}=\{3,5,6,7,9, \ldots\}$ in increasing order. We now define an injective function $\sigma_{1}: \mathbb{N} \backslash P \rightarrow P$ as follows. First, pick $\sigma_{1}\left(k_{1}\right)=\sigma_{1}(3) \in P$ so large that $\lambda_{3} \lambda_{\sigma_{1}(3)} \leq 2^{-3}$, and then pick the numbers $\sigma_{1}\left(k_{j}\right) \in P$ successively so large that they exceed $\sigma_{1}\left(k_{j-1}\right)$ and satisfy $\lambda_{k_{j}} \lambda_{\sigma_{1}\left(k_{j}\right)} \leq 2^{-k_{j}}$. This is possible since $\lambda_{k} \rightarrow 0$ as $k \rightarrow \infty$. We then have

$$
\lambda_{j} \lambda_{\sigma_{1}(j)} \leq 2^{-j} \quad \text { for all } j \in \mathbb{N} \backslash P
$$

Since $P$ and $\mathbb{N} \backslash \sigma_{1}(\mathbb{N} \backslash P)$ have the same cardinality, we may find a bijective function $\sigma_{2}: P \rightarrow \mathbb{N} \backslash \sigma_{1}(\mathbb{N} \backslash P)$. The function $\sigma: \mathbb{N} \rightarrow \mathbb{N}$, defined by

$$
\sigma(j)= \begin{cases}\sigma_{1}(j) & \text { for } j \in \mathbb{N} \backslash P \\ \sigma_{2}(j) & \text { for } j \in P\end{cases}
$$

is a permutation of $\mathbb{N}$. If we now define $\tilde{\tau}_{j}:=\tau_{\sigma(j)}$, we obtain

$$
\begin{aligned}
\operatorname{Var}_{\Lambda}^{*}(x) & =\sum_{j=1}^{\infty} \lambda_{j} x\left(\tilde{\tau}_{j}\right)=\sum_{j \in \mathbb{N} \backslash P} \lambda_{j} \lambda_{\sigma_{1}(j)}+\sum_{j \in P} \lambda_{j} \lambda_{\sigma_{2}(j)} \leq \sum_{j \in \mathbb{N} \backslash P} 2^{-j}+\sum_{k \in \mathbb{N}_{0}} \lambda_{2^{k}} \\
& \leq \sum_{j \in \mathbb{N}} 2^{-j}+\sum_{k \in \mathbb{N}_{0}} \sqrt{2}^{-k}=3+\sqrt{2}<\infty
\end{aligned}
$$

Thus, if $\operatorname{supp}(x)$ is enumerated in a clumsy way, $\operatorname{Var}_{\Lambda}^{*}$ cannot decide whether $x$ has bounded $\Lambda$-variation.

In total, one could understand $\operatorname{Var}_{\Lambda}^{*}$ to be a "variation" of $x \in \mathcal{S}_{c}$ with respect to one particular enumeration of $\operatorname{supp}(x)$, whereas $\operatorname{Var}_{\Lambda}(x)$ denotes the supremum of all such variations.

One can show that $\operatorname{Var}_{\Lambda}(\cdot)$ is a seminorm which makes $\Lambda B V$ a Banach space when equipped with the norm

$$
\begin{equation*}
\|x\|=|x(0)|+\operatorname{Var}_{\Lambda}(x) \tag{1.2.42}
\end{equation*}
$$

For two functions $x, y \in \Lambda B V$ and a collection of nonoverlapping intervals $\left(\left[a_{j}, b_{j}\right]\right)_{j \in \mathbb{N}}$ one obtains the estimates

$$
\begin{aligned}
& \sum_{j=1}^{\infty} \lambda_{j}\left|x\left(a_{j}\right) y\left(a_{j}\right)-x\left(b_{j}\right) y\left(b_{j}\right)\right| \leq \sum_{j=1}^{\infty} \lambda_{j}\left(\|x\|_{\infty}\left|y\left(a_{j}\right)-y\left(b_{j}\right)\right|+\|y\|_{\infty}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right|\right) \\
& \quad=\|x\|_{\infty} \sum_{j=1}^{\infty} \lambda_{j}\left|y\left(a_{j}\right)-y\left(b_{j}\right)\right|+\|y\|_{\infty} \sum_{j=1}^{\infty} \lambda_{j}\left|x\left(a_{j}\right)-x\left(b_{j}\right)\right| \\
& \quad \leq\|x\|_{\infty} \operatorname{Var}_{\Lambda}(y)+\|y\|_{\infty} \operatorname{Var}_{\Lambda}(x)
\end{aligned}
$$

from which

$$
\operatorname{Var}_{\Lambda}(x y) \leq\|x\|_{\infty} \operatorname{Var}_{\Lambda}(y)+\|y\|_{\infty} \operatorname{Var}_{\Lambda}(x)
$$

follows. In particular, $\Lambda B V$ is even an algebra and, when equipped with the norm

$$
\begin{equation*}
\|x\|_{\Lambda B V}:=\|x\|_{\infty}+\operatorname{Var}_{\Lambda}(x), \tag{1.2.43}
\end{equation*}
$$

a normalized Banach algebra by Proposition 1.1.15. Again, as we have seen for the Jordan, Wiener and Young variation, if $x \in \Lambda B V$ is bounded away from zero, that is, $\operatorname{supp}_{\delta}(x)=[0,1]$ for some $\delta>0$, then $1 / x \in \Lambda B V$ with

$$
\operatorname{Var}_{\Lambda}(1 / x) \leq \delta^{-2} \operatorname{Var}_{\Lambda}(x)
$$

We are now going to compare two Waterman spaces $\Gamma B V$ and $\Lambda B V$ for two arbitrary Waterman sequences $\Gamma=\left(\gamma_{j}\right)$ and $\Lambda=\left(\lambda_{j}\right)$. It was shown in the paper [129] that $\Lambda B V \subseteq \Gamma B V$ if and only if

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} \gamma_{j}}{\sum_{j=1}^{n} \lambda_{j}}<\infty \tag{1.2.44}
\end{equation*}
$$

we will write $\Gamma \preceq \Lambda$ in this case. Similarly as for Young functions we write $\Gamma \prec \Lambda$ if $\Gamma \preceq \Lambda$ and $\Lambda \npreceq \Gamma$. In general, one has the chain of inclusions

$$
\begin{equation*}
B V \subseteq \Lambda B V \subseteq \Gamma B V \subseteq R \tag{1.2.45}
\end{equation*}
$$

for $\Gamma \preceq \Lambda$, where all inclusions are continuous embeddings. For instance, we have

$$
|x(t)| \leq|x(0)|+|x(0)-x(t)| \leq|x(0)|+\gamma_{1}^{-1} \operatorname{Var}_{\Gamma}(x)
$$

and hence

$$
\begin{equation*}
\|x\|_{\infty} \leq|x(0)|+\gamma_{1}^{-1} \operatorname{Var}_{\Gamma}(x) \leq \max \left\{1,1 / \gamma_{1}\right\}\|x\|_{\Gamma B V} \tag{1.2.46}
\end{equation*}
$$

which shows on the one hand the right embedding in 1.2 .45 and on the other hand with the help of Proposition 1.1.15 that the two norms 1.2 .42 and 1.2 .43 are equivalent.

The left and right inclusion in 1.2 .45 are strict, and for $\Gamma \prec \Lambda$ also the middle is. To show this, the following auxiliary result is helpful and will also be needed later in Section 3.2 .

Lemma 1.2.23. Let $\left(a_{j}\right)$ and $\left(b_{j}\right)$ be sequences of positive real numbers such that

$$
\sum_{j=1}^{\infty} a_{j}=\infty=\sum_{j=1}^{\infty} b_{j} \quad \text { and } \quad \limsup _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} a_{j}}{\sum_{j=1}^{n} b_{j}}=\infty
$$

Then for each $\alpha>0$ there exists a monotonically decreasing sequence $\left(u_{j}\right)$ of positive real numbers tending to zero such that $\sum_{j=1}^{\infty} a_{j} u_{j}$ remains divergent, whereas $\sum_{j=1}^{\infty} b_{j} u_{j}$ becomes convergent with limit $\alpha$.

Before we turn to the proof let us quickly mention why this result might be surprising. If we define $A_{n}:=\sum_{j=1}^{n} a_{j}, B_{n}:=\sum_{j=1}^{n} b_{j}$ and $\gamma_{n}:=A_{n} / B_{n}$, then $A_{n}=\gamma_{n} B_{n}$ and $\lim \sup _{n \rightarrow \infty} \gamma_{n}=\infty$. If $\left(a_{j}\right)$ is bounded, then $A_{n}$ grows at most linearly. Therefore,

$$
\lim _{n \rightarrow \infty} \frac{\gamma_{n}}{n}=\lim _{n \rightarrow \infty} \frac{\frac{1}{n} A_{n}}{B_{n}}=0
$$

which means that $\gamma_{n}$ grows slower than linearly. Therefore, $A_{n}$ grows only a little faster than $B_{n}$; nevertheless, there is always a suitable sequence $\left(u_{j}\right)$ such that $\sum_{j=1}^{\infty} a_{j} u_{j}$ diverges while $\sum_{j=1}^{\infty} b_{j} u_{j}$ converges to any positive number we choose!

Proof of Lemma 1.2.23. Let $A_{n}$ and $B_{n}$ be defined as before, that is,

$$
A_{n}:=\sum_{j=1}^{n} a_{j} \quad \text { and } \quad B_{n}:=\sum_{j=1}^{n} b_{j} \quad \text { for } n \in \mathbb{N},
$$

and set $A_{0}:=B_{0}:=0$. Then the assertion states that $\lim \sup _{n \rightarrow \infty} \frac{A_{n}}{B_{n}}=\infty$, and from this we obtain

$$
\limsup _{n \rightarrow \infty} \frac{A_{n}-A_{m}}{B_{n}-B_{m}}=\infty
$$

for each fixed $m \in \mathbb{N}_{0}$. This is why we can find a strictly increasing sequence $\left(n_{k}\right)$ of nonnegative integers with $n_{1}:=0$ such that

$$
\begin{aligned}
& B_{n_{k+2}}-B_{n_{k+1}} \geq \frac{1}{2}\left(B_{n_{k+1}}-B_{n_{k}}\right) \quad \text { and } \\
& \frac{A_{n_{k+1}}-A_{n_{k}}}{B_{n_{k+1}}-B_{n_{k}}} \geq 2^{k} \quad \text { for all } k \in \mathbb{N} .
\end{aligned}
$$

Writing $\mathcal{A}_{k}:=A_{n_{k+1}}-A_{n_{k}}$ and $\mathcal{B}_{k}:=B_{n_{k+1}}-B_{n_{k}}$, this reads

$$
\begin{align*}
\mathcal{B}_{k+1} & \geq \frac{1}{2} \mathcal{B}_{k}  \tag{1.2.47}\\
\frac{\mathcal{A}_{k}}{\mathcal{B}_{k}} & \geq 2^{k} \tag{1.2.48}
\end{align*}
$$

for all $k \in \mathbb{N}$. We now define

$$
u_{j}:=\frac{\alpha}{2^{k} \mathcal{B}_{k}} \quad \text { for } n_{k}+1 \leq j \leq n_{k+1} \text { and } j, k \in \mathbb{N} .
$$

Then we obtain from 1.2.47) that $\left(u_{j}\right)$ is monotonically decreasing. Moreover, with the help of (1.2.48),

$$
\sum_{j=1}^{\infty} a_{j} u_{j}=\sum_{k=1}^{\infty} \sum_{j=n_{k}+1}^{n_{k+1}} a_{j} u_{j}=\sum_{k=1}^{\infty} \frac{\alpha}{2^{k} \mathcal{B}_{k}} \sum_{j=n_{k}+1}^{n_{k+1}} a_{j}=\sum_{k=1}^{\infty} \frac{\alpha}{2^{k}} \frac{\mathcal{A}_{k}}{\mathcal{B}_{k}} \geq \alpha \sum_{k=1}^{\infty} 1=\infty
$$

and this proves that $\sum_{j=1}^{\infty} a_{j} u_{j}$ diverges. On the other hand we get similarly

$$
\sum_{j=1}^{\infty} b_{j} u_{j}=\sum_{k=1}^{\infty} \sum_{j=n_{k}+1}^{n_{k+1}} b_{j} u_{j}=\sum_{k=1}^{\infty} \frac{\alpha}{2^{k} \mathcal{B}_{k}} \sum_{j=n_{k}+1}^{n_{k+1}} b_{j}=\sum_{k=1}^{\infty} \frac{\alpha}{2^{k}} \frac{\mathcal{B}_{k}}{\mathcal{B}_{k}}=\alpha \sum_{k=1}^{\infty} \frac{1}{2^{k}}=\alpha
$$

which shows that $\sum_{j=1}^{\infty} b_{j} u_{j}$ converges to $\alpha$.
Finally, since

$$
\alpha \geq \sum_{j=1}^{n} b_{j} u_{j} \geq B_{n} u_{n}
$$

and $B_{n} \rightarrow \infty$, we must have $\lim _{j \rightarrow \infty} u_{j}=0$, as desired.
With the help of Lemma 1.2 .23 we can now show that all inclusions in 1.2.45 are strict for $\Gamma \prec \Lambda$. For the first inclusion put $a_{j}:=1$ and $b_{j}:=\lambda_{j}$ for $j \in \mathbb{N}$ in Lemma 1.2.23. Then

$$
\limsup _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} a_{j}}{\sum_{j=1}^{n} b_{j}}=\limsup _{n \rightarrow \infty} \frac{n}{\sum_{j=1}^{n} \lambda_{j}}=\infty .
$$

Consequently, Lemma 1.2 .23 gives us a decreasing sequence $\left(u_{j}\right)$ of positive real numbers such that

$$
\sum_{j=1}^{n} u_{j}=\infty \quad \text { and } \quad \sum_{j=1}^{n} \lambda_{j} u_{j}<\infty
$$

But this means that the function $\mathfrak{J}_{\left(u_{j}\right)}$ does not belong to $B V$ by Proposition 1.1.8. But since the $u_{j}$ are in decreasing order, we have for any permutation $\sigma$ of $\mathbb{N}$ that

$$
\sum_{j=1}^{\infty} \lambda_{\sigma(j)} u_{j} \leq \sum_{j=1}^{\infty} \lambda_{j} u_{j}<\infty
$$

in particular, Proposition 1.2 .20 ensures $\mathfrak{J}_{\left(u_{j}\right)} \in \Lambda B V$, and so the first inclusion in (1.2.45) is indeed strict. To show that also the second inclusion is strict is similar; we will skip this because we use a very similar argument in more detail in Section
3.2. For the last inclusion simply consider $\mathfrak{J}_{\left(1 / \Gamma_{j}\right)}$ for a Waterman sequence $\left(\gamma_{j}\right)$, where $\Gamma_{j}:=\gamma_{1}+\ldots+\gamma_{j}$. Then $\mathfrak{J}_{\left(1 / \Gamma_{j}\right)}$ belongs to $R$, since $\Gamma_{j} \rightarrow \infty$ as $j \rightarrow \infty$, but it does not belong to $\Gamma B V$ by the Abel-Dini-Theorem [50, 77].

One might wonder why we did not give an instance of a function that belongs to $R$ but to none of the spaces $\Gamma B V$ for any Waterman sequence $\Gamma$. The reason is the following remarkable relation which shows how "close" the Waterman spaces are to the space $B V$ of functions of bounded Jordan variation and to the space $R$ of regular functions. It says that

$$
\begin{equation*}
B V=\bigcap_{\Lambda} \Lambda B V \quad \text { and } \quad R=\bigcup_{\Lambda} \Lambda B V \tag{1.2.49}
\end{equation*}
$$

where the intersection and union are taken over all Waterman sequences $\Lambda$. In particular, every continuous function belongs to a suitable Waterman space!
Let us remark that there is a link between the Wiener space $W B V_{p}$, the Young space $Y B V_{\varphi}$ and the special Waterman space $\Lambda_{q} B V$. One may show that for $p>1$ and $1-1 / p<q \leq 1$ the inclusion $W B V_{p} \subseteq \Lambda_{q} B V$ holds, whereas the reverse inclusion $\Lambda_{q} B V \subseteq W B V_{p}$ holds for $p>1$ and $0<q \leq 1-1 / p$. Similarly, it can be proved that $Y B V_{\varphi} \subseteq \Lambda_{q} B V$ holds for an arbitrary Young function $\varphi$, if $\varphi^{1-q} \in L_{1}$.

## The Riesz Variation

The last space we are dealing with is the space of functions of bounded variation in the sense of Riesz which has been introduced in 1910 by Frigyes Riesz in [135, 136].
Definition 1.2.24. Let $p \in(1, \infty)$ and let $x$ be a real-valued function defined on $[0,1]$. The possibly infinite number

$$
\operatorname{RVar}_{p}(x)=\sup _{P} \sum_{j=1}^{n}\left|\frac{x\left(t_{j-1}\right)-x\left(t_{j}\right)}{t_{j-1}-t_{j}}\right|^{p}\left(t_{j}-t_{j-1}\right),
$$

where the supremum is taken over all finite partitions $P: 0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$, is called the Riesz variation of the function $x$ over $[0,1]$.
Moreover, we denote by $R B V_{p}:=\left\{x:[0,1] \rightarrow \mathbb{R} \mid \operatorname{RVar}_{p}(x)<\infty\right\}$ the space of functions of bounded Riesz variation.
Recall that in [135] Riesz proved the following characterization of $R B V_{p}$.
Theorem 1.2.25 (Riesz). The class $R B V_{p}$ for $1<p<\infty$ coincides with the class $A C$ of absolutely continuous functions with derivatives in the Lebesgue space $L_{p}$. Moreover, in this case the Riesz variation can be calculated explicitly by the formula

$$
\begin{equation*}
\operatorname{RVar}_{p}(x)=\left\|x^{\prime}\right\|_{L_{p}}^{p}=\int_{0}^{1}\left|x^{\prime}(t)\right|^{p} \mathrm{~d} t . \tag{1.2.50}
\end{equation*}
$$

In particular, functions with countable support which play an important role in the spaces $W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$ behave calmly in $R B V_{p}$ for $p>1$. Indeed, such a function belongs to $R B V_{p}$ for $p>1$ if and only if it is zero everywhere. This implies that also $\mathfrak{J}_{\left(\alpha_{j}\right)} \in R B V_{p}$ for $p>1$ if and only if $\alpha_{j}=0$ for all $j \in \mathbb{N}$.

For $p=1$, the Riesz variation formally reduces to the Jordan variation, but the formula (1.2.50) is then no longer true, as we have seen in (1.1.24) and the example thereafter. However, it still holds for the class of all absolutely continuous functions which is a subclass of $B V$, and then we again end up with Theorem 1.1.20. We agree that whenever we use the symbol $R B V_{p}$ we tacitly assume $p>1$, unless stated otherwise. Formula 1.2.50 also implies that $\operatorname{RVar}_{p}(x)^{1 / p}$ is a seminorm satisfying

$$
\operatorname{RVar}_{p}(x y)^{1 / p} \leq\|x\|_{\infty} \operatorname{RVar}_{p}(y)^{1 / p}+\|y\|_{\infty} \operatorname{RVar}_{p}(x)^{1 / p}
$$

and hence that $R B V_{p}$ is an algebra which is complete when equipped with the norm

$$
\begin{equation*}
\|x\|=|x(0)|+\operatorname{RVar}_{p}(x)^{1 / p} \tag{1.2.51}
\end{equation*}
$$

By Proposition 1.1.15, $R B V_{p}$ becomes a normalized Banach algebra with respect to the norm

$$
\begin{equation*}
\|x\|_{R B V_{p}}:=\|x\|_{\infty}+\operatorname{RVar}_{p}(x)^{1 / p} \tag{1.2.52}
\end{equation*}
$$

which is equivalent to (1.2.51). This is because

$$
|x(t)| \leq|x(0)|+|x(t)-x(0)| \leq|x(0)|+\left(\frac{|x(t)-x(0)|^{p}}{t^{p-1}}\right)^{1 / p} \leq|x(0)|+\operatorname{RVar}_{p}(x)^{1 / p}
$$

Thus,

$$
\begin{equation*}
\|x\|_{\infty} \leq|x(0)|+\operatorname{RVar}_{p}(x)^{1 / p} \leq\|x\|_{R B V_{p}} \tag{1.2.53}
\end{equation*}
$$

Similar to the space $C$ of continuous functions the reciprocal $1 / x$ of a function $x \in$ $R B V_{p}$ belongs again to $R B V_{p}$ if $x$ has no zeros, because then it must be bounded away from zero automatically. In this case, $\operatorname{supp}_{\delta}(x)=[0,1]$ for some $\delta>0$, and we obtain

$$
\operatorname{RVar}_{p}(1 / x) \leq \delta^{-2 p} \operatorname{RVar}_{p}(x)
$$

There is a remarkable interconnection between the Riesz spaces $R B V_{p}$ and the Sobolev space $W^{1, p}=W^{1, p}[0,1]$ : It can be shown that a function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $W^{1, p}$ for $1<p<\infty$ if and only if there is some $y \in A C$ with $y^{\prime} \in L_{p}$ such that $x=y$ almost everywhere [56]. Consequently, $x \in W^{1, p}$ if and only if $x$ agrees almost everywhere with a function in $R B V_{p}$. This means that $R B V_{p}$ consists precisely of the continuous representatives of $W^{1, p}$. In this sense Riesz introduced Sobolev spaces, at least in the scalar case, around 25 years prior to Sobolev.
Since the Lebesgue spaces are decreasing with respect to $p$, that is, $L_{p} \subsetneq L_{q}$ for $1<q<p<\infty$ (and even for $1=q<p \leq \infty$ ) we immediately obtain the first three strict inclusions in

$$
\begin{equation*}
L i p \subsetneq R B V_{p} \subsetneq R B V_{q} \subsetneq A C \subsetneq B V \tag{1.2.54}
\end{equation*}
$$

In this sense, the formal extension $R B V_{\infty}:=$ Lip would be reasonable. The last inclusion has been investigated in (1.1.24) and the example thereafter.

## A handy summary

As we have seen, all our $B V$-norms have the form $\|x\|_{X}^{*}=|x(0)|+\Phi_{X}(x)$ respectively $\|x\|_{X}=\|x\|_{\infty}+\Phi_{X}(x)$, where $\Phi_{X}$ is the corresponding seminorm. Since we do not want to overburden the reader with cumbersome case distinctions we sometimes use a general approach working for all $B V$-spaces. Table 1.2 .1 summarizes which seminorm belongs to which space.

Table 1.2.1: $B V$-spaces and their seminorms.

| $X=$ | $B V$ | $W B V_{p}$ | $Y B V_{\varphi}$ | $\Lambda B V$ | $R B V_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi_{X}=$ | $\operatorname{Var}$ | $\operatorname{Var}_{p}^{1 / p}$ | $\mathfrak{M}$ | $\operatorname{Var}_{\Lambda}$ | $\operatorname{RVar}_{p}^{1 / p}$ |

Using these notations the following auxiliary result is a generalization of Proposition 1.2.14

Lemma 1.2.26. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Let $n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in X$ and $\alpha_{1}, \ldots, \alpha_{n} \geq 0$, and let $x:[0,1] \rightarrow \mathbb{R}$ be a function satisfying

$$
\begin{equation*}
|x(s)-x(t)| \leq \sum_{j=1}^{n} \alpha_{j}\left|x_{j}(s)-x_{j}(t)\right| \quad \text { for all } s, t \in[0,1] \tag{1.2.55}
\end{equation*}
$$

Then $x \in X$ and

$$
\Phi_{X}(x) \leq \sum_{j=1}^{n} \alpha_{j} \Phi_{X}\left(x_{j}\right)
$$

Proof. We first take care of the case $X=Y B V_{\varphi}$ which includes the cases $X=B V$ and $X=W B V_{p}$. The statement is clearly true if $\alpha_{1}=\ldots=\alpha_{n}=0$, so we can assume that $\alpha_{l}>0$ for at least one $l \in\{1, \ldots, n\}$. For each $k \in\{1, \ldots, n\}$ let $\lambda_{k}>0$ be so that $\operatorname{Var}_{\varphi}\left(x_{k} / \lambda_{k}\right) \leq 1$. For $\nu:=\alpha_{1} \lambda_{1}+\ldots+\alpha_{n} \lambda_{n}>0$ and $\gamma_{k}:=\alpha_{k} \lambda_{k} / \nu \in[0,1]$ we have $\alpha_{k} / \nu=\gamma_{k} / \lambda_{k}$ and $\gamma_{1}+\ldots+\gamma_{n}=1$, and thus we obtain from the convexity of $\varphi$ that for any partition $0=t_{0}<\ldots<t_{m}=1$ of $[0,1]$,

$$
\begin{aligned}
& \sum_{j=1}^{m} \varphi\left(\frac{\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|}{\nu}\right) \leq \sum_{j=1}^{m} \varphi\left(\sum_{k=1}^{n} \frac{\alpha_{k}\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|}{\nu}\right) \\
& \quad=\sum_{j=1}^{m} \varphi\left(\sum_{k=1}^{n} \frac{\gamma_{k}\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|}{\lambda_{k}}\right) \leq \sum_{k=1}^{n} \gamma_{k}\left[\sum_{j=1}^{m} \varphi\left(\frac{\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|}{\lambda_{k}}\right)\right] \\
& \quad \leq \sum_{k=1}^{n} \gamma_{k} \operatorname{Var}_{\varphi}\left(x_{k} / \lambda_{k}\right) \leq 1 .
\end{aligned}
$$

Consequently, $\mathfrak{M}(x) \leq \nu=\alpha_{1} \lambda_{1}+\ldots \alpha_{n} \lambda_{n}$, and taking the infimum over all such $\lambda_{k}$ yields the claim.

For $X=\Lambda B V$ fix a permutation $\sigma$ of $\mathbb{N}$ and a partition $0=t_{0}<\ldots<t_{m}=1$ of $[0,1]$. Then from (1.2.55) we get

$$
\begin{aligned}
\sum_{j=1}^{m} \lambda_{\sigma(j)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| & \leq \sum_{j=1}^{m} \lambda_{\sigma(j)}\left(\sum_{k=1}^{n} \alpha_{k}\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|\right) \\
& =\sum_{k=1}^{n} \alpha_{k} \sum_{j=1}^{m} \lambda_{\sigma(j)}\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right| \\
& \leq \sum_{k=1}^{n} \alpha_{k} \operatorname{Var}_{\Lambda}\left(x_{k}\right)=\sum_{k=1}^{n} \alpha_{k} \Phi_{\Lambda B V}\left(x_{k}\right),
\end{aligned}
$$

where the last inequality comes from Proposition 1.2.19. Taking the supremum with respect to $\sigma$ and partitions we obtain by another application of Proposition 1.2 .19 that

$$
\Phi_{\Lambda B V}(x)=\operatorname{Var}_{\Lambda}(x) \leq \alpha_{1} \Phi_{\Lambda B V}\left(x_{1}\right)+\ldots+\alpha_{n} \Phi_{\Lambda B V}\left(x_{n}\right)
$$

as claimed.
Finally, for $X=R B V_{p}$, we get from 1.2.55 that

$$
\begin{aligned}
\left(\sum_{j=1}^{m} \frac{\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|^{p}}{\left|t_{j-1}-t_{j}\right|^{p-1}}\right)^{1 / p} & \leq\left(\sum_{k=1}^{n} \frac{1}{\left|t_{j-1}-t_{j}\right|^{\mid-1}}\left(\sum_{j=1}^{m} \alpha_{k} \mid x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right)^{p}\right)^{1 / p} \\
& =\left(\sum_{j=1}^{m}\left(\sum_{k=1}^{n} \frac{\alpha_{k}\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|}{\left|t_{j-1}-t_{j}\right|^{(p-1) / p}}\right)^{p}\right)^{1 / p}
\end{aligned}
$$

With the help of Minkowski's inequality this can be further estimated by

$$
\begin{aligned}
& \sum_{k=1}^{n}\left(\sum_{j=1}^{m}\left(\frac{\alpha_{k}\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|}{\left|t_{j-1}-t_{j}\right|^{(p-1) / p}}\right)^{p}\right)^{1 / p} \leq \sum_{k=1}^{n} \alpha_{k}\left(\sum_{j=1}^{m} \frac{\left|x_{k}\left(t_{j-1}\right)-x_{k}\left(t_{j}\right)\right|^{p}}{\left|t_{j-1}-t_{j}\right|^{p-1}}\right)^{1 / p} \\
& \leq \sum_{k=1}^{n} \alpha_{k} \operatorname{RVar}_{p}\left(x_{k}\right)^{1 / p}
\end{aligned}
$$

Taking the supremum with respect to partitions, the desired estimate follows and completes the proof.

We remark that it is not sufficient to replace (1.2.55) by the simpler estimate

$$
|x(t)| \leq \alpha_{1}\left|x_{1}(t)\right|+\ldots+\alpha_{n}\left|x_{n}(t)\right| \quad \text { for } t \in[0,1]
$$

because then $x$ may have unbounded variation. Here is an example.
Example 1.2.27. The characteristic function $x=\chi_{\mathbb{Q} \cap[0,1]}$ does not belong to $B V$ yet satisfies $|x(t)| \leq 1=|\mathbb{1}(t)|$ for all $t \in[0,1]$ and $\mathbb{1} \in B V$.

Since $R B V_{p} \subseteq A C$ for $p>1$, see 1.2 .54 , one cannot expect that the space $R B V_{p}$ contains some Hölder space $\operatorname{Lip}_{\gamma}$ for a suitable $\gamma<1$. In fact, one may show that there are functions which belong to each Hölder space $\operatorname{Lip}_{\gamma}$ for $\gamma<1$, but not to $B V$. Consequently, such functions cannot belong to the smaller space $R B V_{p}$ for any $p>1$. A comparison of our results on the Wiener space $W B V_{p}$ and the Riesz space $R B V_{p}$ shows that these spaces have quite different properties.

- The space $R B V_{p}$ is decreasing in $p$, while the space $W B V_{p}$ is increasing in $p$.
- The space $R B V_{p}$ is contained in $C$ for any $p>1$, while the space $W B V_{p}$ contains $B V$ and hence also discontinuous functions.
- The space $R B V_{p}$ is contained in $B V$, while the space $W B V_{p}$ contains functions of unbounded Jordan variation.
- The space $W B V_{p}$ contains all Hölder continuous functions for $\gamma \leq 1 / p$, while the space $R B V_{p}$ contains functions which are not Hölder continuous for any $\gamma$.

Table 1.2 .2 gives an overview about when our functions $\mathfrak{J}_{\left(\alpha_{j}\right)}$ and their special cases $\mathfrak{J}_{\alpha}=\mathfrak{J}_{\left(1 / j^{\alpha}\right)}$ for $\alpha \in \mathbb{R}$ introduced in (1.2.1) and $\sqrt{1.2 .3}$ belong to certain $B V$-spaces.

Table 1.2.2: The functions $\mathfrak{J}_{\left(\alpha_{j}\right)}$ and $\mathfrak{J}_{\alpha}$ and when they belong to our $B V$-spaces.

| $X$ | $\mathfrak{J}_{\left(\alpha_{j}\right)} \in X$ if and only if | $\mathfrak{J}_{\alpha} \in X$ if and only if |
| :---: | :---: | :---: |
| $B V$ | $\sum_{j=1}^{\infty}\left\|\alpha_{j}\right\|<\infty$ | $\alpha>1$ |
| $W B V_{p}$ | $\sum_{j=1}^{\infty}\left\|\alpha_{j}\right\|^{p}<\infty$ | $\alpha p>1$ |
| $Y B V_{\varphi}$ | $\exists \lambda>0: \sum_{j=1}^{\infty} \varphi\left(\lambda\left\|\alpha_{j}\right\|\right)<\infty$ | $\exists \lambda>0: \sum_{j=1}^{\infty} \varphi\left(\frac{\lambda}{j^{\alpha}}\right)<\infty$ |
| $\Lambda B V$ | $\sup _{\sigma} \sum_{j=1}^{\infty} \lambda_{\sigma(j)}\left\|\alpha_{j}\right\|<\infty$ | $\sum_{j=1}^{\infty} \frac{\lambda_{j}}{j^{\alpha}}<\infty$ |
| $R B V_{p}$ | $\forall j \in \mathbb{N}: \alpha_{j}=0$ | never |

## Helly's Selection Principle

We end this introductory chapter with an important result that all the BV spaces discussed so far have in common.

Theorem 1.2.28 (Helly's Selection Principle). Let $X$ be one of the spaces $B V, W B V_{p}$, $Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $\left(x_{n}\right)$ be a bounded sequence in $X$. Then $\left(x_{n}\right)$ has a subsequence that converges pointwise to some function $x \in X$.
Proof. The proof for $B V$ was given in [71], for $Y B V_{\varphi}$ and therefore also for $W B V_{p}$ in [121], and for $\Lambda B V$ in [152]. The proof for $R B V_{p}$ follows from that for $B V$. Indeed, if $\left(x_{n}\right)$ is a bounded sequence in $R B V_{p}$ for $p>1$, then it is also a bounded sequence in $B V$ by Jensen's inequality and hence possesses a subsequence that converges pointwise to $x \in B V$. We call this subsequence again $\left(x_{n}\right)$ and show that $x$ in fact belongs to $R B V_{p}$. To see this fix a partition $0=t_{0}<\ldots<t_{m}=1$ of $[0,1]$. Since $\left(x_{n}\right)$ is bounded in $R B V_{p}$, there is some $M$ such that

$$
\sum_{j=1}^{m}\left|\frac{x_{n}\left(t_{j-1}\right)-x_{n}\left(t_{j}\right)}{t_{j-1}-t_{j}}\right|^{p}\left(t_{j}-t_{j-1}\right) \leq \operatorname{RVar}_{p}\left(x_{n}\right) \leq M \quad \text { for all } n \in \mathbb{N}
$$

Letting $n \rightarrow \infty$ yields

$$
\sum_{j=1}^{m}\left|\frac{x\left(t_{j-1}\right)-x\left(t_{j}\right)}{t_{j-1}-t_{j}}\right|^{p}\left(t_{j}-t_{j-1}\right) \leq M
$$

and hence $\operatorname{RVar}_{p}(x) \leq M$.
Helly's Selection Principle may be viewed as a certain counterpart of the Arzelà-Ascoli compactness criterion for $B V$-functions. Note that in general we cannot expect to find a subsequence that converges in the $B V$-norm, because $B V$ is infinite dimensional and hence not compact, even for quite simple sequences.

Example 1.2.29. The functions $x_{n}:=\chi_{\{1 /(2 n)\}}$ form a bounded sequence in $B V$ and converge pointwise to $\mathbb{0}$. But because of $\left\|x_{n}\right\|_{B V}=3$ for all $n \in \mathbb{N}$ there is no subsequence converging in the $B V$-norm to $\mathbb{0}$.

One might think that since regular functions have only countably many discontinuities a variant of Helly's Selection Principle might be true also in the space $R$. Unfortunately, it is not.

Example 1.2.30. Let $\left(q_{n}\right)$ be an enumeration of all rational numbers in $\mathbb{Q} \cap(0,1)$. The functions $x_{n}:=\chi_{\left\{q_{1}, \ldots, q_{n}\right\}}$ with $n \in \mathbb{N}$ form a bounded sequence in $R$ that cannot have a pointwise convergent subsequence with limit in $R$. Indeed, let $\left(x_{n_{k}}\right)_{k}$ be any subsequence of $\left(x_{n}\right)$ that converges pointwise to some function $x \in B$. Then $x=$ $\chi_{\left\{q_{n_{1}}, q_{n_{2}}, q_{n_{3}}, \ldots\right\}}$, but $x$ cannot belong to $R$. To see this note that the sequence $\left(q_{n_{k}}\right)_{k}$ is bounded and hence has a subsequence converging to some $r \in[0,1]$; we name this subsequence $\left(q_{n_{k}}\right)_{k}$ again and assume without loss of generality that $r \in[0,1)$. Then $x\left(q_{n_{k}}\right)=1$ for all $k \in \mathbb{N}$ and hence $\lim \sup _{t \rightarrow r+} x(t)=1$. But since $\mathbb{Q}$ is countable, $\liminf { }_{t \rightarrow r+} x(t)=0$. Consequently, $x \notin R$.

But even for simple sequences, a convergence of a subsequence stronger than pointwise can in general not be achieved.
The following result is intermediate between Theorem 1.2 .28 and Example 1.2.30 and thus acts "between" $B V$ and $R$. It illustrates once more the difference between these spaces.

Theorem 1.2.31. Let $\left(x_{n}\right)$ be a bounded sequence in $R$. Assume that $\left(x_{n}\right)$ has uniformly bounded $\varepsilon$-variation, that is, for each $\varepsilon>0$,

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left(\inf \left\{\operatorname{Var}(y) \mid y \in B V,\left\|x_{n}-y\right\|_{\infty} \leq \varepsilon\right\}\right)<\infty \tag{1.2.56}
\end{equation*}
$$

Then $\left(x_{n}\right)$ has a subsequence that converges pointwise to some function $x \in R$.
The proof and many more results in this direction about regular functions can be found in [63]. We remark that the sequence $\left(x_{n}\right)$ of Example 1.2 .30 is bounded yet not of uniformly bounded $\varepsilon$-variation. Indeed, for $\varepsilon=1 / 4$, any $y \in B V$ and fixed $n \in \mathbb{N}$ with $\left\|x_{n}-y\right\|_{\infty} \leq 1 / 4$ we have $\left|x_{n}\left(q_{j}\right)-y\left(q_{j}\right)\right|=\left|1-y\left(q_{j}\right)\right| \leq 1 / 4$ for $j \in\{1, \ldots, n\}$ and
$\left|x_{n}(r)-y(r)\right|=|y(r)| \leq 1 / 4$ for any $r \in[0,1] \backslash \mathbb{Q}$. This means that $\left|y\left(q_{j}\right)-y(r)\right| \geq 1 / 2$ for those $j$ and $r$. But since the $q_{j}$ are countable, $\operatorname{Var}(y) \geq n$ which shows

$$
\inf \left\{\operatorname{Var}(y) \mid y \in B V,\left\|x_{n}-y\right\|_{\infty} \leq \varepsilon\right\} \geq n
$$

Consequently, the supremum in 1.2 .56 is infinite.

## Chapter 2

## Functions with Primitive

In this second chapter we will analyze the class of all functions which have a primitive with respect to its size and its relations to other function classes. Apart from recalling known and discussing new results we put a particular emphasis on examples and counterexamples.

Interested and mindful students may ask the following question during a first semester course:

Can one characterize those real functions which have a primitive?

In other words: Can we tell by looking at a function $x:[0,1] \rightarrow \mathbb{R}$ whether there is a differentiable function $f:[0,1] \rightarrow \mathbb{R}$ with $f^{\prime}(t)=x(t)$ for each $t \in[0,1]$ ? Here, the limits for $f^{\prime}(0)$ and $f^{\prime}(1)$ are considered to be one-sided. In what follows we will denote the class of all such functions $x$ by the symbol $\Delta$.

An elementary answer to this problem is, at least to the best of our knowledge, not known. Of course, there are easy conditions which are either only necessary or only sufficient and which also arise naturally in first semester courses. For instance, every continuous function belongs to $\Delta$, and every function from $\Delta$ is a Darboux function by the Theorem of Darboux [72, 78]. With the notions introduced in Section 1.2 apart from the inclusion (1.1.4) we have

$$
\begin{equation*}
C \subseteq \Delta \subseteq D \tag{2.0.1}
\end{equation*}
$$

Thus, $\Delta$ is situated between continuous and Darboux functions.
The goal of this chapter is an analysis of the class $\Delta$ with respect to its size, its algebraic properties and its relation to other function classes. For most examples the functions $\varphi_{\alpha, \beta, n}$ introduced in (1.1.1) will serve as a key ingredient.
For instance, the function $x$ given in Example 1.1 .29 is differentiable with $x^{\prime}=\varphi_{0,0,1}$. In other words, $\varphi_{0,0,1} \in \Delta$. However, by Proposition 1.1.12 (c), the function $\varphi_{0,0,1}$ is discontinuous. This shows that the first inclusion in (2.0.1) is strict. We now show by means of another example that also the second inclusion in (2.0.1) is strict.

Example 2.0.1. By Proposition 1.1 .12 (d), the function $x:=\varphi_{0,0,2}$ belongs to $D$ which is intuitively clear. However, $x$ has no primitive on the entire interval $[0,1]$. In fact, $x$ has a primitive on $(0,1]$, to wit the function

$$
f(t)=\frac{t}{2}+\frac{t^{2}}{4} \sin \frac{2}{t}-\frac{1}{2} \int_{0}^{t} s \sin \frac{2}{s} \mathrm{~d} s
$$

which is continuously extendable by $f(0)=0$. Moreover, this extension is even differentiable at $t=0$ with

$$
f^{\prime}(0)=\lim _{t \rightarrow 0+} \frac{f(t)-f(0)}{t}=\frac{1}{2}-\lim _{t \rightarrow 0+} \frac{1}{2 t} \int_{0}^{t} s \sin \frac{2}{s} \mathrm{~d} s=\frac{1}{2}-\frac{1}{2} \lim _{t \rightarrow 0+} t \sin \frac{2}{t}=\frac{1}{2}
$$

which, however, does not coincide with $\varphi_{0,0,2}(0)$. Although the function $f$ is differentiable on $[0,1]$, and $f^{\prime}=x$ on $(0,1]$, it is still no primitive for $x$ on $[0,1]$, because it has the "wrong value" at $t=0$.
If $g$ was a primitive of $x=\varphi_{0,0,2}$ on $[0,1]$ with $g(1)=f(1)$, then $g$ would coincide with $f$ on $(0,1]$ by the Fundamental Theorem of Calculus. By continuity, $f=g$ on $[0,1]$ and hence $1 / 2=f^{\prime}(0)=g^{\prime}(0)=\varphi_{0,0,2}(0)=0$ which is not possible. Consequently, $\varphi_{0,0,2} \notin \Delta$.

In Proposition 2.1 .5 below, we will add another node to Proposition 1.1.12, namely a characterization of those parameters $(\alpha, \beta, n) \in \mathbb{R}^{2} \times \mathbb{N}$ for which $\varphi_{\alpha, \beta, n}$ belongs to $\Delta$. We then have in detail

$$
\begin{aligned}
& \varphi_{\alpha, \beta, n} \in \Delta \text { if and only if one of the following three cases is true. } \\
& \text { (i) } \alpha>0, \beta=0 \text { and } n \text { is even, } \\
& \text { (ii) } \alpha=0, \beta=\frac{1}{\pi} \int_{0}^{\pi} \sin ^{n} t \mathrm{~d} t \text { and } n \text { is even, } \\
& \text { (iii) } \alpha>-1, \beta=0 \text { and } n \text { is odd. }
\end{aligned}
$$

This shows again that the $f$ in Example 2.0.1 could not be a primitive of $x=\varphi_{0,0,2}$, because the correct value at $t=0$ should have been

$$
\frac{1}{\pi} \int_{0}^{\pi} \sin ^{2} t \mathrm{~d} t=\frac{1}{2}
$$

which was also calculated explicitly.
As we have seen in Section 1.2 the function classes $C, B$ and $B V$ are linear spaces, but $D$ is not, as was shown in Example 1.1.2. However, since differentiation is a linear operator, the class $\Delta$ is also a linear space. To be more precise, if $x, y \in \Delta$ with primitives $f$ and $g$, respectively, then $x+\lambda y \in \Delta$ with primitive $f+\lambda g$ for any $\lambda \in \mathbb{R}$.

By that version of the Fundamental Theorem of Calculus which is taught in every first semester calculus course a primitive can be reconstructed from its derivative by integration. But this additionally needs the Riemann or Lebesgue integrability of the derivative which in general is not given automatically. Here is an example of a function that is differentiable everywhere, but its derivative is integrable neither in the sense of Lebesgue nor in the sense of Riemann.

Example 2.0.2. The function $x:[0,1] \rightarrow \mathbb{R}$, defined by

$$
x(t)= \begin{cases}t^{2} \cos \frac{1}{t^{2}} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

is differentiable on $[0,1]$, and its derivative is given by

$$
x^{\prime}(t)= \begin{cases}2 t \cos \frac{1}{t^{2}}+\frac{2}{t} \sin \frac{1}{t^{2}} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

However, $x^{\prime}$ is not Lebesgue integrable: The term $2 t \cos t^{-2}$ is continuous and hence Lebesgue integrable, but the second term $\frac{2}{t} \sin \frac{1}{t^{2}}$ is not. Indeed, the substitution $t=\sqrt{s}$ would lead to the integral

$$
\int_{0}^{1} \frac{2}{t} \sin \frac{1}{t^{2}} \mathrm{~d} t=\int_{0}^{1} \frac{1}{s} \sin \frac{1}{s} \mathrm{~d} s=\int_{0}^{1} \varphi_{-1,0,1}(s) \mathrm{d} s
$$

But it is easy to show that $\varphi_{\alpha, \beta, n}$ belongs to $L_{1}$ if and only if $\alpha>-1$. However, one can also show (and we will do so in Proposition 2.1.5 below) that $x^{\prime}$ is improperly Riemann integrable.
In addition to the function $x$ we consider again Volterra's function $v:[0,1] \rightarrow \mathbb{R}$ introduced in Example 1.1.25. Remember that $v$ is differentiable with $v(1)=0$ such that $v^{\prime}$ is bounded (and hence Lebesgue integrable) but not Riemann integrable on $[0,1]$. The function $x+v$ now is an example of a differentiable function the derivative of which is neither (improperly) Riemann nor Lebesgue integrable.
As the last example has shown in order to reconstruct a function from its derivative neither the Riemann nor the Lebesgue integral is the right choice. The next and first section of this chapter is therefore dedicated to another type of integration which is a little more powerful.

### 2.1 The Kurzweil-Henstock Integral

It is tempting to recover a differentiable function by integrating its derivative. However, Example 2.0.2 has shown that neither the Riemann nor the Lebesgue integral can do that in a proper way. But the following notion of integration can.
Definition 2.1.1. A finite collection of pairs $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{1 \leq j \leq n}$ consisting of real points $\tau_{j} \in\left[t_{j-1}, t_{j}\right]$ and closed intervals $\left[t_{j-1}, t_{j}\right]$ with $0=t_{0}<\ldots<t_{n}=1$ is called a tagged partition of $[0,1]$. For a function $\gamma:[0,1] \rightarrow(0, \infty)$ such a tagged partition is called $\gamma$-fine if

$$
0<\left|t_{j-1}-t_{j}\right| \leq 2 \gamma\left(\tau_{j}\right)
$$

holds for all $j \in\{1, \ldots, n\}$.
Finally, a function $x:[0,1] \rightarrow \mathbb{R}$ is Kurzweil-Henstock integrable (KH-integrable) on $[0,1]$ if there is some number $A \in \mathbb{R}$ with the following property: For each $\varepsilon>0$
there exists some function $\gamma:[0,1] \rightarrow(0, \infty)$ such that every $\gamma$-fine tagged partition $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{1 \leq j \leq n}$ satisfies

$$
\left|\sum_{j=1}^{n} x\left(\tau_{j}\right)\left(t_{j}-t_{j-1}\right)-A\right| \leq \varepsilon
$$

In this case, we write

$$
\int_{0}^{1} x(t) \mathrm{d} t:=A
$$

and name this number the Kurzweil-Henstock integral (KH-integral) of $x$ over $[0,1]$. The family of all functions which are $K H$-integrable over $[0,1]$ will be denoted by $K H$. The $K H$-integral has all common properties such as monotonicity and linearity with respect to the integrand as well as additivity with respect to the domain of integration [68]. A nice and accessible introduction into integration theory using only the KH integral may be found in the recent book [61].

The KH -integral is a true generalization of the Lebesgue integral in the following sense: Every improperly Riemann integrable function and every Lebesgue integrable function is also KH -integrable. The converse, however, is not true which is again shown by the functions defined in (1.1.1):

Example 2.1.2. The function $\varphi_{-1,0,1}$ is improperly Riemann integrable on $[0,1]$ and so also KH -integrable, but not Lebesgue integrable as we have already seen in Example 2.0.2. Hence, the function $x:=\varphi_{-1,0,1}+\chi_{\mathbb{Q} \cap[0,1]}$ is $K H$-integrable yet neither improperly Riemann nor Lebesgue integrable.

One can show that a function $x$ is Lebesgue integrable if and only if both $x$ and $|x|$ are KH -integrable; the function $\left|\varphi_{-1,0,1}\right|$ may serve as an example of a (nonnegative) function that is not KH -integrable.
In contrast to the Riemann integral there is no sense in considering improper KH integrals. Indeed, if $x:[0,1] \rightarrow \mathbb{R}$ is $K H$-integrable on every interval $[c, 1]$ for $c \in(0,1)$, and if the limit

$$
\lim _{c \rightarrow 0+} \int_{c}^{1} x(t) \mathrm{d} t
$$

exists and is finite, then $x$ is $K H$-integrable on all of $[0,1]$, and its $K H$-integral is given by the formula

$$
\int_{0}^{1} x(t) \mathrm{d} t=\lim _{c \rightarrow 0+} \int_{c}^{1} x(t) \mathrm{d} t
$$

A similar reasoning works for the left sided limit. A proof can be found in [68].

With the help of the KH -integral, one has an improved version of the classical Fundamental Theorem of Calculus. In fact, the following pointwise version is true.

Theorem 2.1.3. For $x:[0,1] \rightarrow \mathbb{R}$ the following statements hold.
(a) If $x \in K H$, then the function $f:[0,1] \rightarrow \mathbb{R}$, given by

$$
\begin{equation*}
f(t):=\int_{0}^{t} x(s) \mathrm{d} s \tag{2.1.1}
\end{equation*}
$$

is differentiable at $t \in[0,1]$ if and only if the limit

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s
$$

exists and is finite. In this case, its value coincides with $f^{\prime}(t)$.
(b) If $x \in K H$ and if $x(t)=x(t+)$ for some $t \in[0,1)$, then

$$
\begin{equation*}
x(t)=\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \tag{2.1.2}
\end{equation*}
$$

$A$ similar result is true in the case $x(t)=x(t-)$ for $t \in(0,1]$.
(c) If $f:[0,1] \rightarrow \mathbb{R}$ is a differentiable function with $f^{\prime}(t)=x(t)$ for all $t \in[0,1]$, then $x \in K H$ with

$$
f(t)-f(s)=\int_{s}^{t} x(\tau) \mathrm{d} \tau \quad \text { for all } s, t \in[0,1]
$$

(d) A function $x:[0,1] \rightarrow \mathbb{R}$ possesses a primitive if and only if $x \in K H$ and

$$
\begin{equation*}
x(t)=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \tag{2.1.3}
\end{equation*}
$$

holds for any $t \in[0,1]$. The unique primitive $f$ of $x$ satisfying $f(0)=0$ is then given by (2.1.1).

Proof. Part (a) follows immediately from the equality

$$
\frac{f(t+\delta)-f(t)}{\delta}=\frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s
$$

which holds for all $t \in[0,1]$ and $\delta \in \mathbb{R} \backslash\{0\}$ with $0 \leq t+\delta \leq 1$.
For (b) fix $\varepsilon>0$ and $t \in[0,1)$ so that $x(t)=x(t+)$. Then there is some $\eta>0$ with $x(t)-\varepsilon \leq x(s) \leq x(t)+\varepsilon$ for $t \leq s \leq t+\eta$. For $0<\delta<\eta$ we deduce that

$$
\delta(x(t)-\varepsilon)=\int_{t}^{t+\delta}(x(t)-\varepsilon) \mathrm{d} s \leq \int_{t}^{t+\delta} x(s) \mathrm{d} s \leq \int_{t}^{t+\delta}(x(t)+\varepsilon) \mathrm{d} s=\delta(x(t)+\varepsilon)
$$

and so

$$
\limsup _{\delta \rightarrow 0+}\left|\frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s-x(t)\right| \leq \varepsilon
$$

Since $\varepsilon>0$ was chosen arbitrarily, 2.1.2 has been established.
Finally, a proof for (c) may be found in [68].
Part (d) is only a reformulation of the other statements.

Observe that a combination of (b) and (d) yields the well-known fact that every continuous function has a primitive.
Theorem 2.1.3 answers completely the aforementioned problem of characterizing functions with primitives. In particular, part (d) shows that in order to prove $f \in \Delta$ one has to check two things: First, one needs to prove that the function is KH -integrable, and second, one has to calculate the limit in (2.1.3) at each point and show that it actually coincides with the corresponding value of the function. We will do exactly this a couple times later on.

The problem of deciding whether a function has a primitive without using any too technical tools is an old one. We give here two further characterizations of the functions in $\Delta$.
The first criterion uses a refinement of the notion of KH -integrability and works without the limit 2.1.3). Let $t_{0}, \ldots, t_{n}, \tau_{1}, \ldots \tau_{n}$ points in $[0,1]$ with $t_{0}=0, t_{n}=1$ and $\tau_{j} \in\left[t_{j-1}, t_{j}\right]$ for $1 \leq j \leq n$. Moreover, let $\gamma:[0,1] \rightarrow(0, \infty)$ be an arbitrary function. We call the partition induced by $t_{0}, \ldots, t_{n} \gamma$-super fine if $0<\left|t_{j}-t_{j-1}\right| \leq 2 \gamma\left(\tau_{j}\right)$ for all $j=1, \ldots, n$.
We call a function $x:[0,1] \rightarrow \mathbb{R}$ SKH-integrable on $[0,1]$ if there is some number $A \in \mathbb{R}$ with the following property: For all $\varepsilon>0$ and $c>0$ there is a function $\gamma:[0,1] \rightarrow(0, \infty)$ such that for all $\gamma$-super fine partitions $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)$ the implication

$$
\sum_{j=1}^{n}\left|t_{j}-t_{j-1}\right| \leq c \quad \Longrightarrow \quad\left|\sum_{j=1}^{n} x\left(\tau_{j}\right)\left(t_{j}-t_{j-1}\right)-A\right| \leq \varepsilon
$$

holds. In this case, we call the number $A$ the super $K H$-integral of $x$ over $[0,1]$.
Let us make some comments to this definition. The subtle difference to Definition 2.1.1 is on the one hand that here the points $t_{j}$ do not have to be ordered as $t_{0}<t_{1}<\ldots<$ $t_{n-1}<t_{n}$, but that on the other hand this must be compensated by restricting the total length of the intervals $\left[t_{j-1}, t_{j}\right]$ by $c$. In other words, the variation of the (finite) sequence $\left(t_{j}\right)$ must not exceed $c$. This condition makes no sense for $c<1$ because then the points $t_{j}$ cannot satisfy $t_{0}=0$ and $t_{n}=1$. For $c \geq 1$ it means that, roughly speaking, the points $t_{j}$ may not jump back and forth too often. We now have

Theorem 2.1.4. A function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $\Delta$ if and only if $x$ is SKHintegrable.

The first one who proved the "if"-part of this theorem was Robbins in 1943 [137]; his proof is short and elementary yet covers only continuous functions. Only recently in 2012, Thomson generalized the arguments and gave a proof for the version stated here that is also true for not necessarily continuous functions [146].
Since the tagged partitions $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{1 \leq j \leq n}$ of $[0,1]$ have to satisfy stronger requirements than those in Definition 2.1.1, it is clear that an $S K H$-integrable function is "better" than just an KH -integrable function. Indeed, Theorem 2.1.4 shows that SKH encapsulates both the $K H$-integrability and the limit condition (2.1.3) which is needed for the existence of a primitive according to Theorem 2.1.3 (d).

Moreover, the difference between the requirements of Definition 2.1.1 and Theorem 2.1.4 reminds of the definition of absolutely continuous functions, see Definition 1.1.16. There, one uses finitely many nonoverlapping subintervals of $[0,1]$. If "nonoverlapping" is dropped, then one ends up at the smaller class of Lipschitz continuous functions.
The second criterion we give is one attempt to characterize the functions in $\Delta$ without an integral. For instance, Freiling posed the following result [64]: A function $\psi$ which maps any interval $I \subseteq[0,1]$ to a real number $\psi(I)$ is called additive if for any two nonoverlapping closed intervals $I, J \subseteq[0,1]$ we have

$$
\psi(I \cup J)|I \cup J|=\psi(I)|I|+\psi(J)|J|
$$

where $|I|$ denotes the length of $I$. In [64] the author shows that a function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $\Delta$ if and only if there is an additive interval function $\psi$ such that

$$
\lim _{I \rightarrow t} \psi(I)=x(t) \quad \text { for } 0 \leq t \leq 1
$$

Here, the notion $I \rightarrow t$ means that for any sequence $\left(I_{n}\right)$ of intervals $I_{n} \subseteq[0,1]$ with $\left|I_{n}\right| \rightarrow 0$ and $t \in I_{n}$, the quantities $\psi\left(I_{n}\right)$ converge to $x(t)$ as $n \rightarrow \infty$. Our Theorem 2.1.3 delivers such an interval function in virtue of

$$
\psi([a, b])=\frac{1}{b-a} \int_{a}^{b} x(s) \mathrm{d} s
$$

for $0 \leq a<b \leq 1$ and $\psi(I)=x(t)$ for $I=[t, t]$. Freiling himself admits in [64] that any such interval function hides some kind of integral and therefore does not really represent a new tool to characterize $\Delta$. We will mention other attempts below.

Let us come back to Theorem 2.1.3. The integral in (2.1.3) can be seen as an average value of $x$ along the interval $[t, t+\delta]$. Accordingly, part (d) of Theorem 2.1.3 says that $x$ has a primitive if and only if $x$ is in the mean around $t$ equal to $x(t)$. In particular, $x$ can have only essential discontinuities, as, for instance, $x=\varphi_{\alpha, \beta, n}$ for $\alpha \leq 0$ at $t=0$ shows. Moreover, if $x$ oscillates around $x(t)$, then this must happen in a more or less symmetric manner. Part (b) of the following proposition illustrates that behavior for our oscillatory functions (1.1.1). Here, the integral

$$
\sigma_{n}:=\int_{0}^{\pi} \sin ^{n} t \mathrm{~d} t= \begin{cases}2 \frac{(n-1)!!}{n!!} & \text { for odd } n  \tag{2.1.4}\\ \pi \frac{(n-1)!!}{n!!} & \text { for even } n\end{cases}
$$

will be of particular importance, where $n!$ ! denotes the double factorial which is defined by

$$
n!!=\prod_{k=0}^{\left\lceil\frac{n}{2}\right\rceil-1}(n-2 k) \quad \text { for } n \in \mathbb{N}
$$

and gives the product of all integers from 1 up to $n$ that have the same parity. We then have

Proposition 2.1.5. For the functions $\varphi_{\alpha, \beta, n}$ from 1.1.1) the following relations hold.
(a) $\varphi_{\alpha, \beta, n} \in K H$ if and only if $\alpha>-1$ and $n$ is even, or if $\alpha>-2$ and $n$ is odd.
(b) $\varphi_{\alpha, \beta, n} \in \Delta$ if and only if one of the following three cases is true.
(i) $\alpha>0, \beta=0$ and $n$ is even,
(ii) $\alpha=0, \beta=\sigma_{n} / \pi$, and $n$ is even,
(iii) $\alpha>-1, \beta=0$ and $n$ is odd.

Proof. (a) First, let $n$ be even. Due to $\varphi_{\alpha, \beta, n} \geq 0$ the $K H$-integrability is equivalent to the Lebesgue integrability. For $\alpha>-1$ the function $\varphi_{\alpha, \beta, n}$ is dominated by the Lebesgue integrable function $t \mapsto t^{\alpha}$ and therefore is Lebesgue integrable itself. For $\alpha \leq-1$ the substitution $t=1 / s$ leads to

$$
\begin{aligned}
\int_{0}^{1} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t & \geq \int_{0}^{1} \frac{1}{t} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\int_{1}^{\infty} \frac{1}{s} \sin ^{n} s \mathrm{~d} s \geq \sum_{j=1}^{\infty} \int_{j \pi}^{(j+1) \pi} \frac{1}{s} \sin ^{n} s \mathrm{~d} s \\
& \geq \sum_{j=1}^{\infty} \frac{1}{(j+1) \pi} \int_{j \pi}^{(j+1) \pi} \sin ^{n} s \mathrm{~d} s=\frac{\sigma_{n}}{\pi} \sum_{j=1}^{\infty} \frac{1}{j+1}=\infty
\end{aligned}
$$

where we have used the shortcut (2.1.4). In this case, $\varphi_{\alpha, \beta, n}$ cannot be $K H$-integrable.

Now, let $n$ be odd and $\alpha>-2$. With the same substitution as above we come to

$$
\begin{equation*}
\int_{0}^{1} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\int_{1}^{\infty} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \tag{2.1.5}
\end{equation*}
$$

Let $u>2 \pi$ and $k \in \mathbb{N}$ be so that $2 k \pi \leq u<2(k+1) \pi$. Then

$$
\begin{equation*}
\int_{1}^{u} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s=\left\{\int_{1}^{2 \pi}+\sum_{j=1}^{k-1} \int_{2 j \pi}^{2(j+1) \pi}+\int_{2 k \pi}^{u}\right\} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \tag{2.1.6}
\end{equation*}
$$

Due to

$$
\begin{aligned}
& \int_{2 j \pi}^{(2 j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \leq \frac{1}{(2 j \pi)^{\alpha+2}} \int_{2 j \pi}^{(2 j+1) \pi} \sin ^{n} s \mathrm{~d} s=\frac{\sigma_{n}}{(2 j \pi)^{\alpha+2}}, \\
& \int_{2 j \pi}^{(2 j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \geq \frac{1}{((2 j+1) \pi)^{\alpha+2}} \int_{2 j \pi}^{(2 j+1) \pi} \sin ^{n} s \mathrm{~d} s=\frac{\sigma_{n}}{((2 j+1) \pi)^{\alpha+2}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{(2 j+1) \pi}^{2(j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \leq \frac{1}{(2(j+1) \pi)^{\alpha+2}} \int_{(2 j+1) \pi}^{2(j+1) \pi} \sin ^{n} s \mathrm{~d} s=-\frac{\sigma_{n}}{(2(j+1) \pi)^{\alpha+2}}, \\
& \int_{(2 j+1) \pi}^{2(j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \geq \frac{1}{((2 j+1) \pi)^{\alpha+2}} \int_{(2 j+1) \pi}^{2(j+1) \pi} \sin ^{n} s \mathrm{~d} s=-\frac{\sigma_{n}}{((2 j+1) \pi)^{\alpha+2}}
\end{aligned}
$$

we obtain

$$
\begin{equation*}
0 \leq \int_{2 j \pi}^{2(j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \leq \frac{\sigma_{n}}{(2 j \pi)^{\alpha+2}}-\frac{\sigma_{n}}{(2(j+1) \pi)^{\alpha+2}} \tag{2.1.7}
\end{equation*}
$$

and hence

$$
\begin{aligned}
\sum_{j=1}^{k-1} \int_{2 j \pi}^{2(j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s & \leq \sum_{j=1}^{k-1}\left(\frac{\sigma_{n}}{(2 j \pi)^{\alpha+2}}-\frac{\sigma_{n}}{(2(j+1) \pi)^{\alpha+2}}\right) \\
& =\frac{\sigma_{n}}{(2 \pi)^{\alpha+2}}-\frac{\sigma_{n}}{(2 k \pi)^{\alpha+2}}
\end{aligned}
$$

Since $\alpha>-2$, this implies that the series in (2.1.6) converges. Moreover, the last integral in (2.1.6) tends to 0 as $u \rightarrow \infty$, because then also $k \rightarrow \infty$. Consequently, $\varphi_{\alpha, \beta, n}$ is $K H$-integrable (even improperly Riemann integrable) in this case.
For $\alpha \leq-2$ and $m \in \mathbb{N}$ we have

$$
\left|\int_{m \pi}^{(m+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s\right|=\int_{m \pi}^{(m+1) \pi} \frac{1}{s^{\alpha+2}}\left|\sin ^{n} s\right| \mathrm{d} s \geq \int_{m \pi}^{(m+1) \pi}\left|\sin ^{n} s\right| \mathrm{d} s=\sigma_{n}>0 .
$$

Consequently, the limit

$$
\lim _{u \rightarrow \infty} \int_{1}^{u} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s
$$

does not exist in $\mathbb{R}$ and so $\varphi_{\alpha, \beta, n}$ cannot be $K H$-integrable.
(b) We will combine part (a) with Theorem 2.1.3 (d). To this end, let $n$ be even. By part (a), the function $\varphi_{\alpha, \beta, n}$ is only $K H$-integrable for $\alpha>-1$ and hence cannot have a primitive for $\alpha \leq-1$ by Theorem 2.1 .3 (d). Since $\varphi_{\alpha, \beta, n}$ is continuous on every interval $[\varepsilon, 1]$ it suffices according to Theorem 2.1.3 that the limit condition

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} \varphi_{\alpha, \beta, n}(t) \mathrm{d} t=\varphi_{\alpha, \beta, n}(0)=\beta
$$

holds precisely for the claimed values of $\alpha$ and $\beta$. For $\alpha \geq 0$ we obtain similarly as in part (a) with the substitution $t=1 / s$ for $\delta>0$ the estimates

$$
0 \leq \int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\int_{1 / \delta}^{\infty} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \leq \int_{1 / \delta}^{\infty} \frac{1}{s^{\alpha+2}} \mathrm{~d} s=\frac{\delta^{\alpha+1}}{\alpha+1}
$$

For $\alpha>0$ it follows that

$$
0 \leq \frac{1}{\delta} \int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t \leq \frac{\delta^{\alpha}}{\alpha+1} \longrightarrow 0 \quad \text { as } \delta \rightarrow 0+
$$

and this is why in this case $\varphi_{\alpha, \beta, n}$ has a primitive if and only if $\beta=0$.
On the other hand, for $-1<\alpha \leq 0$ and $m \in \mathbb{N}$ we get

$$
\begin{align*}
\int_{0}^{1 /(m \pi)} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t & =\int_{m \pi}^{\infty} \frac{1}{t^{\alpha+2}} \sin ^{n} t \mathrm{~d} t=\sum_{j=m}^{\infty} \int_{j \pi}^{(j+1) \pi} \frac{1}{t^{\alpha+2}} \sin ^{n} t \mathrm{~d} t \\
& \geq \frac{1}{\pi^{\alpha+2}} \sum_{j=m}^{\infty} \frac{1}{(j+1)^{\alpha+2}} \int_{j \pi}^{(j+1) \pi} \sin ^{n} t \mathrm{~d} t=\frac{\sigma_{n}}{\pi^{\alpha+2}} \sum_{j=m+1}^{\infty} \frac{1}{j^{\alpha+2}} \\
& \geq \frac{\sigma_{n}}{\pi^{\alpha+2}} \int_{m+1}^{\infty} \frac{1}{t^{\alpha+2}} \mathrm{~d} t=\frac{\sigma_{n}}{\pi^{\alpha+2}(\alpha+1)(m+1)^{\alpha+1}}, \tag{2.1.8}
\end{align*}
$$

where we have used (2.1.4) again. Analogously, one can show for $m \geq 2$ that

$$
\begin{equation*}
\int_{0}^{1 /(m \pi)} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\int_{m \pi}^{\infty} \frac{1}{t^{\alpha+2}} \sin ^{n} t \mathrm{~d} t \leq \frac{\sigma_{n}}{\pi^{\alpha+2}(\alpha+1)(m-1)^{\alpha+1}} \tag{2.1.9}
\end{equation*}
$$

From (2.1.8) we deduce that for $-1<\alpha<0$,

$$
\limsup _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\infty
$$

which means that $\varphi_{\alpha, \beta, n}$ cannot have a primitive in this case.
For $\alpha=0, m \in \mathbb{N}, 0<\delta<1$ and $\delta(m-1) \pi \leq 1 \leq \delta m \pi$ we have again with the substitution $t=1 / s$,

$$
\int_{0}^{\delta} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\int_{1 / \delta}^{\infty} \frac{1}{s^{2}} \sin ^{n} s \mathrm{~d} s=\int_{1 / \delta}^{m \pi} \frac{1}{s^{2}} \sin ^{n} s \mathrm{~d} s+\int_{m \pi}^{\infty} \frac{1}{s^{2}} \sin ^{n} s \mathrm{~d} s
$$

From (2.1.8) and 2.1.9 we obtain for $m \geq 2$,

$$
\frac{\sigma_{n}}{\pi} \frac{m-1}{m+1} \leq \frac{1}{\delta} \int_{m \pi}^{\infty} \frac{1}{s^{2}} \sin ^{n} s \mathrm{~d} s \leq \frac{\sigma_{n}}{\pi} \frac{m}{m-1} .
$$

Since $m \rightarrow \infty$ for $\delta \rightarrow 0+$, it follows that

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{m \pi}^{\infty} \frac{1}{s^{2}} \sin ^{n} s \mathrm{~d} s=\frac{\sigma_{n}}{\pi} .
$$

Moreover, since

$$
0 \leq \frac{1}{\delta} \int_{1 / \delta}^{m \pi} \frac{1}{s^{2}} \sin ^{n} s \mathrm{~d} s \leq \delta \sigma_{n} \longrightarrow 0 \quad \text { as } \delta \rightarrow 0+
$$

we end in total at

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\frac{\sigma_{n}}{\pi}
$$

In this case, $\varphi_{\alpha, n, \beta}$ has a primitive if and only if $\beta=\sigma_{n} / \pi$, as claimed.
We now handle the case when $n$ is odd. By part (a), the function $\varphi_{\alpha, \beta, n}$ is $K H$ integrable only for $\alpha>-2$ and hence cannot have a primitive for $\alpha \leq-2$ by Theorem 2.1.3 (d). In addition, $\varphi_{\alpha, \beta, n}$ is continuous on every interval [ $\left.\varepsilon, 1\right]$, by Theorem 2.1.3 (d) it again suffices to show that the limit condition

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} \varphi_{\alpha, \beta, n}(t) \mathrm{d} t=\varphi_{\alpha, \beta, n}(0)=\beta
$$

is satisfied precisely for $\alpha>-1$ and $\beta=0$. For $\alpha>-2$ we get with the substitution $t=1 / s$ for $0<\delta<1$,

$$
\int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\int_{1 / \delta}^{\infty} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s
$$

For $\alpha>-1$ we deduce for $2(m-1) \pi \leq 1 / \delta \leq 2 m \pi$ and $m \in \mathbb{N}$,

$$
\begin{equation*}
\frac{1}{\delta} \int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\frac{1}{\delta}\left\{\int_{1 / \delta}^{2 m \pi}+\sum_{j=m}^{\infty} \int_{2 j \pi}^{2(j+1) \pi}\right\} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \tag{2.1.10}
\end{equation*}
$$

Since

$$
\frac{1}{\delta}\left|\int_{1 / \delta}^{2 m \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s\right| \leq 2 \delta^{\alpha+1} \sigma_{n}
$$

the first term in 2.1.10 goes to 0 as $\delta \rightarrow 0+$. For the sum in 2.1.10 we get from (2.1.7),

$$
\begin{aligned}
0 & \leq \frac{1}{\delta} \sum_{j=m}^{\infty} \int_{2 j \pi}^{2(j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s \leq \frac{1}{\delta} \sum_{j=m}^{\infty}\left(\frac{\sigma_{n}}{(2 j \pi)^{\alpha+2}}-\frac{\sigma_{n}}{(2(j+1) \pi)^{\alpha+2}}\right) \\
& =\frac{\sigma_{n}}{\delta(2 m \pi)^{\alpha+2}} \leq \delta^{\alpha+1} \sigma_{n}
\end{aligned}
$$

and this implies that also the entire sum in 2.1.10) tends to 0 as $\delta \rightarrow 0+$. Consequently, in this case, $\varphi_{\alpha, \beta, n}$ has a primitive if and only if $\beta=0$.
Let $-2<\alpha \leq-1$. Introducing the shortcut

$$
a_{j}:=\int_{j \pi}^{(j+1) \pi} \frac{1}{s^{\alpha+2}}\left|\sin ^{n} s\right| \mathrm{d} s \quad \text { for } j \in \mathbb{N}_{0}
$$

the sequence $\left(a_{j}\right)$ decreases to 0 as $j \rightarrow \infty$. Moreover, due to the convexity of the function $t \mapsto 1 / t^{\alpha+2}$ we get the estimate

$$
\begin{aligned}
a_{j}+a_{j+2} & =\int_{j \pi}^{(j+1) \pi} \frac{1}{s^{\alpha+2}}\left|\sin ^{n} s\right| \mathrm{d} s+\int_{(j+2) \pi}^{(j+3) \pi} \frac{1}{s^{\alpha+2}}\left|\sin ^{n} s\right| \mathrm{d} s \\
& =\int_{(j+1) \pi}^{(j+2) \pi} \frac{1}{(t-\pi)^{\alpha+2}}\left|\sin ^{n}(t-\pi)\right| \mathrm{d} t+\int_{(j+1) \pi}^{(j+2) \pi} \frac{1}{(t+\pi)^{\alpha+2}}\left|\sin ^{n}(t+\pi)\right| \mathrm{d} t \\
& =\int_{(j+1) \pi}^{(j+2) \pi}\left(\frac{1}{(t-\pi)^{\alpha+2}}+\frac{1}{(t+\pi)^{\alpha+2}}\right)\left|\sin ^{n} t\right| \mathrm{d} t \\
& \geq 2 \int_{(j+1) \pi}^{(j+2) \pi} \frac{1}{t^{\alpha+2}}\left|\sin ^{n} t\right| \mathrm{d} t=2 a_{j+1}
\end{aligned}
$$

which implies

$$
a_{j}-a_{j+1} \geq a_{j+1}-a_{j+2} \quad \text { for all } j \in \mathbb{N}_{0}
$$

By a generalization of the error estimates for alternating series proved in [36] we have

$$
\frac{a_{m}}{2} \leq\left|\sum_{j=m}^{\infty}(-1)^{j} a_{j}\right| \leq \frac{a_{m-1}}{2} \quad \text { for all } m \in \mathbb{N}
$$

Since we have for $m \in \mathbb{N}$,

$$
\int_{0}^{1 /(m \pi)} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\sum_{j=m}^{\infty} \int_{j \pi}^{(j+1) \pi} \frac{1}{s^{\alpha+2}} \sin ^{n} s \mathrm{~d} s=\sum_{j=m}^{\infty}(-1)^{j} a_{j}
$$

we obtain for even $m \in \mathbb{N}$,

$$
\int_{0}^{1 /(m \pi)} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t=\sum_{j=m}^{\infty}(-1)^{j} a_{j} \geq \frac{a_{m}}{2} \geq \frac{\sigma_{n}}{2[(m+1) \pi]^{\alpha+2}}
$$

which in turn implies

$$
\limsup _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t \geq \frac{\sigma_{n}}{2}
$$

Similarly, one can show that

$$
\liminf _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} t^{\alpha} \sin ^{n} \frac{1}{t} \mathrm{~d} t \leq-\frac{\sigma_{n}}{2}
$$

Thus, by Theorem 2.1.3 (d) the function $\varphi_{\alpha, \beta, n}$ cannot have a primitive in this case.
Note that the case $\alpha=0$ for even $n$ in Proposition 2.1.5 (b) is special. Here we can see that a function $x$ has a primitive only if $x$ oscillates at $t$ around $x(t)$ so that big amplitudes compensate each other.
Since every continuous function has a primitive, Theorem 2.1.3 ensures the inclusions

$$
\begin{equation*}
C \subseteq \Delta \subseteq K H \tag{2.1.11}
\end{equation*}
$$

which supplement the inclusions given in (2.0.1). The function $\varphi_{\alpha, 0,1}$ for $-2<\alpha \leq-1$ shows, that the second inclusion is strict and that the inclusion $D \subseteq K H$ does not hold, while any function with finite support shows that the inclusion $K H \subseteq D$ is also false.
In addition, Proposition 2.1.5 (b) shows that for fixed $\alpha$ and $n$ there is at most one possibility for $\beta$ to guarantee that $\varphi_{\alpha, \beta, n}$ has a primitive. Behind this observation hides a more general result which can be stated as follows.

Theorem 2.1.6. If the two functions $x, y \in \Delta$ agree almost everywhere, then they agree in fact everywhere.

Proof. According to Theorem 2.1.3 we have that $x, y \in K H$, and by Theorem 9.9 of [68] it follows that

$$
\int_{I} x(s) \mathrm{d} s=\int_{I} y(s) \mathrm{d} s
$$

holds for any interval $I \subseteq[0,1]$. From Theorem 2.1.3 (d) it then follows that

$$
x(t)=\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s=\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{t}^{t+\delta} y(s) \mathrm{d} s=y(t)
$$

for every $t \in[0,1]$.
Theorem 2.1.6 shows that we cannot change the values of a function in $\Delta$ at any point we please, because then the function will no longer belong to $\Delta$; we have seen this already in Example 2.0.1. However, it is not surprising that the condition (a) in Proposition 2.1.5 does not depend on $\beta$, because it is an integrability condition.

Our considerations suggest that this phenomenon is also true for Darboux functions, because if we change a function only at a single point it looses its intermediate value property in general. The following example illustrates that this suspicion is not true.

Example 2.1.7. For arbitrary $\beta \in \mathbb{R}$ let us denote by $x_{\beta}$ the function

$$
x_{\beta}(t):=\varphi_{-1 / 2, \beta, 1}(t)= \begin{cases}\frac{1}{\sqrt{t}} \sin \frac{1}{t} & \text { for } 0<t \leq 1 \\ \beta & \text { for } t=0\end{cases}
$$

By Proposition 1.1 .12 (d) (v) this function $x_{\beta}$ is a Darboux function for every $\beta \in$ $\mathbb{R}$. Moreover, $x_{\beta}$ and $x_{\gamma}$ agree on $(0,1]$, but in case $\beta \neq \gamma$ certainly not on $[0,1]$. In particular, this shows that the assumption $x, y \in \Delta$ in Theorem 2.1.6 cannot be dropped, because by Proposition 2.1.5 (b) the function $x_{\beta}$ belongs to $\Delta$ for $\beta=0$, but not for any $\beta \neq 0$.

An important problem in the theory of real functions is to determine whether a given class of functions is closed under uniform convergence. The probably simplest examples are the classes $B$ and $C$, because every first semester student learns that the uniform limit of a sequence of bounded respectively continuous functions on a compact interval is again bounded respectively continuous. We will see in Section 6.1 that besides uniform convergence there are further weaker types of convergence with similar continuity preserving properties.
A little more surprising might be that the same is true for the class $\Delta$. A quite elementary proof for this fact which uses the Mean Value Theorem for differentiable functions can be found in [147]. We give here an alternative proof as a direct application of our main Theorem 2.1.3 (d).

Theorem 2.1.8. Let $\left(x_{n}\right)$ be a sequence of real-valued functions that converges on $[0,1]$ uniformly to some function $x$. If each $x_{n}$ belongs to $\Delta$, then so does $x$.

Proof. By Theorem 2.1.3 (d), every $x_{n}$ belongs to $K H$ and satisfies condition 2.1.3). Due to the uniform convergence, we find for fixed $\varepsilon>0$ some $N \in \mathbb{N}$ such that for all $t \in[0,1]$ and $n \geq N$ we have

$$
x_{n}(t)-\varepsilon \leq x(t) \leq x_{n}(t)+\varepsilon .
$$

In particular, $x$ is measurable as a limit of measurable functions and bounded from above and below by the $K H$-integrable functions $x_{n}$ and so also $K H$-integrable by Theorem 5.11 of [87]. For $n \geq N$ and $t, t+\delta \in[0,1]$ with $\delta \neq 0$,

$$
\frac{1}{\delta} \int_{t}^{t+\delta} x_{n}(s) \mathrm{d} s-\varepsilon \leq \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \leq \frac{1}{\delta} \int_{t}^{t+\delta} x_{n}(s) \mathrm{d} s+\varepsilon
$$

Letting $\delta \rightarrow 0$ yields together with Theorem 2.1.3 (d) that

$$
x_{n}(t)-\varepsilon \leq \liminf _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \leq \limsup _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \leq x_{n}(t)+\varepsilon
$$

and letting $n \rightarrow \infty$ afterwards gives

$$
x(t)-\varepsilon \leq \liminf _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \leq \limsup _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \leq x(t)+\varepsilon
$$

Since $\varepsilon>0$ was chosen arbitrarily, $x$ satisfies indeed 2.1.3) and thus belongs to the class $\Delta$ again by Theorem 2.1.3 (d).

One could ask whether Theorem 2.1.8 remains true if the uniform convergence is replaced by one of the other aforementioned weaker forms of convergence. We will consider such types in more detail and answer this question in Section 6.1.

As mentioned above, there were further attempts in the literature to characterize the functions in $\Delta$ without using integrals; see [43, [53, 115], for instance. It is reasonable to try to find a characterization by looking at sub- and superlevel sets of the form

$$
\begin{equation*}
S_{\alpha}(x):=\{t \in[0,1] \mid x(t)<\alpha\} \quad \text { and } \quad P_{\alpha}(x):=\{t \in[0,1] \mid x(t)>\alpha\} \tag{2.1.12}
\end{equation*}
$$

Characterizing a class $\mathcal{A}$ of function on $[0,1]$ then means that there is a system $\mathcal{S}$ of subsets of $\mathbb{R}$ such that

$$
\begin{equation*}
x \in \mathcal{A} \quad \Longleftrightarrow \quad \forall \alpha \in \mathbb{R}: S_{\alpha}(x), P_{\alpha}(x) \in \mathcal{S} \tag{2.1.13}
\end{equation*}
$$

For some classes $\mathcal{A}$ this is easy to do. For instance, a function $x:[0,1] \rightarrow \mathbb{R}$ is continuous if and only if the sets in (2.1.12) are all open (in this case, $\mathcal{S}$ consists of all open sets in $\mathbb{R}$ ), monotone if and only if the sets in 2.1.12 are all intervals (in this case, $\mathcal{S}$ consists of all intervals in $\mathbb{R}$ ) and measurable if and only if the sets in (2.1.12) are all measurable (in this case, $\mathcal{S}$ consists of all Lebesgue measurable subsets of $\mathbb{R}$ ). However, it is not possible to find a set system $\mathcal{S}$ for the class $\mathcal{A}=\Delta$ such that (2.1.13) is fulfilled.

Example 2.1.9. The function $x:=\varphi_{0,0,1}+\mathbb{1}$ is nonnegative and belongs to $\Delta$ according to Proposition 2.1.5 (b). By Example 2.0.1 we get that $x^{2}(t)=\varphi_{0,0,2}(t)+2 \varphi_{0,0,1}(t)+1$ does not belong to $\Delta$.
Assume now that there is a set system $\mathcal{S}$ for $\mathcal{A}=\Delta$ such that (2.1.13) is fulfilled. Then $S_{\alpha}(x), P_{\alpha}(x) \in \mathcal{S}$ for any $\alpha \in \mathbb{R}$; in particular, $\emptyset=S_{-1}(x) \in \mathcal{S}$ and $[0,1]=P_{-1}(x) \in \mathcal{S}$. We now fix $\beta \in \mathbb{R}$. If $\beta \geq 0$, then

$$
S_{\beta}\left(x^{2}\right)=S_{\sqrt{\beta}^{2}}\left(x^{2}\right)=S_{\sqrt{\beta}}(x) \in \mathcal{S} \quad \text { and } \quad P_{\beta}\left(x^{2}\right)=P_{\sqrt{\beta}^{2}}\left(x^{2}\right)=P_{\sqrt{\beta}}(x) \in \mathcal{S} .
$$

If $\beta<0$ we have

$$
S_{\beta}\left(x^{2}\right)=\emptyset \in \mathcal{S} \quad \text { and } \quad P_{\beta}\left(x^{2}\right)=[0,1] \in \mathcal{S} .
$$

Thus, we have shown that $S_{\beta}\left(x^{2}\right), P_{\beta}\left(x^{2}\right) \in \mathcal{S}$ for any $\beta$. According to (2.1.13) this would imply that $x^{2} \in \Delta$, a contradiction.

Generally speaking, if $h: \mathbb{R} \rightarrow \mathbb{R}$ is a strictly increasing homeomorphism of $\mathbb{R}$ and $S_{\alpha}(x)$ belongs to some class $\mathcal{S}$ for any $\alpha \in \mathbb{R}$, then $S_{\alpha}(h \circ x)=S_{h^{-1}(\alpha)}(x)$ also has to belong to $\mathcal{S}$ for any $\alpha \in \mathbb{R}$, and a similar reasoning is true for the sets $P_{\alpha}$. Thus, any function class $\mathcal{A}$ satisfying (2.1.13) for some set system $\mathcal{S}$ must be closed under outer compositions with strictly increasing homeomorphisms. As Example 2.1.9 has shown, the class $\Delta$ is not closed under the strictly increasing homeomorphism $h(u)=u$ for $u<0$ and $h(u)=u^{2}$ for $u \geq 0$; we will revisit this and related problems later in Section 2.3.

In view of this last example, the following result is particularly surprising. Its proof can be found in [132.

Theorem 2.1.10. A function $x: \mathbb{R} \rightarrow \mathbb{R}$ belongs to $\Delta(\mathbb{R})$ if and only if for each set $E \subseteq \mathbb{R}$ there is a function $y \in \Delta(\mathbb{R})$ with $x^{-1}(E)=y^{-1}(E)$.

Thus, a function $x$ has a primitive on $\mathbb{R}$ if its preimages locally look like those of another function with primitive. This last result is somewhat circular, because in order to establish the existence of a primitive, we use the existence of a primitive of another function. In other words: A function which does not have a primitive produces the wrong kind of preimages; this observation was refined in [43].
We have seen that the Theorems 2.1.3 and 2.1.4 fully characterize the functions in the class $\Delta$. Moreover, $\Delta$ exhibits some pleasant and unpleasant structural properties. For instance, $\Delta$ is closed under summation and uniform convergence, but it is not closed under multiplication and composition, as Example 2.1.9 has shown. Therefore, the following problems naturally arise.

Problem 2.1.11. Find a necessary and sufficient condition on $g:[0,1] \rightarrow \mathbb{R}$ such that $x g \in \Delta$ for all $x \in \Delta$.

Problem 2.1.12. Find a necessary and sufficient condition on $g: \mathbb{R} \rightarrow \mathbb{R}$ such that $g \circ x \in \Delta$ for all $x \in \Delta$.

Problem 2.1.13. Find a necessary and sufficient condition on $g:[0,1] \rightarrow[0,1]$ such that $x \circ g \in \Delta$ for all $x \in \Delta$.

The function $g$ in any of these problems is in a sense universal: It has to withstand the multiplication respectively outer composition respectively inner composition by any function $x \in \Delta$. We will discuss these and related problems in the next sections of this chapter, and start with Problem 2.1.11.

### 2.2 Products of Derivatives

While we have given a full characterization of the class $\Delta$ of functions on $[0,1]$ having a primitive, we will now discuss the structural properties of $\Delta$ in more detail.
Since differentiation is a linear procedure, the sum of two functions of $\Delta$ again belongs to $\Delta$. However, Example 2.1.9 has shown that the product of two functions in $\Delta$ may not belong to $\Delta$ anymore. We give here another example which might be more interesting, since one factor will be continuous.

Example 2.2.1. The functions

$$
x(t)=\varphi_{-1 / 2,0,1}(t)= \begin{cases}\frac{1}{\sqrt{t}} \sin \frac{1}{t} & \text { for } 0<t \leq 1  \tag{2.2.1}\\ 0 & \text { for } t=0\end{cases}
$$

and

$$
y(t)=\varphi_{1 / 2,0,1}(t)= \begin{cases}\sqrt{t} \sin \frac{1}{t} & \text { for } 0<t \leq 1  \tag{2.2.2}\\ 0 & \text { for } t=0\end{cases}
$$

both have a primitive $f$ respectively $g$ by Proposition 2.1.5 (b), namely

$$
f(t)=t \sqrt{t} \cos \frac{1}{t}-\frac{3}{2} \int_{0}^{t} \sqrt{s} \cos \frac{1}{s} \mathrm{~d} s \quad \text { and } \quad g(t)=\int_{0}^{t} \sqrt{s} \sin \frac{1}{s} \mathrm{~d} s
$$

The product $x y$, however, is the function $\varphi_{0,0,2}$ which does not have a primitive, as we have seen in Example 2.0.1 and in Proposition 2.1.5 (b).
Recall that Problem 2.1.11 asks for a universal multiplier for $\Delta$, that is, for a function $g:[0,1] \rightarrow \mathbb{R}$ such that $x g \in \Delta$ for all $x \in \Delta$. Example 2.2.1 has shown that $g \in C$ is too weak for being a multiplier for $\Delta$. Of course, as usual we can give stronger conditions on at least one of the factors $x, y \in \Delta$ to ensure $x y \in \Delta$. Such conditions will be given in the seque $\sqrt{\text { I }}$. Our first pair of conditions also sets the first bridge for the interconnection between $\Delta$ and $B V$.

Theorem 2.2.2. For $x, y:[0,1] \rightarrow \mathbb{R}$ the following statements hold.
(a) If $x \in \Delta$ and $y \in B V \cap C$, then $x y \in \Delta$.
(b) If $x \in \Delta \cap B$ and $y \in C$, then $x y \in \Delta$.

A proof of Theorem 2.2.2 using the approximation theorem of Weierstrass can be found in [11]. We will give another proof later for the more general result in Theorem 2.2.12, but use only the KH -integral.
Part (a) of Theorem 2.2.2 says that any $y \in B V \cap C$ is a multiplier for $\Delta$. Moreover, Example 2.2.1 shows that we cannot drop the assumption $y \in B V$ in (a) and also not $x \in B$ in (b). On the other hand, Theorem 2.2 .2 allows us to find other multipliers

[^3]$g$ for $\Delta$. For instance, it suffices that $g$ is continuous and injective, because then it is strictly monotone and thus belongs to $B V$. Even simpler, the condition $g \in C^{1}$ is sufficient, because $C^{1} \subseteq B V \cap C$. If, in addition to $g \in C^{1}$, one requires $x$ to have a bounded primitive, then $x g \in \Delta$ can be deduced from Theorem 2.2.2 (b) instead of (a). Indeed, if $f$ is a bounded primitive of $x$, then from the product rule we obtain $x g=f^{\prime} g=(f g)^{\prime}-f g^{\prime} \in \Delta$, since $g^{\prime}$ is continuous.
In order to tackle Problem 2.1.11 in a more systematic way, it is reasonable to formally introduce the class of multipliers in a more general setting. For a function space $X$ of real-valued functions on $[0,1]$ we denote by
\[

$$
\begin{equation*}
X / X:=\{g:[0,1] \rightarrow \mathbb{R} \mid x g \in X \text { for all } x \in X\} \tag{2.2.3}
\end{equation*}
$$

\]

the multiplier set of $X$. So our main interest is how the set $\Delta / \Delta$ looks like. A description of $X / X$ for other spaces is also interesting. The next chapter is dedicated to this problem in much more generality. In particular, we will investigate $X / X$ and related more general multiplier sets if the underlying function spaces are one of the BV-type spaces introduced in Chapter 1. But for now, let us stay with $X / X$ for some classes $X$ that have been considered so far. If $X$ contains the constant function $\mathbb{1}$, then clearly

$$
\begin{equation*}
X / X \subseteq X \tag{2.2.4}
\end{equation*}
$$

and in case that $X$ is not closed under multiplication the inclusion in $(2.2 .4)$ is strict. Note that $X / X$ is always closed under multiplication: Indeed, if $g, h \in X / X$ are given and $x \in X$ is fixed, then $x g \in X$ and hence $x g h \in X$ which shows that then $g h \in X / X$.

For the classical spaces $X \in\{C, B, B V\}$ we clearly have equality in (2.2.4), and Theorem 2.2 .2 (a) shows that $B V \cap C \subseteq \Delta / \Delta$. The sets $\Delta / \Delta, K H / K H$ and $D / D$ are far more difficult to describe; we will discuss them in the sequel.
We start with $K H / K H$. From the Hölder Inequality we get that the multiplier set for $L_{1}$ is $L_{\infty}$. However, $L_{\infty}$ is not the multiplier set for $K H$.

Example 2.2.3. The function

$$
g(t):=\operatorname{sign} \varphi_{0,0,1}(t)= \begin{cases}-1 & \text { if } \sin (1 / t)<0 \\ 0 & \text { if } \sin (1 / t)=0 \\ 1 & \text { if } \sin (1 / t)>0\end{cases}
$$

belongs to $L_{\infty}$. But for $x=\varphi_{-1,0,1} \in K H$ we have $x g=|x| \notin K H$, as we have seen after Example 2.1.2. Thus, $g \notin K H / K H$.

The class $K H / K H$ was fully described in [87. The author proved the equality

$$
\begin{equation*}
K H / K H=B V^{*}, \tag{2.2.5}
\end{equation*}
$$

where $B V^{*}$ denotes the space of all functions $x:[0,1] \rightarrow \mathbb{R}$ that are almost everywhere equal to some function in $B V$. This explains that $g$ of Example 2.2 .3 could not be a
multiplier for $K H$, since it can be transformed into a $B V$-function only if one changes its values on a set of positive measure. From (2.2.5) and $B V \subseteq B V^{*}$ it also follows that for $x \in K H$ and $y \in B V$ we have $x y \in K H$. This has been proven for the first time by Chelidze and Dzhvarsheishvili [39]; a proof can also be found in [87] and [88]. Moreover, on every subinterval $[a, b]$ of $[0,1]$ with $0 \leq a \leq b \leq 1$ a Hölder-type inequality holds, namely

$$
\begin{equation*}
\left|\int_{a}^{b} x(t) y(t) \mathrm{d} t\right| \leq\|x\|_{K H[a, b]}\|y\|_{B V[a, b]}, \tag{2.2.6}
\end{equation*}
$$

where

$$
\|x\|_{K H[a, b]}:=\sup _{a \leq c \leq d \leq b}\left|\int_{c}^{d} x(t) \mathrm{d} t\right|
$$

is a natural norm on $K H[a, b]$, and $\|\cdot\|_{B V[a, b]}$ is the usual norm for $B V[a, b]$, introduced in Chapter 1. With these tools we are now able to give the promised proof of Theorem 2.2.2.

Proof of Theorem 2.2.2, (a) Let $x \in \Delta$ and $y \in B V \cap C$. By Theorem 2.1.3 (c) we have $x \in K H$, and from (2.2.5) follows $x y \in K H$. In order to prove $x y \in \Delta$ we have to check the limit condition (2.1.3) (with $x$ replaced by $x y$ ). To this end, fix $t \in[0,1)$; the case $t=1$ is similar and will be omitted. Since $x(s) y(s)=[x(s)-x(t)] y(s)+x(t) y(s)$ for $s \in[0,1]$ we get from $y \in \Delta$ and (2.1.3) that

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) y(s) \mathrm{d} s & =\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta}[x(s)-x(t)] y(s) \mathrm{d} s+x(t) \lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} y(s) \mathrm{d} s \\
& =\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta}[x(s)-x(t)] y(s) \mathrm{d} s+x(t) y(t) .
\end{aligned}
$$

Thus, we can assume that $x(t)=0$. By (2.2.6) we obtain

$$
\left|\int_{t}^{t+\delta} x(s) y(s) \mathrm{d} s\right| \leq \sigma(\delta)\|y\|_{B V}
$$

where we set

$$
\sigma(\delta):=\sup _{[u, v] \subseteq[t, t+\delta]}\left|\int_{u}^{v} x(s) \mathrm{d} s\right| .
$$

By Theorem 2.1.3 (a) and (d) the function $f:[t, 1] \rightarrow \mathbb{R}$, defined by

$$
f(u)=\int_{t}^{u} x(s) \mathrm{d} s,
$$

is differentiable at $u=t$ with $f^{\prime}(t)=x(t)=0$. This implies that we find for each $\varepsilon>0$ some $\eta>0$ so that $|f(u)| \leq \varepsilon|u-t|$ for $|u-t| \leq \eta$. For $|\delta| \leq \eta$ we get

$$
\sigma(\delta)=\sup _{[u, v] \subseteq[t, t+\delta]}|f(u)-f(v)| \leq \varepsilon \sup _{[u, v] \subseteq[t, t+\delta]}(|v-t|+|u-t|) \leq 2 \varepsilon \delta .
$$

We deduce

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) y(s) \mathrm{d} s=0
$$

which is exactly (2.1.3) for $x y$ and proves (a).
For (b) assume that $x \in \Delta \cap B$ and $y \in C$. We approximate $y$ uniformly by piecewise linear and continuous functions. For instance, define $y_{n}$ on $[0,1]$ piecewise linear and continuous by $y_{n}\left(k 2^{-n}\right)=y\left(k 2^{-n}\right)$ for $k \in\left\{0, \ldots, 2^{n}\right\}$ and $n \in \mathbb{N}$. Since $y$ is continuous, the functions $y_{n}$ converge indeed uniformly on $[0,1]$ to $y$, and since they are all piecewise linear, all of them belong to $B V \cap C$. By part (a), $x y_{n} \in \Delta$ for each $n \in \mathbb{N}$. Since $x$ is bounded, the products $x y_{n}$ converge also uniformly to $x y$, and finally Theorem 2.1.8 ensures $x y \in \Delta$.

Note that we have not used the continuity of $y$ in our proof of part (a), but merely $y \in \Delta$. However, this is not a real generalization: Any $B V$-function possesses only jump discontinuities, but the Darboux property, which every function in $\Delta$ has, excludes them. Thus, $B V \cap \Delta=B V \cap C$. One could also argue that the proof of part (a) of Theorem 2.2.2 remains valid if one replaces $y$ almost everywhere with another function $y \in B V \cap \Delta$. In other words, can we replace the assumption $y \in B V \cap C$ by the apparently weaker assumption $y \in B V^{*} \cap \Delta$ ? The answer is given by

Theorem 2.2.4. The identity

$$
\begin{equation*}
B V^{*} \cap \Delta=B V \cap C \tag{2.2.7}
\end{equation*}
$$

holds.
Proof. Because of $B V \subseteq B V^{*}$ and $C \subseteq \Delta$ we only need to show the inclusion $B V^{*} \cap$ $\Delta \subseteq B V \cap C$. To this end, let $x \in B V^{*}$ be a function with primitive. By definition of $B V^{*}$ there is a function $h \in B V$ which agrees almost everywhere with $x$ on $[0,1]$. The right regularization

$$
h^{\#}(t)= \begin{cases}\lim _{s \rightarrow t+} h(s) & \text { for } t \in[0,1) \\ x(1) & \text { for } t=1\end{cases}
$$

has bounded variation, is right-continuous and almost everywhere equal to $h$, because it differs from $h$ in the (at most countably many) points of discontinuity of $h$. In particular, $h^{\#}$ agrees almost everywhere with $x$ and satisfies $h^{\#}(1)=x(1)$. As a $B V$ function, $h^{\#}$ is $K H$-integrable, and with the help of Theorem 2.1.3 (b) and (d) as well as [68, Theorem 9.9] it follows for $t \in[0,1)$ that

$$
h^{\#}(t)=\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{t}^{t+\delta} h^{\#}(s) \mathrm{d} s=\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s=x(t)
$$

Since $h^{\#}(1)=x(1)$, the two functions $h^{\#}$ and $x$ are in fact equal everywhere on $[0,1]$. Thus, $x$ is a Darboux function of bounded variation and hence continuous.

In Theorem 2.2.4 the set $B V^{*} \cap \Delta$ cannot be replaced by the larger set $B V^{*} \cap D$. In [45], the author constructed a bounded upper semicontinuous Darboux function $g:[0,1] \rightarrow \mathbb{R}$ which is 0 almost everywhere but not everywhere. This function then lies within $B V^{*} \cap D$, but neither in $B V$ nor in $C$. Moreover, this $g$ can also not belong
to $\Delta$ by Theorem 2.2.4. The same is shown by Theorem 2.1.6. If $g$ had a primitive, then it would be identically zero.

The multipliers in $K H / K H$ are completely described by 2.2.5). In the literature there can also be found some asymmetric conditions for being in $K H / K H$. For instance, the authors of [67] show using the Hölder space Lip Lhe following: If a primitive of $x \in \Delta^{\text {th }}$ belongs to Lip ${ }_{\alpha}$, and if $y \in$ Lip $_{\beta}$, then $x y \in K H$ if $\alpha+\beta>1$. This description of $K H / K H$ is independent of our characterization using $B V$ and $B V^{*}$. In fact, $g \in \operatorname{Lip}_{\beta}$ is not even necessary for $g$ being in $K H / K H$, not even for $g \in \Delta / \Delta$, as the following example illustrates.

Example 2.2.5. The function $g:[0,1] \rightarrow \mathbb{R}$, defined by

$$
g(t)= \begin{cases}\frac{1}{\log (2 / t)} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

is increasing and hence of bounded variation. By (2.2.5), g belongs to $K H / K H$. Moreover, $g$ is also continuous, and so by Theorem 2.2 .2 (a) it even belongs to $\Delta / \Delta$. However, a simple calculation shows that $g$ does not belong to $\operatorname{Lip}_{\beta}$ for any $\beta>0$.

We now turn to the problem how the multipliers in $\Delta / \Delta$ look like. First, the two classes $\Delta$ and $\Delta / \Delta$ are different in structure: On the one hand and as we have seen above, $\Delta / \Delta$ is an algebra, whereas $\Delta$ is not closed under multiplication by Example 2.1 .9 or 2.2.1. On the other hand, $\Delta$ is closed under uniform convergence by Theorem 2.1.8. However, $\Delta / \Delta$ is not. To see this, first note that since $\Delta / \Delta$ is closed under multiplication, the assumption $g \in \Delta / \Delta$ implies $g \in \Delta$ and hence $g^{2}, g^{3}, \ldots, g^{n} \in \Delta / \Delta$ for all $n \in \mathbb{N}$. Therefore, as $g(t)=t$ and any constant function belong to $\Delta / \Delta$ by Theorem 2.2 .2 (a), also any polynomial is a member of $\Delta / \Delta$. By the Approximation Theorem of Weierstrass any continuous function can be uniformly approximated on $[0,1]$ by polynomials. Now, if $\Delta / \Delta$ was closed under uniform convergence, then any continuous function would also belong to $\Delta / \Delta$. However, in Example 2.2.1 we have seen that the continuous function given in $(2.2 .2)$ serves as a counterexample.
From what we have seen so far, the class $\Delta / \Delta$ must have the form

$$
\begin{equation*}
\Delta / \Delta=X \cap \Delta, \tag{2.2.8}
\end{equation*}
$$

where $X$ is a (for now unknown) class of functions which contains $B V$ as a subclass. Conversely, in the next theorem we give a superclass of $X$.

Theorem 2.2.6. The inclusion

$$
\begin{equation*}
\Delta / \Delta \subseteq B \tag{2.2.9}
\end{equation*}
$$

holds.
Proof. Let $g \in \Delta / \Delta$ be given; in particular, $g \in \Delta$ and hence $g \in K H$ by Theorem 2.1.3 (c), and thus $g$ is Lebesgue measurable [68, Theorem 9.12 (c)]. We first show that
$g$ is essentially bounded in the sense of the Lebesgue measure. Since the statements $g \in L_{\infty}$ and $g^{2} \in L_{\infty}$ are equivalent and since $\Delta / \Delta$ is closed under multiplication, we can assume that $g$ is nonnegative throughout $[0,1]$. To invoke a contradiction, we assume that $g \notin L_{\infty}$ and construct some function $x \in \Delta$ with $x g \notin \Delta$; this proves the theorem. Because $g \notin L_{\infty}$, which means esssup $g([0,1])=\infty$, we find a strictly monotone sequence $\left(t_{n}\right)$ in $[0,1]$ which converges to some $c \in[0,1]$ and satisfies

$$
\operatorname{esssup} g\left(\left[t_{n}, t_{n+1}\right]\right) \geq 5 n \quad \text { for } n \in \mathbb{N}
$$

Without loss of generality we can assume that $c \in[0,1)$ and that $\left(t_{n}\right)$ is strictly decreasing; the other cases are similar. Thus, we find $s_{n} \in\left[t_{n}, t_{n-1}\right]$ and measurable sets $A_{n} \subseteq\left[s_{n}, s_{n}+\mu_{n}\right]$ of measure $\left|A_{n}\right|=\mu_{n} / 2>0$, so that

$$
t_{n}<s_{n}-\mu_{n}<s_{n}<s_{n}+\mu_{n}<s_{n}+2 \mu_{n}<t_{n-1}
$$

and $g(t) \geq 4 n$ for $t \in A_{n}$. We now define $\alpha_{n}>0$ by

$$
\alpha_{n}:=\frac{t_{n}-t_{n+1}}{2 n \mu_{n}} \quad \text { for } n \in \mathbb{N},
$$

as well as the function $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)= \begin{cases}0 & \text { for } t \in\{0, c, 1\} \\ 0 & \text { for } t \in\left\{t_{n}, s_{n}-\mu_{n}, s_{n}+2 \mu_{n}\right\}, n \in \mathbb{N}, \\ \alpha_{n} & \text { for } s_{n} \leq t \leq s_{n}+\mu_{n}, n \in \mathbb{N}, \\ \text { linear } & \text { otherwise }\end{cases}
$$

The following picture shows $x$ on some interval $\left[t_{n}, t_{n-1}\right]$.


Figure 2.2.1: The function $x$ on a subinterval.
The function $x$ is $K H$-integrable on $[0, c]$ and on every interval $[d, 1]$ for $d \in(c, 1)$, because $x$ is piecewise linear on $[0,1] \backslash\{c\}$. For such a $d$ and $n \in \mathbb{N}$ with $t_{n}<d \leq t_{n-1}$ we have

$$
\int_{d}^{1} x(t) \mathrm{d} t \leq \int_{t_{n}}^{1} x(t) \mathrm{d} t=\sum_{j=1}^{n} \int_{s_{j}-\mu_{j}}^{s_{j}+2 \mu_{j}} x(t) \mathrm{d} t=2 \sum_{j=1}^{n} \mu_{j} \alpha_{j}=\sum_{j=1}^{n} \frac{t_{j}-t_{j+1}}{j} \leq t_{1}-t_{n+1}
$$

Since the right hand side remains bounded for $d \rightarrow c+$ and since $x$ is nowhere negative, we deduce that $x$ is even Lebesgue integrable on $[c, 1]$. Moreover,

$$
\begin{aligned}
\int_{c}^{d} x(t) \mathrm{d} t & \leq \sum_{j=n}^{\infty} \int_{t_{j}}^{t_{j-1}} x(t) \mathrm{d} t=\sum_{j=n}^{\infty} \int_{s_{j}-\mu_{j}}^{s_{j}+2 \mu_{j}} x(t) \mathrm{d} t=2 \sum_{j=n}^{\infty} \mu_{j} \alpha_{j} \\
& =\sum_{j=n}^{\infty} \frac{t_{j}-t_{j+1}}{j} \leq \frac{t_{n}-c}{n}
\end{aligned}
$$

and from that follows

$$
\frac{1}{d-c} \int_{c}^{d} x(t) \mathrm{d} t \leq \frac{t_{n}-c}{(d-c) n} \leq \frac{1}{n}
$$

Since $d \rightarrow c+$ implies $n \rightarrow \infty$, we obtain

$$
\lim _{d \rightarrow c+} \frac{1}{d-c} \int_{c}^{d} x(t) \mathrm{d} t=0=x(c)
$$

and as $x(t)=0$ for $0 \leq t \leq c$, Theorem 2.1.3 (d) shows indeed $x \in \Delta$.
It remains to show that $x g \notin \Delta$, and for that we again use Theorem 2.1.3 (d). If $x g \notin K H$, we are done by Theorem 2.1.3 (c). Therefore we assume $x g \in K H$ and have to show that the limit condition 2.1 .3 is violated. By construction of $x$ we have

$$
\begin{aligned}
\int_{c}^{t_{n}} x(t) g(t) \mathrm{d} t & =\sum_{j=n}^{\infty} \int_{t_{j+1}}^{t_{j}} x(t) g(t) \mathrm{d} t \geq \sum_{j=n}^{\infty} \int_{A_{j}} x(t) g(t) \mathrm{d} t \geq 2 \sum_{j=n}^{\infty} j \mu_{j} \alpha_{j} \\
& =\sum_{j=n}^{\infty}\left(t_{j}-t_{j+1}\right)=t_{n}-c .
\end{aligned}
$$

However, from this estimates it follows that

$$
\limsup _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{c}^{c+\delta} x(t) g(t) \mathrm{d} t \geq 1>0=x(0) g(0),
$$

which means that (2.1.3) is indeed violated. We deduce $x g \notin \Delta$, contradicting the fact that $g \in \Delta / \Delta$.

Finally, we now show that $g$ is really bounded. Due to $g \in \Delta / \Delta$ we have $g \in \Delta$, and since $g \geq 0$ and $g \in L_{\infty}$ we get $g(t) \leq\|g\|_{L_{\infty}}$ for almost all $t \in[0,1]$. From Theorem 2.1.3 (d) in combination with [68, Theorem 9.9] we obtain

$$
g(t)=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} g(t) \mathrm{d} t \leq \lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta}\|g\|_{L_{\infty}} \mathrm{d} t=\|g\|_{L_{\infty}}
$$

for each $t \in[0,1]$ and consequently $g \in B$, as claimed.
In the proof of the last theorem we have deduced $g \in B$ from $g \in \Delta \cap L_{\infty}$. This deduction does not work anymore if we replace $g \in \Delta \cap L_{\infty}$ by $g \in D \cap L_{\infty}$. We show that there is a Darboux function which is zero almost everywhere (and in particular essentially bounded with $L_{\infty}$-norm 0 ), but attains every real number in every proper real interval (and so is dramatically unbounded). This example is similar to one found in the introduction of the book [147], in which the authors construct a Darboux function that maps any subinterval $[a, b]$ onto the entire interval $[0,1]$ but has no primitive on subintervals. Our example is an unbounded version of this idea. ${ }^{2}$

[^4]Example 2.2.7. Let $I_{n}=\left[a_{n}, b_{n}\right] \subseteq[0,1]$ with $a_{n}, b_{n} \in \mathbb{Q}$ and $a_{n}<b_{n}$ for $n \in \mathbb{N}$ be an enumeration of all proper subintervals of $[0,1]$ with rational end points. Inductively, one can extract pairwise disjoint Cantor sets $C_{n} \subseteq I_{n}$ such that each has Lebesgue measure zero. Since each such set $C_{n}$ has the cardinality of $\mathbb{R}$, there are bijective functions $g_{n}: C_{n} \rightarrow \mathbb{R}$ for each $n \in \mathbb{N}$. We put

$$
g(t):= \begin{cases}g_{n}(t) & \text { for } t \in C_{n}, n \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

Now, if an interval $[a, b] \subseteq[0,1]$ with $a<b$ is given, then since $\mathbb{Q}$ is dense in $\mathbb{R}$ we find some $m \in \mathbb{N}$ satisfying $I_{m} \subseteq[a, b]$. From $g\left(I_{m}\right) \supseteq g_{m}\left(C_{m}\right)=\mathbb{R}$ we deduce $g([a, b])=\mathbb{R}$; in particular, $g$ is a Darboux function that attains every real number in any proper real interval. Because all the sets $C_{n}$ have measure zero, their union has measure zero, too, and $g$ is indeed zero almost everywhere. By Theorem 2.1.6, $g$ cannot have a primitive on some subinterval of $[0,1]$.
We are now going to answer the question on how the functions in $\Delta / \Delta$ look like. In order to do so, let us consider the following class of functions.

$$
\begin{equation*}
\overline{B V}:=\left\{g:[0,1] \rightarrow \mathbb{R} \mid \forall t \in[0,1]: \limsup _{\delta \rightarrow 0} \operatorname{Var}(g,[t+\delta, t+2 \delta])<\infty\right\} \tag{2.2.10}
\end{equation*}
$$

This class is situated between $B V$ and $L_{1}$, that is, the inclusions

$$
\begin{equation*}
B V \subseteq \overline{B V} \subseteq L_{1} \tag{2.2.11}
\end{equation*}
$$

hold, where the first is obvious, and the second is shown in our next
Proposition 2.2.8. Every function in $\overline{B V}$ is Lebesgue integrable.
Proof. First note that any $x \in \overline{B V}$ is (Lebesgue) measurable since it can have only countably many points of discontinuity. In order to show that $x$ is Lebesgue integrable it suffices to show that $x$ is locally Lebesgue integrable on $[0,1]$, that is, $x \in L_{1}\left(\left[t_{0}-\right.\right.$ $\left.\left.\delta, t_{0}+\delta\right] \cap[0,1]\right)$ for all $t_{0} \in[0,1]$ and suitable $\delta>0$ depending on $t_{0}$. We only show this for $t_{0}=0$, the other cases are similar.
Since $x \in \overline{B V}$ there are $M>0$ and $N \in \mathbb{N}$ such that

$$
\operatorname{Var}\left(x, I_{n}\right) \leq M \quad \text { for } n \geq N
$$

where $I_{n}:=\left[2^{-n-1}, 2^{-n}\right]$. For any $t \in I_{n}$ we have $|x(t)| \leq\left|x\left(2^{-n}\right)\right|+\operatorname{Var}\left(x, I_{n}\right) \leq$ $\left|x\left(2^{-n}\right)\right|+M$; in particular, $\left|x\left(2^{-n-1}\right)\right| \leq M+\left|x\left(2^{-n}\right)\right|$ for all $n \geq N$. This implies $\left|x\left(2^{-n}\right)\right| \leq(n-N) M+m$ for all $n \geq N$, where $m:=\left|x\left(2^{-N}\right)\right|$, and thus

$$
|x(t)| \leq(n-N+1) M+m \leq n M+m \quad \text { for } t \in I_{n}, n \geq N .
$$

We obtain

$$
\begin{aligned}
\int_{0}^{2^{-N}}|x(t)| \mathrm{d} t & =\sum_{n=N}^{\infty} \int_{2^{-n-1}}^{2^{-n}}|x(t)| \mathrm{d} t \leq \sum_{n=N}^{\infty}\left(2^{-n}-2^{-n-1}\right)(n M+m) \\
& =2^{-N}(m+M+M N)
\end{aligned}
$$

which shows that $x$ is indeed Lebesgue integrable on $\left[0,2^{-N}\right.$ ].

The characteristic function $\chi_{\mathbb{Q} n[0,1]}$ which belongs to $L_{1} \backslash \overline{B V}$ shows that the second inclusion in (2.2.11) is strict. Our next example proves that also the first inclusion in 2.2.11 is strict. Moreover, it also illustrates that in contrast to $B V$ the class $\overline{B V}$ is not contained in $B$.

Example 2.2.9. The function

$$
x(t)= \begin{cases}\log (t) & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

is unbounded and so certainly not in $B V$. Moreover, for $t>0$ and $t+\delta, t+2 \delta \in(0,1)$ we have

$$
\begin{aligned}
\operatorname{Var}(x,[t+\delta, t+2 \delta]) & =|x(t+\delta)-x(t+2 \delta)|=|\log (t+\delta)-\log (t+2 \delta)| \\
& =\left|\log \frac{t+\delta}{t+2 \delta}\right| \longrightarrow 0 \quad \text { as } \delta \rightarrow 0,
\end{aligned}
$$

and for $t=0$ and $0<\delta<1 / 2$ we get

$$
\operatorname{Var}(x,[\delta, 2 \delta])=|x(\delta)-x(2 \delta)|=\left|\log \frac{1}{2}\right|=\log (2)
$$

Consequently, $x \in \overline{B V}$.
One could argue that any function $x \in \overline{B V} \cap D$ must be bounded, since such a function can have only finitely many discontinuities. Indeed, for any $t \in[0,1]$ the function $x$ must be of bounded variation on each interval $[t+\delta, t+2 \delta]$ for sufficiently small $\delta>0$ and hence continuous there because of the Darboux property. This means that for each $t \in[0,1]$ the function $x$ must be continuous on $[t-\delta, t+\delta] \backslash\{t\}$ for small $\delta>0$, and thus can have only finitely many discontinuities as $[0,1]$ is compact. However, the following example shows that even if $x \in \overline{B V} \cap D$ is discontinuous at only one point, then it may still be unbounded.

Example 2.2.10. Define the sequence of natural numbers $\left(k_{n}\right)_{n \in \mathbb{N}_{0}}$ by

$$
k_{0}, k_{1}, k_{2}, k_{3}, \ldots=0,1,0,1,2,1,0,1,2,3,2,1,0,1,2,3,4,3,2,1,0, \ldots
$$

which, for instance, can be constructed explicitly as follows. For $n \in \mathbb{N}_{0}$ we set

$$
i_{n}:=\left\lfloor\frac{\sqrt{1+4 n}-1}{2}\right\rfloor, \quad a_{n}:=i_{n}\left(i_{n}+1\right) \quad \text { and } \quad b_{n}:=\left(i_{n}+1\right)\left(i_{n}+2\right)
$$

Then

$$
k_{n}=\frac{b_{n}-a_{n}}{2}-\left|\frac{a_{n}+b_{n}}{2}-n\right| .
$$

We now define the function $x:[0,1] \rightarrow \mathbb{R}$ by $x(0)=0$, and piecewise linear and continuous on $(0,1]$ by $x\left(2^{-n}\right)=k_{n}$ for $n \in \mathbb{N}_{0}$. Here is a picture of $x$ on $\left[2^{-12}, 1\right]$,
where the $t$-axis has partially been scaled in a logarithmic manner to make the line segments more visible.


Figure 2.2.2: The function $x$ on a partially logarithmic scale.
Then $x \in B V[a, 1]$ for all $a \in(0,1)$ and $\operatorname{Var}\left(x,\left[2^{-(n+1)}, 2^{-n}\right]\right)=\left|k_{n+1}-k_{n}\right|=1$ for all $n \in \mathbb{N}_{0}$, and this implies $x \in \overline{B V}$. To see this, note that for $\delta \in(0,1)$ we find some $n \in \mathbb{N}$ such that $2^{-n} \leq \delta \leq 2^{-n+1}$. Therefore, $2^{-n+1} \leq 2 \delta \leq 2^{-n+2}$; we obtain

$$
\operatorname{Var}(x,[\delta, 2 \delta]) \leq \operatorname{Var}\left(x,\left[2^{-n}, 2^{-n+2}\right]\right)=2
$$

and thus indeed $x \in \overline{B V}$.
Moreover, since $x$ is continuous and nonnegative on $(0,1]$, and since $x\left(\left[0,2^{-n}\right]\right)=[0, \infty)$, we conclude $x \in D$, but $x \notin B$.
As we have seen, the inclusion $\overline{B V} \cap D \subseteq B$ is false. But it turns true if we replace $D$ by the space $\Delta$.

Proposition 2.2.11. The inclusion

$$
\overline{B V} \cap \Delta \subseteq B
$$

holds.
Proof. Fix $x \in \overline{B V} \cap \Delta$, and assume that $x$ is unbounded. Then there is a sequence $\left(t_{n}\right)$ in $[0,1]$ such that $\left|x\left(t_{n}\right)\right| \rightarrow \infty$ as $n \rightarrow \infty$. Since $[0,1]$ is compact, we can assume by passing to a suitable subsequence that $\left(t_{n}\right)$ converges monotonically to some $t_{0}$. We suppose that $\left(t_{n}\right)$ decreases to $t_{0} \in[0,1)$ and that $x\left(t_{n}\right) \rightarrow \infty$; the other cases are similar. For each $n \in \mathbb{N}$ there is some $k \in \mathbb{N}$ such that $t_{n} \in J_{k}:=\left[t_{0}+2^{-k}, t_{0}+2^{-k+1}\right]$. For any $s \in J_{k}$ we clearly have

$$
\begin{equation*}
x\left(t_{n}\right) \leq x(s)+\operatorname{Var}\left(x, J_{k}\right) \tag{2.2.12}
\end{equation*}
$$

Since $x \in \Delta$, by Theorem 2.1.3 (d) $x$ is also $K H$-integrable and satisfies the limit condition (2.1.3). Consequently, integrating (2.2.12) on both sides with respect to $s$ gives

$$
\begin{equation*}
x\left(t_{n}\right) \leq \frac{1}{2^{-k}} \int_{t_{0}+2^{-k}}^{t_{0}+2^{-k+1}} x(s) \mathrm{d} s+\operatorname{Var}\left(x, J_{k}\right) \tag{2.2.13}
\end{equation*}
$$

Since $x$ belongs to $\overline{B V}$, there is some $M>0$ such that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \operatorname{Var}\left(x, J_{k}\right)=M<\infty \tag{2.2.14}
\end{equation*}
$$

and since $x$ satisfies (2.1.3) at $t_{0}$ we get

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{2^{-k}} \int_{t_{0}+2^{-k}}^{t_{0}+2^{-k+1}} x(s) \mathrm{d} s=x\left(t_{0}\right) \tag{2.2.15}
\end{equation*}
$$

Letting $n \rightarrow \infty$ implies $k \rightarrow \infty$, and we obtain from (2.2.13), (2.2.14) and (2.2.15) that

$$
\begin{aligned}
\infty & =\lim _{n \rightarrow \infty} x\left(t_{n}\right) \leq \limsup _{k \rightarrow \infty}\left(\frac{1}{2^{-k}} \int_{t_{0}+2^{-k}}^{t_{0}+2^{-k+1}} x(s) \mathrm{d} s+\operatorname{Var}\left(x, J_{k}\right)\right) \\
& =\lim _{k \rightarrow \infty} \frac{1}{2^{-k}} \int_{t_{0}+2^{-k}}^{t_{0}+2^{-k+1}} x(s) \mathrm{d} s+\limsup _{k \rightarrow \infty} \operatorname{Var}\left(x, J_{k}\right)=x\left(t_{0}\right)+M<\infty .
\end{aligned}
$$

But this is impossible, and the claim is proven.
Proposition 2.2.11 implies that the function $x$ constructed in Example 2.2.10 while having the Darboux property cannot possess a primitive. Moreover, the compactness of the domain of definition is important: The function $x=\log$ on $(0,1]$ with $x(0)=0$ from Example 2.2.9 belongs to $C^{1}(0,1]$ and hence also to $D(0,1], \Delta(0,1]$ and $\overline{B V}(0,1]$, but not to $B(0,1]$ and $B V(0,1]$.
The specialty of the class $\overline{B V}$ is now that it is exactly that class $X$ of functions we were searching for in 2.2.8). More precisely, we have the following result.

Theorem 2.2.12. The identity

$$
\Delta / \Delta=\overline{B V} \cap \Delta
$$

## holds.

Fleissner was the first, who characterized $\Delta / \Delta$ completely in the sense of Theorem 2.2.12 using an improper Stieltjes integral and a similar type of bounded variation which he called distant bounded variation [59]. Later, Mařík reformulated Fleissner's results and used only functions of bounded variation instead of Stieltjes integrals [111]. He identified the missing class $X$ in 2.2 .8 to be the class of those functions $g:[0,1] \rightarrow \mathbb{R}$ which satisfy for all $t \in[0,1]$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left[\operatorname{Var}\left(g,\left[t+\frac{1}{2^{n}}, t+\frac{2}{2^{n}}\right]\right)+\operatorname{Var}\left(g,\left[t-\frac{2}{2^{n}}, t-\frac{1}{2^{n}}\right]\right)\right]<\infty \tag{2.2.16}
\end{equation*}
$$

Mařík together with Bruckner and Weil then used the condition

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left[\operatorname{Var}\left(g,\left[t+\frac{1}{n}, t+\frac{2}{n}\right]\right)+\operatorname{Var}\left(g,\left[t-\frac{2}{n}, t-\frac{1}{n}\right]\right)\right]<\infty \tag{2.2.17}
\end{equation*}
$$

instead of 2.2.16) [24]. However, it is easily seen that the classes characterized by (2.2.16) and (2.2.17) in fact coincide with the class $\overline{B V}$. This was also recognized by

Mařík who gave an alternative proof for Theorem 2.2.12 and his original reformulation of Fleissner's result in the paper [113].
We summarize some of the ideas of Maří's first proof [111] to give a proof for the inclusion "?" in Theorem 2.2.12 This will give another impression of how useful Theorem 2.1.3 is for those kind of arguments. The other inclusion is more difficult and technical to prove; we refer the reader to the literature mentioned above.

Proof of " $\supseteq$ " of Theorem 2.2.12. Let $g \in \overline{B V} \cap \Delta$ and $x \in \Delta$; we have to show that $x g \in \Delta$. To this end, fix $t \in[0,1)$; as in our proof of Theorem 2.2 .2 (a) we can assume that $x(t)=0$. For a given $\varepsilon>0$ we find some $\eta>0$ such that the function

$$
f(u):=\int_{t}^{u} x(s) \mathrm{d} s
$$

satisfies the estimate $|f(u)| \leq \varepsilon|u-t|$ for $|t-u| \leq \eta$. Writing $I_{j}:=\left[t+2^{-(j+1)}, t+2^{-j}\right]$, we find due to $g \in \overline{B V} \cap \Delta$ and Proposition 2.2.11 some $M>0$ and $N \in \mathbb{N}$ with

$$
g(s)+\operatorname{Var}\left(g, I_{j}\right) \leq M \quad \text { for } j \geq N, s \in I_{j}
$$

From (2.2.6 follows $x g \in K H\left(I_{j}\right)$ for all $j \geq N$, as well as

$$
\begin{equation*}
\left|\int_{I_{j}} x(s) g(s) \mathrm{d} s\right| \leq M s_{j} \tag{2.2.18}
\end{equation*}
$$

where we put similarly to (2.2.6)

$$
s_{j}:=\sup _{[u, v] \subseteq I_{j}}\left|\int_{u}^{v} x(s) \mathrm{d} s\right| .
$$

From the estimate $|f(u)| \leq \varepsilon|u-t|$ we obtain

$$
s_{j}=\sup _{[u, v] \subseteq I_{j}}|f(u)-f(v)| \leq \frac{\varepsilon}{2^{j-1}}
$$

For $2^{-(n+1)} \leq \delta<2^{-n}<\varepsilon$ we have using 2.2.18

$$
\left|\int_{t}^{t+\delta} x(s) g(s) \mathrm{d} s\right| \leq \sum_{j=n}^{\infty}\left|\int_{I_{j}} x(s) g(s) \mathrm{d} s\right| \leq M \sum_{j=n}^{\infty} s_{j} \leq M \varepsilon \sum_{j=n}^{\infty} \frac{1}{2^{j-1}}=\frac{4 M \varepsilon}{2^{n}} \leq 8 M \delta \varepsilon ;
$$

in particular, $x g \in K H[t, t+\delta]$. We deduce

$$
\limsup _{\delta \rightarrow 0+} \frac{1}{\delta}\left|\int_{t}^{t+\delta} x(s) g(s) \mathrm{d} s\right| \leq 8 M \varepsilon
$$

and since $\varepsilon>0$ had been chosen arbitrarily, we obtain

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) g(s) \mathrm{d} s=0=x(t) g(t)
$$

Similarly, one can show that $x g \in K H[t-\delta, t]$ for $t \in(0,1]$ and sufficiently small $\delta>0$, as well as

$$
\lim _{\delta \rightarrow 0-} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) g(s) \mathrm{d} s=0=x(t) g(t)
$$

In total, we have shown that $x g$ is $K H$-integrable in a neighborhood of any point $t \in[0,1]$ and that it satisfies (2.1.3) there. Since $[0,1]$ is compact, $x g \in K H$, and an application of Theorem 2.1.3 (d) yields indeed $x g \in \Delta$.

Fleissner's and Mařík's results encapsulated in Theorem 2.2.12 show, as mentioned above, that the missing class in 2.2 .8 is $X=\overline{B V}$. We check this result immediately in case of our test functions $\varphi_{\alpha, \beta, n}$ defined in 1.1.1).

Proposition 2.2.13. For the functions (1.1.1) the following relations hold.
(a) $\varphi_{\alpha, \beta, n} \in \overline{B V}$ if and only if $\alpha \geq 1$.
(b) $\varphi_{\alpha, \beta, n} \in \Delta / \Delta$ if and only if $\alpha \geq 1$ and $\beta=0$.

Proof. To prove (a) first note that $\varphi_{\alpha, \beta, n} \in B V$ if and only if $\alpha>1$ by Proposition 1.1.12 (b). Therefore, we focus on the case when $\alpha \leq 1$. Due to $\varphi_{\alpha, \beta, n} \in B V[\varepsilon, 1] \subseteq$ $\overline{B V}[\varepsilon, 1]$ for every $\varepsilon \in(0,1)$, we only need to investigate those triples $(\alpha, \beta, n) \in$ $(-\infty, 1] \times \mathbb{R} \times \mathbb{N}$ for which the condition

$$
\limsup _{\delta \rightarrow 0+} \operatorname{Var}\left(\varphi_{\alpha, \beta, n},[\delta, 2 \delta]\right)<\infty
$$

is fulfilled. To this end, fix $\delta \in(0,1 / 2)$. For $t_{m}:=1 /\left(m \pi+\frac{\pi}{2}\right)$ with $m \in \mathbb{N}$ and $t_{m} \leq 2 \delta \leq t_{m-1}$ we have $t_{2 m+1} \leq \delta \leq t_{2 m-2}$. As the $t_{m}$ run through the local maxima and minima of $\varphi_{\alpha, \beta, n}$ we get for $\alpha=1$

$$
\begin{aligned}
\operatorname{Var}\left(\varphi_{1, \beta, n},[\delta, 2 \delta]\right) & \leq \operatorname{Var}\left(\varphi_{1, \beta, n},\left[t_{2 m+1}, t_{m-1}\right]\right)=\sum_{j=m-1}^{2 m+1}\left|\varphi_{1, \beta, n}\left(t_{j}\right)\right|=\sum_{j=m-1}^{2 m+1} t_{j} \\
& \leq t_{m-1}+\int_{m-1}^{2 m+1} \frac{1}{\pi t+\frac{\pi}{2}} \mathrm{~d} t \\
& =\frac{1}{m \pi-\frac{\pi}{2}}+\frac{1}{\pi} \log \left(\frac{4 m+3}{2 m-1}\right) \longrightarrow \frac{\log 2}{\pi} \quad \text { as } m \rightarrow \infty .
\end{aligned}
$$

Because $\delta \rightarrow 0+$ implies $m \rightarrow \infty$, we deduce that

$$
\limsup _{\delta \rightarrow 0+} \operatorname{Var}\left(\varphi_{1, \beta, n},[\delta, 2 \delta]\right) \leq \frac{\log 2}{\pi}<\infty
$$

and hence $\varphi_{1, \beta, n} \in \overline{B V}$.
For $0 \leq \alpha<1$ one shows similarly

$$
\begin{aligned}
\operatorname{Var}\left(\varphi_{\alpha, \beta, n}[\delta, 2 \delta]\right) & \geq \operatorname{Var}\left(\varphi_{\alpha, \beta, n},\left[t_{2 m-2}, t_{m}\right]\right)=\sum_{j=m}^{2 m-2}\left|\varphi_{\alpha, \beta, n}\left(t_{j}\right)\right|=\sum_{j=m}^{2 m-2} t_{j}^{\alpha} \\
& \geq \int_{m}^{2 m-1} \frac{1}{\left(\pi t+\frac{\pi}{2}\right)^{\alpha}} \mathrm{d} t \geq \frac{1}{(2 \pi)^{\alpha}} \int_{m}^{2 m-1} \frac{1}{t^{\alpha}} \mathrm{d} t \\
& =\frac{(2 m-1)^{1-\alpha}-m^{1-\alpha}}{(2 \pi)^{\alpha}(1-\alpha)} \longrightarrow \infty \quad \text { as } m \rightarrow \infty
\end{aligned}
$$

Since again $\delta \rightarrow 0+$ implies $m \rightarrow \infty$, we obtain this time

$$
\limsup _{\delta \rightarrow 0+} \operatorname{Var}\left(\varphi_{\alpha, \beta, n},[\delta, 2 \delta]\right)=\infty
$$

and hence $\varphi_{\alpha, \beta, n} \notin \overline{B V}$.
Finally, we have for $\alpha<0$,

$$
\begin{aligned}
\operatorname{Var}\left(\varphi_{\alpha, \beta, n},[\delta, 2 \delta]\right) & \geq \operatorname{Var}\left(\varphi_{\alpha, \beta, n},\left[t_{2 m-2}, t_{m}\right]\right)=\sum_{j=m}^{2 m-2}\left|\varphi_{\alpha, \beta, n}\left(t_{j}\right)\right|=\sum_{j=m}^{2 m-2} t_{j}^{\alpha} \\
& =\sum_{j=m}^{2 m-2}(j \pi+\pi / 2)^{|\alpha|} \geq(m \pi+\pi / 2)^{|\alpha|} \geq m^{|\alpha|}
\end{aligned}
$$

and so again $\varphi_{\alpha, \beta, n} \notin \overline{B V}$. Consequently, part (a) is proven.
A proof of (b) is now immediate. Just combine part (a), Theorem 2.2.12 and Proposition 2.1.5 (b).

Proposition 2.2.13 allows us to provide another example showing that the first inclusion in (2.2.11) is strict. Indeed, combining Proposition 1.1.12 (b) with Proposition 2.2.13 (a) shows that $\varphi_{1, \beta, n} \in \overline{B V} \backslash B V$ and, in addition, $\varphi_{1,0, n} \in(\Delta / \Delta) \backslash B V$. So there are functions of unbounded variation that still belong to $\Delta / \Delta$. At first glance it might be surprising that $\Delta / \Delta$ contains also discontinuous functions of unbounded variation; we construct such a function in the following
Example 2.2.14. For $n \in \mathbb{N}$ put $\mu_{n}:=3^{1-n} / 4$ and $t_{n}:=2^{-n}$, and define $g:[0,1] \rightarrow \mathbb{R}$ by

$$
g(t)= \begin{cases}0 & \text { for } t \in\{0,1\} \\ 0 & \text { for } t \in\left\{t_{n}, t_{n}+2 \mu_{n}\right\}, n \in \mathbb{N} \\ 1 & \text { for } t=t_{n}+\mu_{n}, n \in \mathbb{N} \\ \text { linear } & \text { otherwise }\end{cases}
$$

see the following graphic.


Figure 2.2.3: The function $g$ on $[0,1]$.
Then $g$ is continuous and piecewise linear on $(0,1]$ and attains values only in $[0,1]$. However, $g$ is discontinuous at $t=0$, and of unbounded variation near 0 , as

$$
\operatorname{Var}\left(g,\left[t_{n+k}, t_{n}\right]\right)=2 k \quad \text { for } k \in \mathbb{N} .
$$

As a measurable, bounded and nonnegative function, $g$ is $K H$-integrable on $[0,1]$ and satisfies for $t_{n+1} \leq \delta \leq t_{n}$ the estimates

$$
\frac{1}{\delta} \int_{0}^{\delta} g(t) \mathrm{d} t \leq \frac{1}{t_{n+1}} \int_{0}^{t_{n}} g(t) \mathrm{d} t=2^{n+1} \frac{3}{4} \sum_{j=n+1}^{\infty} \frac{1}{3^{j}}=\frac{3}{4}\left(\frac{2}{3}\right)^{n} \longrightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Since $\delta \rightarrow 0+$ implies $n \rightarrow \infty$, we obtain

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} g(t) \mathrm{d} t=0=g(0)
$$

and so $g$ has a primitive by Theorem 2.1.3 (d).
For $t_{n+1} \leq \delta \leq t_{n}$ we have $t_{n} \leq 2 \delta \leq t_{n-1}$, and this yields

$$
\operatorname{Var}(g,[\delta, 2 \delta]) \leq \operatorname{Var}\left(g,\left[t_{n+1}, t_{n-1}\right]\right)=4
$$

in particular,

$$
\limsup _{\delta \rightarrow 0+} \operatorname{Var}(g,[\delta, 2 \delta]) \leq 4<\infty
$$

which means nothing but $g \in \overline{B V}$. Theorem 2.2 .12 now says $g \in \Delta / \Delta$.
The zigzag function in Example 2.2.14 visualizes the subtle difference between the classes $\Delta$ and $\Delta / \Delta$. In order to make a function $g$ with peaks belong to $\Delta$, its peaks have to get slim sufficiently quickly, and in order to ensure $g \in \Delta / \Delta$, the positions of those peaks have to go to zero sufficiently fast. Roughly speaking, $\Delta$ is responsible for the width of the peaks, and $\Delta / \Delta$ for their placement.
We thus have characterized the multiplier sets $X / X$ for $X \in\{B, B V, C, K H, \Delta\}$. As mentioned at the beginning of this chapter, the class $D / D$ is also hard to handle. We will investigate this class in much more detail in the next chapter, but we still give some structural properties here and put a particular emphasis on its relation to $\Delta$.
We first show by means of an example that $D$ is also not closed under multiplication.
Example 2.2.15. In Example 1.1.2 we constructed two functions $x, y \in D$, the sum of which does not lie within $D$. From that we easily obtain a corresponding example for the product, namely the two functions $\tilde{x}=\exp \circ x$ and $\tilde{y}=\exp \circ y$. They are Darboux functions, but their product $\tilde{x} \tilde{y}=\exp \circ(x+y)=\exp \circ \chi_{\{0\}}$ is not.
Even more interesting is the following example [24] which shows that the product of two functions of $\Delta$ does not necessarily belong to $D$ anymore.

Example 2.2.16. Let $x, y:[0,1] \rightarrow \mathbb{R}$ be defined by

$$
x(t)=\pi \max \left\{\varphi_{0,1 / \pi, 1}(t), 0\right\} \quad \text { and } \quad y(t)=\pi \min \left\{\varphi_{0,-1 / \pi, 1}(t), 0\right\} .
$$

Then both $x$ and $y$ are Lebesgue integrable and continuous on $(0,1]$. Similarly as in the proof of Proposition 2.1.5 one can show that both $x$ and $y$ have primitives. On the other hand, $x y=-\chi_{\{0\}}$ is not even a Darboux function.

By replacing $y$ by $-y$ in Example 2.2.15 we see that the fraction $x / y$ of two functions $x, y \in D$ (with $y(t) \neq 0$ for $t \in[0,1]$ ) also does not necessarily lie in $D$. A similar modification for an analogue of Example 2.2.16, however, is not possible. Hruška has shown in [11], that the quotient $x / y$ of two functions $x, y \in \Delta$ (again with $y(t) \neq 0$ for $t \in[0,1])$ surprisingly always belongs to $D$ !
Because of our discussion of (2.2.4) and Example 2.2.15 we conclude that the strict inclusion

$$
\begin{equation*}
D / D \subsetneq D \tag{2.2.19}
\end{equation*}
$$

must be true, and so the class $D / D$ is certainly smaller than $D$. How small $D / D$ really is will be shown in Theorem 3.1 .8 in the next chapter, according to which $D / D$ contains only constant functions!
In Figure 2.2 .4 below we give a summary of identities and inclusions of the most important function spaces that have been considered in this chapter. Here, $A \longrightarrow B$ means $A \subsetneq B$.


Figure 2.2.4: Inclusions between classical sets.

The following example shows that none of the somewhat exotic sets $\overline{B V}$ and $B V^{*}$ which are both strict supersets of $B V$ includes the other. The same is true if one replaces $\overline{B V}$ by the smaller class $B \cap \overline{B V}$.
Example 2.2.17. By Proposition 1.1 .12 (a) and (b) and Proposition 2.2.13 (a) the functions $\varphi_{1, \beta, n}$ belong to $B \cap \overline{B V}$ for arbitrary $\beta \in \mathbb{R}$ and $n \in \mathbb{N}$, but not to $B V$ and hence also not to $B V^{*}$. However, the function

$$
x(t):= \begin{cases}n & \text { for } t=1 / n, n \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

belongs to $B V^{*}$, but not to $\overline{B V}$ let alone to $B$, as $x(1 / n)=n \rightarrow \infty$ and

$$
\operatorname{Var}\left(x,\left[\frac{1}{2 n}, \frac{1}{n}\right]\right) \geq\left|x\left(\frac{1}{2 n}\right)-x\left(\frac{1}{n}\right)\right|=n
$$

show.

In Table 2.2.1 below we gather all conditions on $(\alpha, \beta, n) \in \mathbb{R}^{2} \times \mathbb{N}$ for which the functions $\varphi_{\alpha, \beta, n}$ from 1.1.1) belong to a certain class of functions.

Table 2.2.1: Conditions under which $\varphi_{\alpha, \beta, n}$ belongs to certain function classes.

| $\varphi_{\alpha, \beta, n} \in$ | if $\alpha$ | and $\beta$ | and $n$ |
| :---: | :--- | :--- | :--- |
| $B$ | $\geq 0$ | arbitrary | arbitrary |
| $C$ | $>0$ | $=0$ | arbitrary |
| $D$ | $>0$ | $=0$ | arbitrary |
|  | $=0$ | $\in[0,1]$ | even |
| $=0$ | $\in[-1,1]$ | odd |  |
|  | $<0$ | $\geq 0$ | even |
|  | $<0$ | arbitrary | odd |
| $B V$ | $>1$ | arbitrary | arbitrary |
| $B V^{*}$ | $>1$ | arbitrary | arbitrary |
| $\overline{B V}$ | $\geq 1$ | arbitrary | arbitrary |
| $\Delta$ | $>0$ | $=0$ | even |
|  | $=0$ | $=\frac{1}{\pi} \int_{0}^{\pi} \sin ^{n} t \mathrm{~d} t$ | even |
|  | $>-1$ | $=0$ | odd |
| $\Delta / \Delta$ | $\geq 1$ | $=0$ | arbitrary |
| $L_{1}$ | $>-1$ | arbitrary | arbitrary |
| $K H$ | $>-1$ | arbitrary | even |
|  | $>-2$ | arbitrary | odd |
| $K H / K H$ | $>1$ | arbitrary | arbitrary |

We close this section with a question that is important for applications: How does the algebra $\operatorname{Alg}(\Delta)$ generated by $\Delta$ look like? Of course, this question makes sense only because the product of two functions with primitive does not necessarily have a primitive.
It is easy to see that any function $x \in \Delta$ belongs to the class $\mathcal{B}_{1}$ of Baire- 1 functions which are those functions that can be written as a pointwise limit of continuous functions. Indeed, if $f$ is a primitive of $x \in \Delta$, then

$$
x(t)=f^{\prime}(t)=\lim _{n \rightarrow \infty} n[f(t+1 / n)-f(t)] \quad \text { for } 0 \leq t \leq 1,
$$

where $f$ has been continuously extended to [0,2] by $f(t)=f(1)+x(1)(t-1)$ for $t \in(1,2]$.
Thus, $\Delta \subseteq \mathcal{B}_{1}$, and since $\mathcal{B}_{1}$ is an algebra, we even have $\operatorname{Alg}(\Delta) \subseteq \mathcal{B}_{1}$. A characterization of those Baire-1 functions which can be expressed as a product of two (or, more general, finitely many) functions from $\Delta$ is to the best of our knowledge not known; we only know that not every Baire-1 function can be written that way. Here is an example of such a function, that even belongs to $\mathcal{B}_{1} \cap D$.

Example 2.2.18. By the Propositions 1.1 .12 and 2.1 .5 it is immediate that the function $p:[0,1] \rightarrow \mathbb{R}$, defined by

$$
p(t):=2+\varphi_{0,-1,1}(t)= \begin{cases}2+\sin \frac{1}{t} & \text { for } 0<t \leq 1 \\ 1 & \text { for } t=0\end{cases}
$$

is positive and belongs to $\mathcal{B}_{1} \cap D$. However, by Proposition 2.1.5 (b) it has no primitive. We now show that $p$ cannot be written as a product of two functions from $\Delta$.
Assume the opposite, that is, $p=x y$ for some $x, y \in \Delta$. Then both $x$ and $y$ are Darboux functions, and since $p$ is positive everywhere on $[0,1]$, both $x$ and $y$ are either positive or negative throughout $[0,1]$, since a sign change of $x$ or $y$ implies that $p$ has a zero. Moreover, since $1 \leq p \leq 3$ on $[0,1]$, we get from the Cauchy Schwarz Inequality for $0<\delta \leq 1$,

$$
\left(\frac{1}{\delta} \int_{0}^{\delta} p(t) \mathrm{d} t\right)^{2} \leq \frac{3}{\delta^{2}}\left(\int_{0}^{\delta} \sqrt{x(t) y(t)} \mathrm{d} t\right)^{2} \leq 3\left(\frac{1}{\delta} \int_{0}^{\delta} x(t) \mathrm{d} t\right)\left(\frac{1}{\delta} \int_{0}^{\delta} y(t) \mathrm{d} t\right)
$$

Letting $\delta \rightarrow 0+$ yields together with Theorem 2.1.3 (d) and Proposition 2.1.5 (b),

$$
4 \leq 3 x(0) y(0)=3 p(0)=3,
$$

a contradiction.
In view of Example 2.2.18 the following result of Preiss proved in 131 is remarkable.
Theorem 2.2.19. The identity

$$
\begin{equation*}
\mathcal{B}_{1}=\{x y+z \mid x, y, z \in \Delta\} \tag{2.2.20}
\end{equation*}
$$

is true, that is, every Baire-1 function $p$ can be written as a sum $p=x y+z$ of $a$ product of two derivatives and another derivative. If $p$ is bounded, then the functions $x, y, z$ can be chosen to be bounded, as well. In particular, $\operatorname{Alg}(\Delta)=\mathcal{B}_{1}$.

Theorem 2.2 .19 is indeed astonishing: Although there are many Baire- 1 functions $p$ which cannot be expressed as a product of two functions form $\Delta$ it suffices to add a suitable function from $\Delta$ to change that. We illustrate this with the following

Example 2.2.20. Let $p:[0,1] \rightarrow \mathbb{R}$ be defined as in Example 2.2.18; we already know that $p$ cannot be written as a product of two derivatives. On the other hand, we have seen in Example 2.2.16 that $-\chi_{\{0\}}=x y$ with suitable $x, y \in \Delta$. Finally the function

$$
z(t):=2+\varphi_{0,0,1}(t)= \begin{cases}2+\sin \frac{1}{t} & \text { for } 0<t \leq 1 \\ 2 & \text { for } t=0\end{cases}
$$

has a primitive, because in contrast to $p$ it has the correct value at $t=0$. In total,

$$
p=-\chi_{\{0\}}+z=x y+z,
$$

in accordance with Theorem 2.2.19.

The determination of $\operatorname{Alg}(X)$ for a given function class $X$ reminds of the well-known problem from Linear Algebra to determine the linear hull $\operatorname{Span}(X)$ of a given set of vectors $X$ which itself is not a vector space. For instance, if $M$ is the set of monotone functions on $[0,1]$, then $\operatorname{Span}(M)=B V$, and so this problem can be seen as the dawn of the $B V$ era. For $X \in\{B, B V, C, \Delta, K H\}$ this problem is not of major interest, as $\operatorname{Span}(X)=X$ in these cases. However, in view of Example 1.1.2, the question on how $\operatorname{Span}(D)$ looks like, is interesting indeed. The answer is very surprising and given in the following theorem. Since with Example 2.2.7 we now have all tools at hand we give here a short proof based on an idea presented in the book [22].

Theorem 2.2.21. The linear hull $\operatorname{Span}(D)$ comprises all functions, since every function $x:[0,1] \rightarrow \mathbb{R}$ can be written as the sum $x=y+z$ of two Darboux functions $y, z \in D$.

Proof. Let $x:[0,1] \rightarrow \mathbb{R}$ be an arbitrary function, and let $g$ be the function constructed in Example 2.2.7. We put

$$
h(t):= \begin{cases}\log |g(t)| & \text { if } g(t) \neq 0 \\ 0 & \text { if } g(t)=0\end{cases}
$$

as well as

$$
y(t):=\left\{\begin{array}{ll}
h(t) & \text { if } g(t) \geq 0, \\
x(t)-h(t) & \text { if } g(t)<0
\end{array} \quad \text { and } \quad z(t):= \begin{cases}x(t)-h(t) & \text { if } g(t) \geq 0 \\
h(t) & \text { if } g(t)<0\end{cases}\right.
$$

The two functions $y$ and $z$ then attain every real number in every proper interval. To see this, fix $[a, b] \subseteq[0,1]$ with $a<b$ and $\xi \in \mathbb{R}$. Since $g$ attains every real number in $[a, b]$ there is some $t \in[a, b]$ such that $g(t)=e^{\xi}>0$. Then $h(t)=\xi$ and hence $y(t)=h(t)=\xi$. Similarly, one shows that $z$ also attains $\xi$ by replacing $e^{\xi}$ by $-e^{\xi}$. Thus, the functions $y$ and $z$ are Darboux functions. The identity $x=y+z$ is clear.

It seems that the first one who mentioned the result of Theorem 2.2.21 was Lindenbaum [90]. Other proofs of Theorem 2.2.21 were also given by Sierpiński [141] and Fast [57].

### 2.3 Compositions of Derivatives

In this section we discuss the composition $x \circ y$ of two functions $x$ and $y$ and are particularly interested in the case when $x$ and $y$ come from $\Delta$, provided that $x$ is defined on the range of $y$. To be more specific, recall that Problem 2.1.12 asks for a universal perturbation for $\Delta$, that is, for a function $g: \mathbb{R} \rightarrow \mathbb{R}$ such that $g \circ x \in \Delta$ for all $x \in \Delta$. Similar to the multiplier problem investigated in Section 2.2 we approach this problem more rigorously and introduce

$$
\begin{equation*}
\Pi(X):=\{g: \mathbb{R} \rightarrow \mathbb{R} \mid g \circ x \in X \text { for all } x \in X\} \tag{2.3.1}
\end{equation*}
$$

where $X$ is a set of real-valued functions defined on $[0,1]$. In other words, the class $\Pi(X)$ is the largest class of possible outer perturbations that do not leave $X$. Of course, we are most interested in finding $\Pi(\Delta)$.
Analogously, Problem 2.1.13 asks for a universal substitution for $\Delta$, that is, for a function $g:[0,1] \rightarrow[0,1]$ such that $x \circ g \in \Delta$ for all $x \in \Delta$. We similarly introduce the set

$$
\begin{equation*}
\Sigma(X):=\{g:[0,1] \rightarrow[0,1] \mid x \circ g \in X \text { for all } x \in X\} \tag{2.3.2}
\end{equation*}
$$

where $X$ is as before. In other words, the class $\Sigma(X)$ is the largest class of possible inner substitutions that do not leave $X$. Again, the class $\Sigma(\Delta)$ is of particular interest for us.
In general, if $X$ contains all $]^{3}$ affine functions $x(t)=a t+b$ for arbitrary $a, b \in \mathbb{R}$, then

$$
\begin{equation*}
\Pi(X) \subseteq X_{l o c}(\mathbb{R}) \tag{2.3.3}
\end{equation*}
$$

and if the identity function $x(t)=t$ is contained in $X$, then

$$
\begin{equation*}
\Sigma(X) \subseteq X \tag{2.3.4}
\end{equation*}
$$

For instance, it is obvious that the classes $B, C$ and $D$ are "closed under composition" in the following sense:

$$
\begin{array}{ll}
\Pi(B)=B_{l o c}(\mathbb{R}), & \Sigma(B)=\{g:[0,1] \rightarrow[0,1]\} \\
\Pi(C)=C(\mathbb{R}), & \Sigma(C)=\{g:[0,1] \rightarrow[0,1] \mid g \in C\} \\
\Pi(D)=D_{l o c}(\mathbb{R}), & \Sigma(D)=\{g:[0,1] \rightarrow[0,1] \mid g \in D\},
\end{array}
$$

or less mathematical and more as a mnemonic:

$$
\Pi(B)=\Sigma(B)=B, \quad \Pi(C)=\Sigma(C)=C, \quad \Pi(D)=\Sigma(D)=D
$$

The classes $B V, \Delta$ and $K H$, however, are not closed under outer composition; we summarize three counterexamples in the following
Example 2.3.1. (a) Let $g: \mathbb{R} \rightarrow \mathbb{R}$ and $x:[0,1] \rightarrow \mathbb{R}$ be defined by $g(u)=\sqrt{|u|}$ and $x(t)=\varphi_{2,0,4}(t)$. Then we have $g \in B V_{l o c}(\mathbb{R})$ and $x \in B V$ by Proposition 1.1.12 (b), but by the same Proposition $g \circ x=\varphi_{1,0,2} \notin B V$.
(b) Let $g: \mathbb{R} \rightarrow \mathbb{R}$ and $x:[0,1] \rightarrow \mathbb{R}$ be defined by $g(u)=u^{2}$ and $x(t)=\varphi_{0,0,1}(t)$. Then we have $g \in \Delta_{l o c}(\mathbb{R})$ and $x \in \Delta$ by Example 1.1.29, but by Example 2.0.1 on the other hand $g \circ x=\varphi_{0,0,2} \notin \Delta$.
(c) Let $g: \mathbb{R} \rightarrow \mathbb{R}$ and $x:[0,1] \rightarrow \mathbb{R}$ be defined by $g(u)=u^{2}$ and $x(t)=\varphi_{-1 / 2,0,1}(t)$. Then we have $g \in K H_{\text {loc }}(\mathbb{R})$ and $x \in K H$ by Proposition 2.1.5 (a), but by the same Proposition $g \circ x=\varphi_{-1,0,2} \notin K H$.

[^5]Sometimes, describing $\Pi(X)$ is not so obvious. For example, Josephy showed in 1987 in [75] that the perturbation set $\Pi(B V)$ precisely contains locally Lipschitz continuous functions, that is

$$
\Pi(B V)=\operatorname{Lip}_{l o c}(\mathbb{R})
$$

The function $g(u)=u^{2}$, for instance, belongs to $\Pi(B V)$, but the function $g(u)=\sqrt{|u|}$ does not. This explains Example 2.3.1 (a).

We will now talk about the set $\Pi(\Delta)$ which is most important for us in this section. Recall that we have seen that $\Delta$ is not an algebra, because it is not closed under multiplication. The parts (b) and (c) in Example 2.3.1 illustrated that even in case $g \in C^{\infty}(\mathbb{R})$ from $x \in \Delta$ (respectively $x \in K H$ ) it does not necessarily follow that $g \circ x \in \Delta$ (respectively $g \circ x \in K H$ ); we therefore have $C^{\infty} \nsubseteq \Pi(\Delta)$ and also $C^{\infty} \nsubseteq$ $\Pi(K H)$. While we do not know how exactly $\Pi(K H)$ looks like, the class $\Pi(\Delta)$ is known and will be given in Theorem 2.3 .3 below. But first a remark is in order. As Example 2.3.1 (b) shows, a continuous perturbation $g$ may transform a function $x$ with primitive into a function $g \circ x$ without a primitive. If we replace the condition $x \in \Delta$ with the condition $x \in \Delta / \Delta$ (which is stronger, because the inclusion $\Delta / \Delta \subsetneq \Delta$ is strict), we get the following asymmetric result.

Theorem 2.3.2. From $g \in C(\mathbb{R})$ and $x \in \Delta / \Delta$ it follows that $g \circ x \in \Delta$.
Proof. By Theorem 2.2.6 the function $x$ is bounded, that is, $|x(t)| \leq M$ for some $M>0$ and all $t \in[0,1]$. By the Approximation Theorem of Weierstrass we find a sequence $\left(p_{n}\right)$ of polynomials which converges on $[-M, M]$ uniformly to $g$. Then the sequence $\left(p_{n} \circ x\right)$ converges uniformly on $[-M, M]$ to $g \circ x$. As we have seen after Example 2.2.5. each composition $p_{n} \circ x$ belongs to $\Delta / \Delta$, and since $\Delta / \Delta$ is a subset of $\Delta$, also to $\Delta$ itself. But then Theorem 2.1.8 ensures $g \circ x \in \Delta$, as claimed.

The quite surprising solution for the perturbation problem for $X=\Delta$ is contained in the following theorem the proof of which can be found in [13].

Theorem 2.3.3. A function $g: \mathbb{R} \rightarrow \mathbb{R}$ belongs to $\Pi(\Delta)$ if and only if $g$ is affine, that is, $g$ has the form $g(u)=a u+b$ for some fixed numbers $a, b \in \mathbb{R}$.

Theorem 2.3.3 explains why the class $\Delta$ remains not invariant even under the extremely smooth nonaffine function $g(u)=u^{2}$ of Example 2.3.1(b). We can formulate this result more drastically as follows: If $g$ is not affine, then we always find some function $x$ with primitive so that $g \circ x$ has no primitive. Moreover, from this it also follows that we cannot decide whether a function $x$ belongs to $\Delta$ by just looking at its level sets (2.1.12). Indeed, if we compose $x:[0,1] \rightarrow \mathbb{R}$ with the nonaffine smooth function $g(u)=u^{3}$, then the sets 2.1.12) for $x$ and $g \circ x$ are the same, while $x$ may have a primitive, whereas $g \circ x$ may not.

We now turn to a discussion of Problem 2.1.13 and try to find 2.3.2) for several classes $X$, especially for $X=\Delta$. Within the upcoming Theorems 2.3.4 and 2.3.5 we give some sufficient conditions for this case. In the first theorem we denote by $B V^{1}$ the set of
all differentiable functions $x:[0,1] \rightarrow \mathbb{R}$ with $x^{\prime} \in B V$. Note that every function from $x \in B V^{1}$ automatically belongs to $C^{1}$, since by a theorem of Darboux, $x^{\prime}$ is a Darboux function, and hence can have only essential discontinuities which, however, cannot occur, as $x^{\prime} \in B V$ can have only jump discontinuities. Consequently, we have the surprising inclusion $B V^{1} \subseteq C^{1}$, whereas the analogous inclusion $B V \subseteq C$ is of course not true.

Theorem 2.3.4. Let $g:[0,1] \rightarrow[0,1]$ be in $B V^{1}$ with $g^{\prime}(t) \neq 0$ for all $t \in[0,1]$. Then $x \circ g \in \Delta$ for all $x \in \Delta$.

Proof. Let $x \in \Delta$, and let $f$ be a primitive of $x$. If we define

$$
\begin{equation*}
\tilde{x}:=(f \circ g)^{\prime}=(x \circ g) g^{\prime} \quad \text { and } \quad \tilde{y}:=\frac{1}{g^{\prime}}, \tag{2.3.5}
\end{equation*}
$$

then we have $\tilde{x} \in \Delta$ (according to our construction), and $\tilde{y} \in C \cap B V$, because $g^{\prime}$ is bounded away from zero. Due to

$$
x \circ g=f^{\prime} \circ g=\frac{(f \circ g)^{\prime}}{g^{\prime}}=\tilde{x} \tilde{y}
$$

we can apply Theorem 2.2 .2 (a) to $\tilde{x}$ and $\tilde{y}$ and obtain $x \circ g \in \Delta$, as claimed.
Theorem 2.3 .4 is a simple consequence of Theorem 2.2 .2 (a). If we use part (b) of Theorem 2.2 .2 instead, we get new information yet can only take bounded functions into account.

Theorem 2.3.5. Let $g:[0,1] \rightarrow[0,1]$ be in $C^{1}$ with $g^{\prime}(t) \neq 0$ for all $t \in[0,1]$. Then $x \circ g \in \Delta$ for all $x \in \Delta \cap B$.

Proof. Fix $x \in \Delta \cap B$, let $f$ be a primitive of $x$ and define $\tilde{x}$ and $\tilde{y}$ as in (2.3.5). This time, $\tilde{x} \in \Delta$ is bounded, since $x$ is bounded, and $g^{\prime}$ as a continuous function is also bounded away from zero which ensures that $\tilde{y}$ is also continuous. Therefore, the same calculation as in Theorem 2.3.4 shows that from Theorem 2.2.2 (b), applied to $\tilde{x}$ and $\tilde{y}$, the claim follows.

The Theorems 2.3.4 and 2.3 .5 raise the question whether the condition $g \in C^{1}$ with $g^{\prime} \neq 0$ is sufficient, that is, whether one can replace $g \in B V^{1}$ by $g \in C^{1}$ in Theorem 2.3.4 or $x \in \Delta \cap B$ by $x \in \Delta$ in Theorem 2.3.5. In fact, a much more general result is true. In [112] and also in [132] the authors gave a detailed yet very technical characterization of $\Sigma(\Delta)$.

Theorem 2.3.6. Let $g$ be an increasing homeomorphism of $[0,1]$, and let $\gamma:[0,1] \rightarrow \mathbb{R}$ be a function satisfying

$$
\begin{equation*}
\underline{D} g^{-1}(t) \leq \gamma(t) \leq \bar{D} g^{-1}(t) \quad \text { for } 0 \leq t \leq 1, \tag{2.3.6}
\end{equation*}
$$

where $\underline{D} g$ and $\bar{D} g$ denote the respective lower and upper Dini derivatives of $g$. Then $g \in \Sigma(\Delta)$ if and only if

$$
\limsup _{\delta \rightarrow 0} \frac{1}{g^{-1}(t+\delta)-g^{-1}(t)} \int_{t}^{t+\delta} \operatorname{Var}(\gamma,[t, s]) \mathrm{d} s<\infty
$$

is true for all $t \in[0,1]$.
In the light of Theorem 2.3.6 the hypothesis $g \in B V^{1}$ in Theorem 2.3.4 which might look artificial at first glance makes now sense. Indeed, together with the assumptions made in Theorem 2.3.4 the function $g$ is even a diffeomorphism, and we can but $\gamma(t)=$ $\left(g^{-1}\right)^{\prime}(t)$ in 2.3.6 which then satisfies the integral criterion of Theorem 2.3.6.
By the way, the substitution set $\Sigma(B V)$ is also known and was identified in [75], as well. We call a function $g:[0,1] \rightarrow[0,1]$ pseudo-monotone if there is some natural number $N \in \mathbb{N}$ such that the preimage $g^{-1}[a, b]$ of any interval $[a, b] \subseteq[0,1]$ can be written as a union of at most $N$ intervals. Of course, every monotone function is pseudo-monotone, and it can be shown that any pseudo-monotone function is of bounded variation [75]. The converse, however, is not true, and here is an Example illustrating this.
Example 2.3.7. By Proposition 1.1 .12 (b), the function $g:=\varphi_{2,0,2}$ is of bounded variation, but because of the identity

$$
g^{-1}(\{0\})=\left\{0, \frac{1}{\pi}, \frac{1}{2 \pi}, \frac{1}{3 \pi}, \ldots\right\}
$$

it is not pseudo-monotone.
In [75] the author proves that $\Sigma(B V)$ precisely contains all pseudo-monotone functions. The function $g$ of Example 2.3 .7 therefore belongs to $B V \backslash \Sigma(B V)$. We will come back to these functions in Section 4.2,
The following Table 2.3 .1 gives an overview about the sets $X / X, \Pi(X)$ and $\Sigma(X)$ (as far as we know) for the most important classes $X$.

Table 2.3.1: $X / X, \Pi(X)$ and $\Sigma(X)$ for important classes $X$.

| $X$ | $C$ | $B$ | $B V$ | $\Delta$ | $D$ | $K H$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X / X$ | $C$ | $B$ | $B V$ | $\Delta \cap \overline{B V}$ | constant | $B V^{*}$ |
| $\Pi(X)$ | $C$ | $B$ | locally Lipschitz | affine | $D$ | $? ? ?$ |
| $\Sigma(X)$ | $C$ | $B$ | pseudo-monotone | Theorem 2.3 .6 | $D$ | $? ? ?$ |

In the context of the perturbation and substitution of functions several problems concerning the decomposition of given functions arise. Recall that from the theory of $B V$-functions the following results are known.
(a) A function $x:[0,1] \rightarrow \mathbb{R}$ belongs to $B V$ if and only if $x$ can be written as a composition $x=g \circ y$, where $y:[0,1] \rightarrow[0,1]$ is increasing and $g:[0,1] \rightarrow \mathbb{R}$ is Lipschitz continuous with $\operatorname{lip}(g) \leq 1$.
(b) For every function $x \in B V \cap C$ there is a function $g:[0,1] \rightarrow[0,1]$ such that $x \circ g$ is differentiable at every point of $[0,1]$.
The first result shows that a given $B V$-function can be decomposed into two much better $B V$-functions, whereas the second result means that a given continuous $B V$ function can be improved by a suitable substitution. Analogously, for the classes $\Delta$ and $\Delta / \Delta$ questions for similar decompositions may be asked.

Problem 2.3.8. Can one find classes $X \subseteq \Delta$, such that for every function $x \in X$ there is a substitution $g:[0,1] \rightarrow[0,1]$ so that $x \circ g$ belongs to $\Delta$ or $\Delta / \Delta$ ? For instance, is this possible for $X=D$ ?

We remark that Problem 2.3.8 has been answered partially by Maximoff in 1947 for $X=D \cap \mathcal{B}_{1}$ [114]. He showed that every Baire-1 function $x:[0,1] \rightarrow \mathbb{R}$ with the Darboux property can be transformed by an increasing homeomorphism $g:[0,1] \rightarrow$ $[0,1]$ so that $x \circ g$ has a primitive.
An analogue of Maximoff's result cannot be true for functions which belong to $D$ but not to $\mathcal{B}_{1}$. For instance, let $x$ be the Darboux function from Example 2.2.7 that attains all real values on any proper real interval. Then $x$ is nowhere continuous and therefore no $\mathcal{B}_{1}$-function [128]. Now, if $g:[0,1] \rightarrow[0,1]$ is any increasing homeomorphism, then $g$ is strictly increasing and by the Intermediate Value Theorem maps proper intervals onto proper intervals. Consequently, the function $x \circ g$ also attains all real values on every proper interval and hence cannot be continuous anywhere. Thus, again, $x \circ g$ cannot be a Baire- 1 function and, in particular, cannot have a primitive.

## Chapter 3

## Multiplier Spaces

In Example 2.1.9 we have seen that the class $\Delta$ of all real-valued functions having a primitive on $[0,1]$ is not closed under multiplication, and it therefore seemed natural to search for functions $g$ with the property that, for each $x$ which is a derivative, the product $x g$ is a derivative, as well. According to 2.2.3 we denoted the set of those functions by $\Delta / \Delta$ and gave a characterization in Theorem 2.2.12. We will now continue the discussion of $X / X$ in both a more general and a more rigorous way.
Given two function classes $X$ and $Y$ of real-valued functions defined on $[0,1]$, can we identify all functions $g$ such that the product $x g$ belongs to $Y$ whenever $x$ belongs to $X$ ? Such a function $g$ is said to be a multiplier of the set $Y$ over the set $X$.
Definition 3.0.1. Let $X$ and $Y$ be two sets of functions $[0,1] \rightarrow \mathbb{R}$. We call the set

$$
\begin{equation*}
Y / X:=\{g:[0,1] \rightarrow \mathbb{R} \mid x g \in Y \text { for all } x \in X\} \tag{3.0.1}
\end{equation*}
$$

the multiplier set of $Y$ over $X$.
The following properties of $Y / X$ are immediate consequences of the definition.
Proposition 3.0.2. Let $X, X_{1}, X_{2}, Y, Y_{1}, Y_{2}$ be sets of real-valued functions on $[0,1]$. The following statements are true.
(a) If $Y_{1} \subseteq Y_{2}$, then $Y_{1} / X \subseteq Y_{2} / X$.
(b) If $X_{1} \subseteq X_{2}$, then $Y / X_{2} \subseteq Y / X_{1}$.
(c) If $\mathbb{1} \in X$, then $Y / X \subseteq Y$.
(d) If $X \subseteq Y$ and $Y$ is closed under multiplication, then $Y \subseteq Y / X$.
(e) If $X \subseteq Y$ and $X$ is closed under multiplication, then $X \subseteq Y / X$.
(f) If $\mathbb{1} \in X \cap Y$ and $Y$ is closed under multiplication, then $Y / X=Y$ if and only if $X \subseteq Y$.

Although Proposition 3.0 .2 follows immediately from the definition of $Y / X$, let us quickly justify some of the results. For instance, if $Y_{1} \subseteq Y_{2}$ and $g \in Y_{1} / X$, then
$x g \in Y_{1}$ for all $x \in X$. But since $Y_{1} \subseteq Y_{2}$ we also have that $x g \in Y_{2}$ for all $x \in X$, and this shows $g \in Y_{2} / X$ and hence (a). Part (b) is proven similarly, and (c) is clear. For (d) fix $g \in Y$ and $x \in X$. Since $X \subseteq Y$ we also have $x \in Y$, and since $Y$ is closed under multiplication, $x g \in Y$. This shows $g \in Y / X$. Similarly, one can prove (e). For (f) note that if $X \subseteq Y$, then $Y / X=Y$ follows from (c) and (d). If, however, $X \nsubseteq Y$, then there exists some function $x$ belonging to $X$ but not to $Y$. Since $\mathbb{1}$ belongs to $Y$, but $x \mathbb{1}=x$ does not, we have $\mathbb{1} \notin Y / X$ and hence $Y \nsubseteq Y / X$. This shows (f).
As we have already seen in Section 2.2, the explicit calculation of $Y / X$ for given sets $X$ and $Y$, in some cases is quite easy, in other cases - even if $X=Y$ - surprisingly difficult, and sometimes even leads to some kind of degeneracy if $X \nsubseteq Y$. For example, the Hölder inequality for Lebesgue spaces implies

$$
L_{q} / L_{p}= \begin{cases}L_{p q /(p-q)} & \text { for } 1 \leq q \leq p<\infty \\ \{0 \text { a.e. }\} & \text { for } 1 \leq p<q<\infty\end{cases}
$$

in particular, $L_{p} / L_{p}=L_{\infty}$. For the sake of completeness we will give a short proof of this well-known relation in Theorem 3.2.11.

More generally, the analogous problem has also been solved for Orlicz spaces (see e.g. [3, 12, 127], and references therein). The first results have been obtained in the 1960ies and state for example that, if $L_{\Phi}, L_{\Psi}$ denote two Orlicz spaces defined by Young functions $\Phi$ and $\Psi$, respectively, then

$$
L_{\Psi} / L_{\Phi}=L_{\infty} \quad \text { if } 0<\limsup _{u \rightarrow \infty} \frac{\Psi(\lambda u)}{\Phi(u)}<\infty \quad \text { for all } \lambda>0
$$

in particular, $L_{\Phi} / L_{\Phi}=L_{\infty}$. For further references regarding multipliers in Lebesgue, Orlicz and other more abstract spaces we refer the reader to the papers of Lech Maligranda and his coauthors [79, 80, 81, 97, 98, 99, 100.

In this chapter we will discuss the classes $Y / X$ when $X$ and $Y$ are classical spaces like $B, C, D, \Delta$ and $B V$ as well as other $B V$-type spaces like $W B V_{p}, Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$.
For our classical classes $B$ and $C$ apart from the obvious identities $B / B=B$ and $C / C=C$ it is straightforward to show that

$$
B / C=B \quad \text { and } \quad C / B=\{0\}
$$

we will prove this at the beginning of the next section.
For the class $\Delta$ of functions having a primitive that we have excessively studied in Chapter 2 it is much harder to determine multiplier space $Y / X$ if $X$ or $Y$ is equal to $\Delta$. As we have seen in Theorem 2.2 .12 even the class $\Delta / \Delta$ is not so easy to describe. We will discuss such classes in more detail in the next Section 3.1 and compare them to $B V$. Section 3.2 is dedicated to functions of generalized bounded variation. To be precise we will compare the classical spaces to each of the spaces $Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$. Moreover, we will characterize $\Gamma B V / \Lambda B V$ for two arbitrary Waterman
sequences $\Gamma$ and $\Lambda, Y B V_{\psi} / Y B V_{\varphi}$ for two arbitrary Young functions $\psi$ and $\varphi$, and $R B V_{q} / R B V_{p}$ for two arbitrary exponents $1 \leq p, q<\infty$. For the definitions of these spaces we refer the reader to Section 1.2 .

However, there are still open problems even for classical spaces; in particular, the class $D$ which is closely related to $\Delta$ and has been investigated in Chapter 2 causes many difficulties. Right after 2.2 .19 we promised to prove that $D / D$ contains only constant functions; this will be done in Theorem 3.1.8 below. Moreover, a complete characterization of the multiplier sets $D / C$ and $D / \Delta$ - to our knowledge - is not known; we discuss them in more detail. Since we can present only partial results regarding these classes, we obtain as a consequence only partial results for $D / R B V_{p}$ and similar classes in Section 3.2.

### 3.1 Multipliers in Classical Spaces

Recall from (2.0.1) that the (strict) inclusions $C \subsetneq \Delta \subsetneq D$ hold which is sometimes helpful in calculating multiplier sets involving one of these classes.

Our main interest of this section is to characterize $Y / X$ for $Y, X \in\{B, C, D, \Delta\}$. Note that since $B$ and $C$ are algebras with $\mathbb{1}$ and $C \subseteq B$, by Proposition 3.0.2 (f) we immediately get $C / C=C, B / B=B$ and $B / C=B$.
Our first result shows that if $X$ compared to $Y$ is too large, then $Y / X$ only contains the zero function. This is true for $Y \in\{C, D, \Delta\}$ and certain spaces $X$ :

Proposition 3.1.1. Let $X$ be a class of real-valued functions on $[0,1]$ that contains all characteristic functions of singletons. ${ }^{\text {P }}$ Then for $g:[0,1] \rightarrow \mathbb{R}$ the following statements are equivalent.
(a) $g=0$.
(b) $g \in C / X$.
(c) $g \in \Delta / X$.
(d) $g \in D / X$.

Proof. Obviously, (a) implies (b). Since $C \subseteq \Delta \subseteq D$ we obtain from Proposition 3.0.2 (a) the inclusions $C / X \subseteq \Delta / X \subseteq D / X$, which show the implications "(b) $\Rightarrow$ (c)" and "(c) $\Rightarrow(\mathrm{d})$ ". For "(d) $\Rightarrow(\mathrm{a})$ " fix $g \in D / X$ and $t \in[0,1]$. Then $x:=\chi_{\{t\}} \in X$ and hence $x g=\chi_{\{t\}} g(t) \in D$ which is possible only if $g(t)=0$. Since $t$ was arbitrarily chosen, $g=0$.

For instance, if we choose $X=B$ in Proposition 3.1.1, then we obtain $C / B=\Delta / B=$ $D / B=\{\mathbb{O}\}$. However, the example $C / C=C$ shows that we cannot drop the assumption that $X$ contains characteristic functions of singletons.

Our next result characterizes $B / D$ and $B / \Delta$. Recall that the symbols $\mathcal{S}_{f}$ and $\mathcal{S}_{c}$ denote the classes of real-valued functions on $[0,1]$ with finite and countable support, respectively.

[^6]Theorem 3.1.2. For $g:[0,1] \rightarrow \mathbb{R}$ the following statements are equivalent.
(a) $g \in \mathcal{S}_{f}$.
(b) $g \in B / D$.
(c) $g \in B / \Delta$.

Proof. If $\operatorname{supp}(g)$ is finite, then $\operatorname{supp}(x g)$ is also finite for any function $x:[0,1] \rightarrow \mathbb{R}$; in particular, $x g \in B$ for all $x:[0,1] \rightarrow \mathbb{R}$, and this shows "(a) $\Rightarrow(\mathrm{b})$ ". Since $\Delta \subseteq D$, it follows from Proposition 3.0 .2 (b) that $B / D \subseteq B / \Delta$ which shows "(b) $\Rightarrow(\mathrm{c})$ ".
For the remaining part "(c) $\Rightarrow(\mathrm{a}) "$ assume that $\operatorname{supp}(g)$ is infinite. Then there is a sequence $\left(t_{n}\right)$ in $\operatorname{supp}(g)$ of distinct numbers converging to some $t \in[0,1]$. Without loss of generality we may assume that the sequence $\left(t_{n}\right)$ is strictly decreasing, $0<t_{n}<1$ for all $n \in \mathbb{N}$ and $t=0$, because the argument for the general case is basically the same. Choose $\varepsilon_{n}>0$ so that

$$
\begin{align*}
\varepsilon_{n} & \leq \frac{g\left(t_{n}\right)}{n}\left(t_{n+1}^{2}-t_{n+2}^{2}\right)  \tag{3.1.1}\\
t_{n+1}+\varepsilon_{n+1} & <t_{n}-\varepsilon_{n} \quad \text { for all } n \in \mathbb{N} . \tag{3.1.2}
\end{align*}
$$

Let us define the function $x:[0,1] \rightarrow \mathbb{R}$ as follows: Let $x(0)=x(1)=0$,

$$
\begin{aligned}
x\left(t_{n}\right) & =n / g\left(t_{n}\right) \\
x\left(t_{n}-\varepsilon_{n}\right) & =x\left(t_{n}+\varepsilon_{n}\right)=0 \quad \text { for } n \in \mathbb{N},
\end{aligned}
$$

and let $x$ be piecewise linear and continuous otherwise. Then $x$ is well-defined by (3.1.2) and nonnegative and continuous on the interval ( 0,1 ], and for $t_{n+1}<\delta \leq t_{n}$ we have by (3.1.1),

$$
0 \leq \int_{0}^{\delta} x(t) \mathrm{d} t \leq \sum_{j=n}^{\infty} \varepsilon_{j} x\left(t_{j}\right)=\sum_{j=n}^{\infty} j \varepsilon_{j} / g\left(t_{j}\right) \leq \sum_{j=n+1}^{\infty}\left(t_{j}^{2}-t_{j+1}^{2}\right)=t_{n+1}^{2} \leq \delta^{2}
$$

In particular, $x$ is Lebesgue and hence $K H$-integrable on $[0,1]$ with

$$
\lim _{\delta \rightarrow 0+} \frac{1}{\delta} \int_{0}^{\delta} x(t) \mathrm{d} t=0=x(0)
$$

Since $x$ is continuous on ( 0,1 ], it follows that $x \in \Delta$ by Theorem 2.1.3 (b) and (d). But $x\left(t_{n}\right) g\left(t_{n}\right)=n$ for all $n \in \mathbb{N}$ showing $x g \notin B$ and hence $g \notin B / \Delta$.

As a consequence we get a result similar to Proposition 3.1.1. If $Y$ compared to $X$ is a huge class of bounded functions, then the multiplier spaces $Y / D$ and $Y / \Delta$ are again very small.

Corollary 3.1.3. Let $Y \subseteq B$ be a class of real-valued functions on $[0,1]$ that contains all functions with finite support. Then for $g:[0,1] \rightarrow \mathbb{R}$ the following statements are equivalent.
(a) $g \in \mathcal{S}_{f}$.
(b) $g \in Y / D$.
(c) $g \in Y / \Delta$.

Proof. If $\operatorname{supp}(g)$ is finite, then $\operatorname{supp}(x g)$ is also finite; in particular, $x g \in \mathcal{S}_{f} \subseteq Y$ for any $x:[0,1] \rightarrow \mathbb{R}$, and this shows "(a) $\Rightarrow(\mathrm{b})$ ". Since $\Delta \subseteq D$, it follows from Proposition 3.0 .2 (b) that $Y / D \subseteq Y / \Delta$ which shows " $(\mathrm{b}) \Rightarrow(\mathrm{c})$ ". Since $Y \subseteq B$, Proposition 3.0.2 (a) yields $Y / \Delta \subseteq B / \Delta$. But Theorem 3.1 .2 gives that $B / \Delta$ and therefore also $Y / \Delta$ contains only functions with finite support. Consequently, "(c) $\Rightarrow(\mathrm{a})$ " is proven.

For instance, if we take $Y=B$, then Corollary 3.1.3 is exactly Theorem 3.1.2. However, the relation $\Delta / \Delta=\overline{B V} \cap \Delta$ of Theorem 2.2 .12 shows that we cannot drop the assumption that $Y$ contains all functions with finite support.

One of the most difficult problems in the framework of classical function spaces seems to be a characterization of $D / D$ which we will handle in the following.
If one replaces "multiplication" by "summation", the following result due to Radaković is known and was proven in [133].

Theorem 3.1.4. Let $g:[0,1] \rightarrow \mathbb{R}$ be such that $x+g \in D$ for all $x \in D$. Then $g$ is constant.

Several authors claimed that Radaković proved in [133] the same statement for products. Others stated that the assertion for products can easily be deduced from Theorem 3.1.4 by taking logarithms [20, 23, 66, 123], but none of them proves this. We will show in the sequel that the product version actually can be deduced from Theorem 3.1.4, but its proof is, at least in our opinion, not as trivial as it might appear at first glance. We start by treating a special case first, namely we assume that a multiplier $g \in D / D$ has no zeros in $[0,1]$ at all. Then, due to the Darboux property, $g$ must be either everywhere positive or everywhere negative on $[0,1]$. Taking logarithms as suggested then indeed yields that $g$ must degenerate to a constant. In fact, the following slightly more general result is true.

Lemma 3.1.5. Let $0 \leq a<b \leq 1$ and $g \in D / D$ be so that $g(t) \neq 0$ for all $t \in(a, b)$. Then $g$ is constant on $[a, b]$.
Proof. Fix $g \in D / D$. Then $g \in D$ by Proposition 3.0 .2 (c), and due to the Darboux property we have that $g$ is either strictly positive or strictly negative on $(a, b)$. We assume the first, the latter case is similar.
Pick $\delta>0$ so small that $\delta<(b-a) / 2$. Then $[a+\delta, b-\delta] \subseteq(a, b)$, and we can define $h:[0,1] \rightarrow[a+\delta, b-\delta]$ by $h(t)=(b-a-2 \delta) t+a+\delta$. Then $h$ is linear and maps $[0,1]$ bijectively onto $[a+\delta, b-\delta]$ with linear inverse. Moreover, the function $G:=g \circ h$ satisfies $G(t)>0$ for all $t \in[0,1]$ and still belongs to $D / D$. To see this, fix $F \in D$ and define $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)= \begin{cases}F(0) & \text { for } t \in[0, a+\delta) \\ F\left(h^{-1}(t)\right) & \text { for } t \in[a+\delta, b-\delta] \\ F(1) & \text { for } t \in(b-\delta, 1]\end{cases}
$$

Then $x \in D, F=x \circ h$, and $F G=(x g) \circ h$. Since $g \in D / D$, we have $x g \in D$ and hence $F G \in D$ as claimed.

For any $x \in D$ we have $\exp \circ x \in D$ and now obtain $x+\log G=\log \left(e^{x} G\right) \in D$. Theorem 3.1.4 yields that the Darboux function $\log G$ and hence $G$ is constant. But this means that $g$ is constant on $[a+\delta, b-\delta]$. Since $\delta$ can be chosen arbitrarily small, $g$ is constant on ( $a, b$ ), and due to the Darboux property it is constant even on $[a, b]$.

In particular, if $g \in D / D$ has no zeros in $[0,1]$ at all, Lemma 3.1.5 shows, that it follows indeed from Theorem 3.1.4 that $g$ is constant. But if $g$ has zeros, things are not at all so obvious.
However, the general product case follows immediately from Theorem 2 of [123]. We give an alternative proof and show how the product result can indeed be deduced from Theorem 3.1.4, for which we need some technicalities that will be given in the following.
Definition 3.1.6. The symbol $\mathfrak{c}:=\operatorname{card}(\mathbb{R})$ denotes the cardinality of the set $\mathbb{R}$ of real numbers. Let $\mathcal{I}$ be any system of subintervals of $[0,1]$. We call a set $E \subseteq[0,1] \mathfrak{c}$-dense with respect to $\mathcal{I}$ if $\operatorname{card}(E \cap I)=\mathfrak{c}$ for all $I \in \mathcal{I}$.
For instance, $[0,1]$ itself is $\mathfrak{c}$-dense with respect to any system of nondegenerate intervals, whereas $\mathbb{Q} \cap[0,1]$ is never. A similar version of the following auxiliary result has been proven in the paper [124].

Lemma 3.1.7. Let $E \subseteq[0,1]$ and let $\mathcal{I}=\left(I_{n}\right)_{n \in N}, N \subseteq \mathbb{N}$, be the countable system of all closed and nondegenerate subintervals of $[0,1]$ with rational end points. If $E$ is $\mathfrak{c}$-dense with respect to $\mathcal{I}$, then there are pairwise disjoint sets $\left(A_{n}\right)_{n \in N}$ such that $A_{n} \subseteq E \cap I_{n}$ and $\operatorname{card}\left(A_{n}\right)=\mathfrak{c}$ for all $n \in N$.

Proof. Let $\mathcal{J}$ be the system of all open subintervals of $[0,1]$ which intersect $E$. We first prove that any set $F \subseteq[0,1]$ is $\mathfrak{c}$-dense with respect to $\mathcal{I}$ if and only if $F$ is $\mathfrak{c}$-dense with respect to the system $\mathcal{J}$.
To see this assume that $F$ is $\mathfrak{c}$-dense with respect to $\mathcal{I}$ and fix $J \in \mathcal{J}$. Then there is some $t \in J \cap E$. Since $J$ is open, we find some $I \in \mathcal{I}$ such that $t \in I \subseteq J$. Since $F$ is $\mathfrak{c}$-dense with respect to $\mathcal{I}$, it follows that $\mathfrak{c}=\operatorname{card}(F \cap I) \leq \operatorname{card}(F \cap J)$ and therefore $\operatorname{card}(F \cap J)=\mathfrak{c}$. This shows that $F$ is also $\mathfrak{c}$-dense with respect to $\mathcal{J}$.
For the opposite direction suppose that $F$ is $\mathfrak{c}$-dense with respect to $\mathcal{J}$ and fix $I \in \mathcal{I}$. Since $E$ is $\mathfrak{c}$-dense with respect to $\mathcal{I}$, there is some $t \in E \cap I^{\circ}$. But then $I^{\circ} \in \mathcal{J}$, and since $F$ is $\mathfrak{c}$-dense with respect to $\mathcal{J}$ we obtain $\operatorname{card}(F \cap I) \geq \operatorname{card}\left(F \cap I^{\circ}\right)=\mathfrak{c}$ which implies $\operatorname{card}(F \cap I)=\mathfrak{c}$. Consequently, $F$ is also $\mathfrak{c}$-dense with respect to $\mathcal{I}$.
In particular, $E$ is $\mathfrak{c}$-dense with respect to $\mathcal{J}$. Thus, by [124], there are pairwise disjoint sets $B_{1}, B_{2}, B_{3}, \ldots \subseteq E$, each of which being $\mathfrak{c}$-dense with respect to $\mathcal{J}$ (and therefore also with respect to $\mathcal{I}$ ), such that

$$
E=\bigcup_{n \in \mathbb{N}} B_{n} .
$$

Define $A_{n}:=B_{n} \cap I_{n} \subseteq E \cap I_{n}$ for $n \in N$. Then $A_{n} \subseteq B_{n}$ for all $n \in N$; in particular, the $A_{n}$ are pairwise disjoint. Moreover, since each $B_{n}$ is $\mathfrak{c}$-dense with respect to $\mathcal{I}$, $\operatorname{card}\left(A_{n}\right)=\operatorname{card}\left(B_{n} \cap I_{n}\right)=\mathfrak{c}$, as desired.

We are now ready to prove

Theorem 3.1.8. A function $g:[0,1] \rightarrow \mathbb{R}$ belongs to $D / D$, if and only if $g$ is constant.
Proof. Obviously, any constant function belongs to $D / D$, so it remains to prove the converse. To do this fix $g \in D / D$. First, let us note that then $g \in D$ by Proposition 3.0 .2 (c). Since $D / D$ is closed under multiplication we have $g^{2} \in D / D$. Moreover, because of $g \in D$, showing that $g$ is constant is equivalent to showing that $g^{2}$ is constant. Therefore, we can assume that $g \geq 0$.
Let

$$
Z:=g^{-1}(\{0\})=\{t \in[0,1] \mid g(t)=0\}
$$

be the set of zeros of $g$. If $Z=\emptyset$, that is, $g(t)>0$ for all $t \in[0,1]$, then it follows immediately from Lemma 3.1.5 that $g$ is constant.
Assume now that $Z \neq \emptyset$. We would like to show that $Z=[0,1]$ which means that $g=\mathbb{O}$ on $[0,1]$. The proof for this will be divided into two parts. In the first part we show that $Z$ is a closed subset of $[0,1]$, and in the second part we show that $Z$ is a dense subset of $[0,1]$.
To prove the first part assume that $Z$ is not closed. Then there exists some $c \in[0,1]$ with $g(c)>0$ and a sequence $\left(t_{n}\right)$ of elements of $Z$ converging to $c$. Let us consider the set

$$
E:=\{t \in[0,1] \mid g(t)<g(c) / 2\} .
$$

We claim that for each interval $[a, b] \subseteq[0,1]$ either $E \cap[a, b]=\emptyset$ or $\operatorname{card}(E \cap[a, b])=\mathfrak{c}$. To see this, let us fix $[a, b] \subseteq[0,1]$ and assume that $E \cap[a, b] \neq \emptyset$. Let $s \in[a, b] \cap E$. If $g(t)<g(c) / 2$ for all $t \in[a, b]$, then $E \cap[a, b]=[a, b]$ and our claim is proved. If, however, $g(\tau) \geq g(c) / 2$ for some $\tau \in[a, b]$, then, since the function $g$ is a Darboux function, it attains all real numbers between $g(s)<g(c) / 2$ and $g(\tau) \geq g(c) / 2$ on $[a, b]$; in particular, $\operatorname{card}(E \cap[a, b])=\mathfrak{c}$, which again proves our claim.
Now, let $\left(I_{n}\right)_{n \in \mathbb{N}}$ be the countable collection of all closed and nondegenerate subintervals of $[0,1]$ with rational end points. Define

$$
N:=\left\{n \in \mathbb{N} \mid E \cap I_{n} \neq \emptyset\right\} .
$$

As shown above, $\operatorname{card}\left(E \cap I_{n}\right)=\mathfrak{c}$ for each $n \in N$, that is, $E$ is $\mathfrak{c}$-dense with respect to $\left(I_{n}\right)_{n \in N}$. Therefore, by Lemma 3.1.7, we can choose pairwise disjoint sets $A_{n} \subseteq E \cap I_{n}$ and surjections $h_{n}: A_{n} \rightarrow(0,1]$ for all $n \in N$. Then the set $A:=\bigcup_{n \in N} A_{n}$ clearly satisfies $A \subseteq E$.
Consider the function $h:[0,1] \rightarrow[0,1]$, defined by the formula

$$
h(t)= \begin{cases}h_{n}(t) & \text { for } t \in A_{n} \text { and } n \in N, \\ 0 & \text { for } t \in[0,1] \backslash A\end{cases}
$$

Since the sets $A_{n}$ are pairwise disjoint, the function $h$ is well-defined. We claim that $h \in D$. To see this, fix $[a, b] \subseteq[0,1]$. Assume that there exists some $m \in N$ such that $I_{m} \subseteq[a, b]$. Then

$$
[0,1] \supseteq h([a, b]) \supseteq h\left(I_{m}\right) \supseteq h\left(A_{m}\right)=h_{m}\left(A_{m}\right)=(0,1]
$$

and this shows that $h([a, b])$ is an interval.
Now assume that $I_{k} \nsubseteq[a, b]$ for all $k \in N$. Then $E \cap(a, b)=\emptyset$, since otherwise there was some $t \in E \cap(a, b)$, and therefore there was some $m \in \mathbb{N}$ such that $t \in I_{m} \subseteq(a, b)$. But then we would have $I_{m} \cap E \neq \emptyset$ which means that $m \in N$, contradicting the assumption that $I_{k} \nsubseteq[a, b]$ for all $k \in N$. Thus, we have $E \cap(a, b)=\emptyset$, that is $g(t) \geq g(c) / 2$ for all $t \in(a, b)$. By Lemma 3.1.5 we infer that $g(t)=d$ for some $d \geq g(c) / 2$ and all $t \in[a, b]$; in particular, $E \cap[a, b]=\emptyset$. Therefore, $h(t)=0$ for all $t \in[a, b]$, because otherwise we would have $h(s)>0$ for some $s \in[a, b] \cap A$, and since $A \subseteq E$ we had $s \in E \cap[a, b]$ which is not possible. This means $h([a, b])=\{0\}$. Thus, we have shown that $h$ maps closed intervals onto intervals which proves that indeed $h \in D$.
Since $c$ is an accumulation point of $Z$ we may assume (by passing to a subsequence, if necessary) that $t_{n}<c$ for all $n \in \mathbb{N}$ or $t_{n}>c$ for all $n \in \mathbb{N}$. We are going to investigate only the first case, because the second can be treated similarly. Let us define the function $x:[0,1] \rightarrow \mathbb{R}$ by the formula

$$
x(t)= \begin{cases}h(t) & \text { for } 0 \leq t<c \\ 1 & \text { for } c \leq t \leq 1\end{cases}
$$

We claim that $x \in D$. To see this, fix $[a, b] \subseteq[0,1]$ with $a<b$. If $b<c$, then $x([a, b])=$ $h([a, b])$ is an interval, because $h \in D$. If $c \leq a$, then obviously $x([a, b])=\{1\}$. Now, let $a<c \leq b$. Since $t_{n}<c$ for all $n \in \mathbb{N}$ and $t_{n} \rightarrow c$, there exists some $m \in \mathbb{N}$ such that $a<t_{m}<c$ and $g\left(t_{m}\right)=0$; in particular, $t_{m} \in E$ and there exists some $n \in N$ such that $t_{m} \in I_{n} \subseteq[a, c) \subseteq[a, b]$. But then

$$
[0,1] \supseteq x([a, b]) \supseteq x([a, c]) \supseteq x\left(I_{n}\right)=h\left(I_{n}\right) \supseteq h\left(A_{n}\right)=h_{n}\left(A_{n}\right)=(0,1],
$$

and again, $x([a, b])$ is an interval. Consequently, $x \in D$.
Now, we have

$$
x(t) g(t)= \begin{cases}h(t) g(t) & \text { for } 0 \leq t<c \\ g(t) & \text { for } c \leq t \leq 1\end{cases}
$$

Then $x(t) g(t) \leq g(c) / 2$ for $t<c$ and $x(c) g(c)=g(c)$, showing that $x g \notin D$ and contradicting the fact that $g \in D / D$. Thus, $Z$ is closed and the first part of the proof is completed.
We now pass to the second part of the proof in which we show that $Z$ is dense. First note that $Z$ is not empty by assumption. Assume that $Z$ is not dense. Then there is an open nonempty interval $I \subseteq[0,1]$ such that $g(t)>0$ for all $t \in I$. Fix $s \in I$ and define

$$
a:=s-\operatorname{dist}((Z \cap[0, s]) \cup\{0\}, s) \quad \text { and } \quad b:=s+\operatorname{dist}((Z \cap[s, 1]) \cup\{1\}, s) .
$$

Then $g(t)>0$ for all $t \in(a, b)$ and hence, by Lemma 3.1.5, $g(t)=d$ for some $d>0$ and all $t \in[a, b]$. However, since $Z$ is closed and not empty, it follows that $a \in Z$ or
$b \in Z$, which implies $g(a)=0$ or $g(b)=0$. In any case we end up with $d=0$, and this is our desired and final contradiction.

Note that Theorem 3.1.8 also shows that $D$ is not closed under multiplication, since if it was, then Proposition 3.0 .2 (f) implied $D / D=D$, a contradiction.
Lemma 3.1.7 can also be used to create well-known examples of functions which attain every real number on every subinterval of $[0,1]$. We have given an example of such a function already in Example 2.2.7; we will present here another such function, but this time we prove its existence with the help of Lemma 3.1.7.

Example 3.1.9. Indeed, if we apply Lemma 3.1.7 on $E=[0,1]$ we obtain pairwise disjoint sets $\left(A_{n}\right)_{n \in \mathbb{N}}$ such that $A_{n} \subseteq I_{n}$ and card $\left(A_{n}\right)=\mathfrak{c}$ for all $n \in \mathbb{N}$, where $\left(I_{n}\right)$ is an enumeration of all closed proper subintervals of $[0,1]$ with rational end points. Due to $\operatorname{card}\left(A_{n}\right)=\mathfrak{c}$ there are surjections $\varphi_{n}: A_{n} \rightarrow \mathbb{R}$ for all $n \in \mathbb{N}$. Define $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)= \begin{cases}\varphi_{n}(t) & \text { for } t \in A_{n} \text { and } n \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

If $I \subseteq[0,1]$ is any proper closed subinterval of $[0,1]$, then there is some $n \in \mathbb{N}$ such that $A_{n} \subseteq I_{n} \subseteq I$. Since $x\left(A_{n}\right)=\varphi_{n}\left(A_{n}\right)=\mathbb{R}$ we obtain $x(I)=\mathbb{R}$, and so $x$ has the desired property. In particular, $x \in D$, but $x$ is continuous at no point of $[0,1]$ and hence not even a Baire-1 function [128.

A consequence of the Theorems 3.1 .2 and 3.1 .8 is the following
Theorem 3.1.10. Let $g:[0,1] \rightarrow \mathbb{R}$. Then the following statements are equivalent.
(a) $g=0$.
(c) $g \in C / \Delta$.
(e) $g \in C / B$.
(g) $g \in D / B$.
(b) $g \in C / D$.
(d) $g \in \Delta / D$.
(f) $g \in \Delta / B$.

Proof. Obviously, 0 belongs to each of the given multiplier classes which shows that (a) implies all the other statements. Moreover, since $C \subseteq \Delta \subseteq D$ it follows from the parts (a) and (b) of Proposition 3.0 .2 that $C / D \subseteq C / \Delta$ and $C / X \subseteq \Delta / X \subseteq D / X$ for $X \in\{D, \Delta, B\}$, which shows the implications " $(\mathrm{b}) \Rightarrow(\mathrm{c}) ", "(\mathrm{~b}) \Rightarrow(\mathrm{d}) ", "(\mathrm{e}) \Rightarrow(\mathrm{f})$ " and "(f) $\Rightarrow(\mathrm{g})$ ".
For "(c) $\Rightarrow(\mathrm{a})$ " fix $g \in C / \Delta$. Due to $C \subseteq B$ we get with the help of the parts (a) and (c) of Proposition 3.0.2 that $C / \Delta \subseteq B / \Delta$ and $C / \Delta \subseteq C$. Thus, $g \in C \cap B / \Delta$, and by Theorem 3.1.2, $\operatorname{supp}(g)$ is finite, which is possible only if $g=\mathbb{0}$.
For "(d) $\Rightarrow(\mathrm{a})$ " fix $g \in \Delta / D$ and note that $\Delta / D \subseteq D / D$, due to $\Delta \subseteq D$ and Proposition 3.0 .2 (a). Theorem 3.1.8 implies that $g$ must be constant. The function $x:=\varphi_{0,1,1}$, defined in 1.1.1, belongs to $D \backslash \Delta$ by the Propositions 1.1.12 and 2.1.5, and so does $x g$, unless $g=0$.
The implication " $(\mathrm{g}) \Rightarrow(\mathrm{a})$ " is already covered by Proposition 3.1.1.

## The Multiplier Spaces $D / C$ and $D / \Delta$

While we have given the characterization of $\Delta / \Delta$ in Theorem 2.2 .12 which was found by Fleissner and Mařík [59, 111], the class $\Delta / C$ was also identified by Mařík, who proved in [112] that $g$ belongs to $\Delta / C$ if and only if

$$
\begin{equation*}
g \in \Delta \quad \text { and } \quad \limsup _{\tau \rightarrow t} \frac{1}{\tau-t} \int_{t}^{\tau}|g(s)| \mathrm{d} s<\infty \quad \text { for } 0 \leq t \leq 1 \tag{3.1.3}
\end{equation*}
$$

However, it is noteworthy that Theorem 2.2 .2 together with Proposition 3.0 .2 (c) and (e) tells us that

$$
\begin{equation*}
\Delta /(C \cap B V)=\Delta, \tag{3.1.4}
\end{equation*}
$$

and Proposition 3.0 .2 (b) says $\Delta / C \subseteq \Delta /(C \cap B V)$. Moreover, a comparison between (3.1.3) and (3.1.4) suggests that $\Delta / C$ is strictly smaller than $\Delta /(C \cap B V)$. Indeed, condition (3.1.3) forces $g \in \Delta / C$ to be Lebesgue integrable. Thus, any function $g \in \Delta$ that is not Lebesgue integrable belongs to $\Delta /(C \cap B V)$, but not to $\Delta / C$; the derivative $g=x^{\prime}$ of the function $x$ of Example 2.0.2 is an instance of such a function.

The remaining two classes $D / C$ and $D / \Delta$ are way more difficult to characterize, and their exact form is - at least to our knowledge - unknown. In the following we will discuss them in more detail and begin with $D / C$.
First note that $C \subseteq D / C \subseteq D$ by (c) and (e) of Proposition 3.0.2, we will show that both inclusions are strict in the sequel. In [122] and [144] it was shown that for each nonconstant continuous function $x$ there is some function $g_{x}$ with the following properties:

- $g_{x}$ is a Darboux function,
- $x g_{x}$ is not a Darboux function, and
- the set of points of discontinuity of $g_{x}$ is meager.

In particular, such $g_{x}$ cannot belong to $D / C$, and so, indeed, $D / C \subsetneq D$. Moreover, the function $\varphi_{0, \beta, 1}$, defined in 1.1.1, belongs to $\Delta \backslash C$ for $\beta=0$ by Proposition 1.1.12, and to $\left(D \cap \mathcal{B}_{1}\right) \backslash \Delta$ for $0<|\beta| \leq 1$ by the Propositions 1.1.12 and 2.1.5, where $\mathcal{B}_{1}$ denotes the class of Baire-1 functions. This shows that we also have the strict inclusions $C \subsetneq \Delta \subsetneq D \cap \mathcal{B}_{1}$. It is therefore reasonable to ask whether the classes $\Delta$ or even $D \cap \mathcal{B}_{1}$ fit somewhere into the chain of inclusions $C \subseteq D / C \subseteq D$. In order to answer this question let us recall a characterization of the functions in $D \cap \mathcal{B}_{1}$ that has been given by Young in [162].

Theorem 3.1.11. Let $g \in \mathcal{B}_{1}$. Then $g$ belongs to $D \cap \mathcal{B}_{1}$ if and only if the following two requirements are satisfied.
(i) For each $t \in(0,1]$ there exists a sequence $\left(s_{n}\right)$ in $[0,1]$ converging to $t$ such that $s_{n}<t$ for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty} g\left(s_{n}\right)=g(t)$.
(ii) For each $t \in[0,1)$ there exists a sequence $\left(t_{n}\right)$ in $[0,1]$ converging to $t$ such that $t<t_{n}$ for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty} g\left(t_{n}\right)=g(t)$.

With the help of Theorem 3.1.11 we now obtain
Proposition 3.1.12. A function $g:[0,1] \rightarrow \mathbb{R}$ belongs to the class $\left(D \cap \mathcal{B}_{1}\right) / C$ if and only if $g \in D \cap \mathcal{B}_{1}$.

Proof. By Proposition 3.0.2 (c), the inclusion $\left(D \cap \mathcal{B}_{1}\right) / C \subseteq D \cap \mathcal{B}_{1}$ holds, so it remains to show that the reverse implication also holds. To show this assume that $g \in D \cap \mathcal{B}_{1}$, and fix $x \in C$ and $t \in[0,1]$. Then $x g \in \mathcal{B}_{1}$. Without loss of generality let $t \in(0,1)$; the cases $t=0$ and $t=1$ are treated similarly. By Theorem 3.1.11, there exist sequences $\left(s_{n}\right),\left(t_{n}\right) \subseteq[0,1]$ both converging to $t$ such that $s_{n}<t<t_{n}$ for all $n \in \mathbb{N}$ and

$$
\lim _{n \rightarrow \infty} g\left(s_{n}\right)=g(t)=\lim _{n \rightarrow \infty} g\left(t_{n}\right)
$$

Since $x \in C$,

$$
\lim _{n \rightarrow \infty} x\left(s_{n}\right) g\left(s_{n}\right)=x(t) g(t)=\lim _{n \rightarrow \infty} x\left(t_{n}\right) g\left(t_{n}\right)
$$

Again by Theorem 3.1.11 we have $x g \in D \cap \mathcal{B}_{1}$ showing that indeed $g \in\left(D \cap \mathcal{B}_{1}\right) / C$, as claimed.

The last result simply says $\left(D \cap \mathcal{B}_{1}\right) / C=D \cap \mathcal{B}_{1}$; in particular $D \cap \mathcal{B}_{1} \subseteq D / C$ by Proposition 3.0.2 (a), and for $g \in D \cap \mathcal{B}_{1}$ and $x \in C \subseteq \mathcal{B}_{1}$ we have that $x g \in \mathcal{B}_{1}$. This suggests that $D / C$ is strictly larger than $D \cap \mathcal{B}_{1}$, which is indeed true and content of the following

Proposition 3.1.13. There is a function $g \in D / C$ that does not belong to $\mathcal{B}_{1}$.
Proof. In [57] it was proven that there exists a function $g_{0} \in D$ such that for each $x \in C$ and each proper interval $I \subseteq[0,1]$ we have $\left(x+g_{0}\right)(I)=\mathbb{R}$. We now consider the function $g:=e^{g_{0}}$ which also belongs to $D$, since exp is continuous.
Fix $x \in C$ and assume that $x(t)>0$ for all $t \in I$ and some interval $I:=[a, b] \subseteq[0,1]$ with $a<b$. Define $y:[0,1] \rightarrow \mathbb{R}$ by

$$
y(t):= \begin{cases}x(a) & \text { for } t \in[0, a) \\ x(t) & \text { for } t \in I \\ x(b) & \text { for } t \in(b, 1]\end{cases}
$$

Then $y \in C$ and $y(t)>0$ for all $t \in[0,1]$. Moreover,

$$
(x g)(I)=(y g)(I)=e^{\log (y)+g_{0}}(I)=(0, \infty)
$$

If, however, $x(t)<0$ for all $t \in I$, then a similar argument shows that

$$
(x g)(I)=(-\infty, 0)
$$

In particular, if we take $x=\mathbb{1}$, then $g$ attains all positive real numbers in every interval. But then $g$ cannot be an element of $\mathcal{B}_{1}$ as it is discontinuous everywhere [128].
Now, fix any compact nondegenerate subinterval $I$ of $[0,1]$ and again some $x \in C$. Then $x(I)=[c, d]$ for some $c, d \in \mathbb{R}$ with $c \leq d$.

We now distinguish eight cases. If $0<c=d$, then $(x g)(I)=c g(I)=c(0, \infty)=(0, \infty)$, if $c=d<0$, then $(x g)(I)=c(0, \infty)=(-\infty, 0)$, and for $c=0=d$ we have $(x g)(I)=$ $\{0\}$. If $0<c<d$, then $(x g)(I)=(0, \infty)$. If $c=0<d$, then $I$ contains an interval $J$ in which $x$ attains only positive numbers. In this case we have $(x g)(I)=[0, \infty)$. A similar argument shows that if $c<0<d$, then $(x g)(I)=\mathbb{R}$, and if $c<0=d$, then $(x g)(I)=(-\infty, 0]$. Finally, if $c<d<0$, then we obtain $(x g)(I)=(-\infty, 0)$. In either case, $(x g)(I)$ is an interval, and so $x g \in D$. But this means nothing else than $g \in D / C$, as desired.

Looking a little closer at the construction of $g$ in the proof of Proposition 3.1.13 one might think that $D / C$ consists of those functions which attain every (positive) real number in every interval. This is not true. In [133] was given an example of a function $g$ attaining all real numbers in every nondegenerate subinterval of $[0,1]$ such that $x+g \notin D$ for some $x \in C$. Exponentiation gives a function $\tilde{g}$ attaining all positive real numbers in each nondegenerate subinterval of $[0,1]$ such that $x \tilde{g} \notin D$ for some $x \in C$ and hence $\tilde{g} \notin D / C$. In particular, this shows once again that $D / C$ is a proper subset of $D$. Conclusively, we have

$$
C \subsetneq \Delta \subsetneq D \cap \mathcal{B}_{1} \subsetneq D / C \subsetneq D .
$$

We now turn to $D / \Delta$. Note that by (a) and (b) of Proposition 3.0.2 we have $\Delta / \Delta \subseteq$ $D / \Delta \subseteq D / C$. In contrast to $D / C$ the class $D \cap \mathcal{B}_{1}$ is not a subclass of $D / \Delta$, and even worse neither is $\Delta$. In Example 2.2.16 were given two functions in $\Delta \subseteq D \cap \mathcal{B}_{1}$ the product of which does not belong to $D$; in particular, $D / \Delta \subsetneq D$.
Again from (a) and (b) of Proposition 3.0.2 we get that $\mathcal{M}:=\left(D \cap \mathcal{B}_{1}\right) /\left(D \cap \mathcal{B}_{1}\right)$ is a subclass of $D / \Delta$. Here, the class $\mathcal{M}$ has been characterized more explicitly in 60]. Accordingly, $\mathcal{M}$ consists of all functions $g$ in $D \cap \mathcal{B}_{1}$ such that if $s \in[0,1]$ is a point of right (left) discontinuity of $g$, then $g(s)=0$, and there exists a sequence $\left(t_{n}\right)$ in $[0,1]$ of zeros of $g$ converging from the right (left) to $s$; in particular, any continuous function belongs to $\mathcal{M}$. Thus, both the class $\Delta / \Delta$ and the class $\mathcal{M}$ are contained in $D / \Delta$, although there is no inclusion between them.
Example 3.1.14. Recall that the functions $x=\varphi_{-1 / 2,0,1}$ and $y=\varphi_{1 / 2,0,1}$ which have been considered in Example 2.2.1 both belong to $\Delta$, but their product $x y=\varphi_{0,0,2}$ does not, and so $y$ is not an element of $\Delta / \Delta$ which is also clear by Proposition 2.2.13. Moreover, $y$ is continuous and hence lies in $\mathcal{M} \cap \Delta$.
On the other hand the function $g$ from Example 2.2 .14 is neither continuous nor of bounded variation but belongs to $\Delta / \Delta$ with $g(0)=0$. The function $\tilde{g}:[0,1] \rightarrow \mathbb{R}$, defined by $\tilde{g}(t)=g(t)+1$, then still belongs to $\Delta / \Delta$ but cannot belong to $\mathcal{M}$ since $\tilde{g}$ is discontinuous at $t=0$ with $\tilde{g}(0)=1 \neq 0$.
In addition, this example also shows that both $\Delta / \Delta$ and $\mathcal{M}$ are proper subsets of $D / \Delta$, and that $\Delta$ is no subset of $\mathcal{M}$. Finally, $\mathcal{M}$ is also no subset of $\Delta$, since the function $\varphi_{-1,0,1}$ belongs to $\mathcal{M}$, but not to $\Delta$ by Proposition 2.1.5.

The following Figure 3.1.1 summarizes inclusions of most function classes that have been considered so far. Here, $A \longrightarrow B$ means $A \subsetneq B$.


Figure 3.1.1: Inclusions between classical sets.
Other inclusions than those shown in this diagram do not hold. The dashed arrow indicates, however, that we were not able to decide wether the inclusion $D / \Delta \subseteq D \cap \mathcal{B}_{1}$ holds.

## Multipliers in $B V$

In this last part of this section we are going to extend our considerations by comparing each of the classical classes $C, \Delta, D$ and $B$ considered so far to the class $B V$ of functions of bounded Jordan variation introduced in Definition 1.1.7.
First note that since both $B V$ and $B$ are algebras with $\mathbb{1}$ and linked by $B V \subseteq B$, we get by Proposition 3.0.2(f) that $B V / B V=B V, B / B=B$ and $B / B V=B$. Our next result in this section characterizes $B V / B$ and $B V / C$.

Theorem 3.1.15. Let $g:[0,1] \rightarrow \mathbb{R}$. Then the following statements are equivalent.
(a) $g \in B V \cap \mathcal{S}_{c}$.
(b) $g \in B V / B$.
(c) $g \in B V / C$.

Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ ": Assume first that $g \in B V$ and $\operatorname{supp}(g)$ is countable. Fix $x \in B$. Then there exists $M>0$ such that $|x(t)| \leq M$ for all $t \in[0,1]$. It follows that $\operatorname{supp}(x g) \subseteq \operatorname{supp}(g)$, and by Proposition 1.1.8.

$$
\operatorname{Var}(x g) \leq 2 \sum_{t \in \operatorname{supp}(g)}|x(t) g(t)| \leq 2 M \sum_{t \in \operatorname{supp}(g)}|g(t)| \leq 2 M \operatorname{Var}(g)<\infty,
$$

showing that $x g \in B V$. Consequently, $g \in B V / B$.
"(b) $\Rightarrow(\mathrm{c})$ ": Since $C \subseteq B$ we get by Proposition 3.0 .2 (b) that $B V / B \subseteq B V / C$.
"(c) $\Rightarrow(\mathrm{a})$ ": Assume $g \in B V / C$. Since $\mathbb{1} \in C$, Proposition 3.0 .2 (c) immediately yields $g \in B V$. Now, suppose that $\operatorname{supp}(g)$ is uncountable. Then by Lemma 1.1.5 we find some $m>0$ and a strictly monotone sequence $\left(t_{n}\right)$ in $(0,1)$ converging to some $t \in[0,1]$ such that $\left|g\left(t_{n}\right)\right| \geq m$ for all $n \in \mathbb{N}$. Without loss of generality we may assume that the sequence $\left(t_{n}\right)$ is strictly decreasing and $t=0$. Let us pick $s_{n} \in\left(t_{n+1}, t_{n}\right)$ for $n \in \mathbb{N}$ and let us define $x:[0,1] \rightarrow \mathbb{R}$ piecewise linear and continuous on $[0,1]$ by $x(0)=x(1)=0$,

$$
x\left(s_{n}\right)=0 \quad \text { and } \quad x\left(t_{n}\right)=1 / n \quad \text { for } n \in \mathbb{N} .
$$

Then $x \in C$ and

$$
\operatorname{Var}(x g) \geq \sum_{n=1}^{\infty}\left|x\left(t_{n}\right) g\left(t_{n}\right)\right| \geq m \sum_{n=1}^{\infty} \frac{1}{n}=\infty
$$

which shows $x g \notin B V$ and contradicts $g \in B V / C$.
Finally, another application of Proposition 3.1.1 with $X=B V$ immediately gives $C / B V=\Delta / B V=D / B V=\{0\}$. Moreover, Corollary 3.1.3, applied to $Y=B V$, yields $B V / D=B V / \Delta=\mathcal{S}_{f}$.

Table 3.1.1 below summarizes all multiplier classes considered so far. Note that we were not able to fully characterize the classes $D / C$ and $D / \Delta$.

Table 3.1.1: Multipliers in classical spaces.

| $C / C=C$ | $\Delta / C=3.1 .3$ | $D / C=? ? ?$ | $B / C=B$ | $B V / C=B V \cap \mathcal{S}_{c}$ |
| :--- | :--- | :--- | :--- | :--- |
| $C / \Delta=\{0\}$ | $\Delta / \Delta=\overline{B V} \cap \Delta$ | $D / \Delta=? ? ?$ | $B / \Delta=\mathcal{S}_{f}$ | $B V / \Delta=\mathcal{S}_{f}$ |
| $C / D=\{0\}$ | $\Delta / D=\{0\}$ | $D / D=\mathbb{R} \mathbb{R}$ | $B / D=\mathcal{S}_{f}$ | $B V / D=\mathcal{S}_{f}$ |
| $C / B=\{0\}$ | $\Delta / B=\{\mathbb{0}\}$ | $D / B=\{0\}$ | $B / B=B$ | $B V / B=B V \cap \mathcal{S}_{c}$ |
| $C / B V=\{0\}$ | $\Delta / B V=\{0\}$ | $D / B V=\{0\}$ | $B / B V=B$ | $B V / B V=B V$ |

It is now reasonable to ask whether the results showing in this table remain true if we replace $B V$ by one of the other $B V$-spaces $W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Moreover, we are interested in investigating $\Gamma B V / \Lambda B V$ for two arbitrary Waterman sequences $\Gamma$ and $\Lambda, Y B V_{\psi} / Y B V_{\varphi}$ for two arbitrary Young functions $\psi$ and $\varphi$ and $R B V_{q} / R B V_{p}$ for two arbitrary exponents $1 \leq p, q<\infty$. These and related problems will be discussed and answered in the next section.

### 3.2 Multipliers in Generalized $B V$-Spaces

In this section we are going to generalize the results of the previous section to spaces of functions of generalized bounded variation. Let us start with the spaces of functions of bounded Wiener and Young variation introduced in the Definitions 1.2 .2 and 1.2.9, respectively. Multiplier sets for the Wiener spaces $W B V_{p}$ have already been characterized in [40]. We will give here a more general argument for the Young spaces $Y B V_{\varphi}$ from which all results for Wiener spaces will follow.

## Multipliers in $W B V_{p}$ and $Y B V_{\varphi}$

First note that since $Y B V_{\varphi}$ for an arbitrary Young function $\varphi$ is an algebra with $\mathbb{1}$, we have $Y B V_{\varphi} / Y B V_{\varphi}=Y B V_{\varphi}$ by Proposition 3.0 .2 (f). Moreover, $Y B V_{\varphi} \subseteq B$ implies $B / Y B V_{\varphi}=B$, again by Proposition 3.0.2 (f).

Another application of Proposition 3.1.1 for $X=Y B V_{\varphi}$ for some Young function $\varphi$ immediately gives $C / Y B V_{\varphi}=\Delta / Y B V_{\varphi}=D / Y B V_{\varphi}=\{0\}$. However, if we apply Corollary 3.1.3 to $Y=Y B V_{\varphi}$ instead, we obtain that the spaces $Y B V_{\varphi} / D$ and $Y B V_{\varphi} / \Delta$ are the same and precisely consist of all functions having finite support, i.e. $Y B V_{\varphi} / D=Y B V_{\varphi} / \Delta=\mathcal{S}_{f}$.

In the sequel we are going to describe the multiplier spaces of two arbitrary spaces $Y B V_{\varphi}$ and $Y B V_{\psi}$. Note that by Proposition 3.0 .2 (f) we have $Y B V_{\psi} / Y B V_{\varphi}=Y B V_{\psi}$ if and only if $Y B V_{\varphi} \subseteq Y B V_{\psi}$. Consequently, for the general case we need to know when one such space is contained in the other. But this has already been answered in (1.2.22) and below. Accordingly, if $\varphi$ and $\psi$ are two Young functions, then $Y B V_{\varphi} \subseteq Y B V_{\psi}$ if and only if $\psi \preceq \varphi$.

We will now turn to our main theorem concerning Young spaces which characterizes the multiplier spaces $Y B V_{\psi} / Y B V_{\varphi}$. For this we need the technical result from Lemma 1.2.16

Theorem 3.2.1. Let $\varphi$ and $\psi$ be two Young functions. Then the following statements hold.
(a) If $\psi \preceq \varphi$, then $Y B V_{\psi} / Y B V_{\varphi}=Y B V_{\psi}$.
(b) If $\psi \npreceq \varphi$, then $Y B V_{\psi} / Y B V_{\varphi}=Y B V_{\psi} \cap \mathcal{S}_{c}$.

Proof. (a) By (1.2.22), the condition $\psi \preceq \varphi$ implies $Y B V_{\varphi} \subseteq Y B V_{\psi}$, and so the result follows immediately from Proposition 3.0.2 (f), as mentioned before.
(b) Assume first that $g \in Y B V_{\psi}$ and $\operatorname{supp}(g) \subseteq\left\{t_{j} \mid j \in \mathbb{N}\right\}$ is countable, where we arbitrarily pick $t_{j} \in[0,1] \backslash \operatorname{supp}(g)$ for $j>\# \operatorname{supp}(g)$ if $\operatorname{supp}(g)$ is finite. Then $\operatorname{Var}_{\psi}(\lambda g)<\infty$ for some $\lambda>0$. If $x \in Y B V_{\varphi}$ is given, then $x$ is bounded by some $M>0$, say. Then $\operatorname{supp}(x g)$ is countable as well, and for $\mu:=\lambda /(2 M)$ we obtain by Proposition 1.2 .10

$$
\operatorname{Var}_{\psi}(\mu x g) \leq \sum_{j=1}^{\infty} \psi\left(2 \mu\left|(x g)\left(t_{j}\right)\right|\right) \leq \sum_{j=1}^{\infty} \psi\left(\lambda\left|g\left(t_{j}\right)\right|\right) \leq \operatorname{Var}_{\psi}(\lambda g)<\infty
$$

Thus, $x g \in Y B V_{\psi}$ which shows $g \in Y B V_{\psi} / Y B V_{\varphi}$.
We now prove the converse, i.e. $Y B V_{\psi} / Y B V_{\varphi} \subseteq Y B V_{\psi} \cap \mathcal{S}_{c}$. Due to $\psi \npreceq \varphi$ we have by (1.2.22) that

$$
\limsup _{t \rightarrow 0+} \frac{\psi(\lambda t)}{\varphi(t)}=\infty \quad \text { for all } \lambda>0
$$

Since $\varphi$ is an increasing homeomorphism of $[0, \infty)$, substituting $s=\varphi(t)$ and defining $\Phi(\lambda, s):=\psi\left(\lambda \varphi^{-1}(s)\right)$ leads to

$$
\limsup _{s \rightarrow 0+} \frac{\Phi(\lambda, s)}{s}=\infty \quad \text { for all } \lambda>0
$$

Moreover, $\Phi(\cdot, s)$ is increasing for each fixed $s \geq 0$. Thus, we can apply Lemma 1.2.16 with $\alpha=1$ and obtain a sequence $\left(\tau_{j}\right)$ in $(0, \infty)$ such that

$$
\sum_{j=1}^{\infty} \Phi\left(\lambda, \tau_{j}\right)=\infty \quad \text { for all } \lambda>0 \quad \text { and } \quad \sum_{j=1}^{\infty} \tau_{j} \leq 1
$$

The substitution $u_{j}:=\varphi^{-1}\left(\tau_{j}\right)$ therefore yields a sequence $\left(u_{j}\right)$ in $(0, \infty)$ which satisfies

$$
\sum_{j=1}^{\infty} \psi\left(\lambda u_{j}\right)=\infty \quad \text { for all } \lambda>0 \quad \text { and } \quad \sum_{j=1}^{\infty} \varphi\left(u_{j}\right) \leq 1
$$

Assume now that $g \in Y B V_{\psi} / Y B V_{\varphi}$, but $g \notin Y B V_{\psi} \cap \mathcal{S}_{c}$. By Proposition 3.0.2 (c) we have $g \in Y B V_{\psi}$, so $\operatorname{supp}(g)$ must be uncountable. By Lemma 1.1.5 we get some $m>0$ and a sequence $\left(t_{j}\right)$ in $(0,1)$ of pairwise distinct numbers such that $\left|g\left(t_{j}\right)\right| \geq m$ for all $j \in \mathbb{N}$. Define the function $x:[0,1] \rightarrow \mathbb{R}$ by $x\left(t_{j}\right):=u_{j}$ for all $j \in \mathbb{N}$ and $x(t)=0$ otherwise. Then on the one hand, by Proposition 1.2.10.

$$
\operatorname{Var}_{\varphi}(x / 2) \leq \sum_{j=1}^{\infty} \varphi\left(\left|x\left(t_{j}\right)\right|\right)=\sum_{j=1}^{\infty} \varphi\left(u_{j}\right) \leq 1
$$

and so $x \in Y B V_{\varphi}$. However, for each $\lambda>0$ we get again from Proposition 1.2.10,

$$
\operatorname{Var}_{\psi}(\lambda x g) \geq \sum_{j=1}^{\infty} \psi\left(\lambda\left|(x g)\left(t_{j}\right)\right|\right) \geq \sum_{j=1}^{\infty} \psi\left(\lambda m u_{j}\right)=\infty
$$

which shows $x g \notin Y B V_{\psi}$ and eventually $g \notin Y B V_{\psi} / Y B V_{\varphi}$, a contradiction.
We are now going to compare $Y B V_{\psi}$ with the classical spaces $B, D, \Delta$ and $C$ from the first section of this chapter. Here we have again an analogue of Theorem 3.1.15.

Theorem 3.2.2. Let $\psi$ be a Young function and let $g:[0,1] \rightarrow \mathbb{R}$. Then the following statements are equivalent.
(a) $g \in Y B V_{\psi} \cap \mathcal{S}_{c}$.
(b) $g \in Y B V_{\psi} / B$.
(c) $g \in Y B V_{\psi} / C$.

Proof. For " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ " assume that $g \in Y B V_{\psi}$ and $\operatorname{supp}(g) \subseteq\left\{t_{j} \mid j \in \mathbb{N}\right\}$ is countable, where we again choose $t_{j} \in[0,1] \backslash \operatorname{supp}(g)$ arbitrarily for $j>\# \operatorname{supp}(g)$ if $\operatorname{supp}(g)$ is finite; in particular, $\operatorname{Var}_{\psi}(\lambda g)<\infty$ for some $\lambda>0$. Fix $x \in B$. Then $x$ is bounded by some $M>0$, say. Of course, we have $\operatorname{supp}(x g) \subseteq \operatorname{supp}(g)$. Therefore, for $\mu:=\lambda /(2 M)$ we obtain by Proposition 1.2.10,

$$
\operatorname{Var}_{\psi}(\mu x g) \leq \sum_{j=1}^{\infty} \psi\left(2 \mu\left|x\left(t_{j}\right) g\left(t_{j}\right)\right|\right) \leq \sum_{j=1}^{\infty} \psi\left(\lambda\left|g\left(t_{j}\right)\right|\right) \leq \operatorname{Var}_{\psi}(\lambda g)<\infty
$$

which shows $x g \in Y B V_{\psi}$ and hence $g \in Y B V_{\psi} / B$.
Note that " $(\mathrm{b}) \Rightarrow(\mathrm{c})$ " immediately follows from Proposition 3.0 .2 (b), since $C \subseteq B$.
We now prove the remaining part "(c) $\Rightarrow(\mathrm{a})$ ". To this end, assume that $g \in Y B V_{\psi}$ has uncountable support. Then by Lemma 1.1.5 we find a strictly monotone sequence $\left(t_{j}\right)$
in $(0,1)$ converging to some $t \in[0,1]$ and a constant $m>0$ such that $\left|g\left(t_{j}\right)\right| \geq m$ for all $j \in \mathbb{N}$, and we may assume that $\left(t_{j}\right)$ is strictly decreasing and converges to $t=0$. Pick $s_{j} \in\left(t_{j+1}, t_{j}\right)$ for all $j \in \mathbb{N}$. Note that since $\psi$ is an increasing homeomorphism of $[0, \infty)$ with $\varphi(0)=0$, the numbers

$$
u_{j}:=\sqrt{\psi^{-1}\left(\frac{1}{j}\right)} \quad \text { for } j \in \mathbb{N}
$$

are well-defined and converge to 0 in such a way that

$$
\sum_{j=1}^{\infty} \psi\left(u_{j}^{2}\right)=\sum_{j=1}^{\infty} \psi\left(\psi^{-1}(1 / j)\right)=\sum_{j=1}^{\infty} \frac{1}{j}=\infty .
$$

Since $u_{j} \rightarrow 0$ as $j \rightarrow \infty$, for each fixed $\lambda>0$ there is some $N(\lambda) \in \mathbb{N}$ such that $\lambda \geq u_{j}$ for all $j \geq N(\lambda)$. Therefore, since $\psi$ is increasing,

$$
\sum_{j=1}^{\infty} \psi\left(\lambda u_{j}\right) \geq \sum_{j=N(\lambda)}^{\infty} \psi\left(u_{j}^{2}\right)=\infty
$$

Define $x:[0,1] \rightarrow \mathbb{R}$ piecewise linear and continuous by

$$
x(0):=x(1):=0, \quad x\left(t_{j}\right):=u_{j} \quad \text { and } \quad x\left(s_{j}\right):=0 \quad \text { for all } j \in \mathbb{N} .
$$

Then $x \in C$ and for each $\lambda>0$ we obtain

$$
\operatorname{Var}_{\psi}(\lambda x g) \geq \sum_{j=1}^{\infty} \psi\left(\lambda\left|(x g)\left(t_{j}\right)-(x g)\left(s_{j}\right)\right|\right)=\sum_{j=1}^{\infty} \psi\left(\lambda\left|g\left(t_{j}\right) u_{j}\right|\right) \geq \sum_{j=1}^{\infty} \psi\left(\lambda m u_{j}\right)=\infty
$$

But this shows $x g \notin Y B V_{\psi}$ and hence $g \notin Y B V_{\psi} / C$.

Let us discuss some special cases of the Theorems 3.2.1 and 3.2.2. For $\varphi(t)=t^{p}$ and $\psi(t)=t^{q}$ for $1 \leq p, q<\infty$, the spaces $Y B V_{\varphi}$ and $Y B V_{\psi}$ precisely coincide with the spaces of functions of bounded Wiener variation, i.e. $Y B V_{\varphi}=W B V_{p}$ and $Y B V_{\psi}=W B V_{q}$. In this case, the condition $\psi \preceq \varphi$ is equivalent to $p \leq q$, and Theorem 3.2.1 reads as follows.

Corollary 3.2.3. Let $1 \leq p, q<\infty$. Then the following statements hold.
(a) If $p \leq q$, then $W B V_{q} / W B V_{p}=W B V_{q}$.
(b) If $p>q$, then $W B V_{q} / W B V_{p}=W B V_{q} \cap \mathcal{S}_{c}$.

In particular, for $p=1 \leq q$ we obtain $W B V_{q} / B V=W B V_{q}$, and for $p>q=1$ we get $B V / W B V_{p}=B V \cap \mathcal{S}_{c}$. More generally, if only one of the Young functions is replaced by $t \mapsto t^{p}$, then Theorem 3.2.1 yields the following four cases.

Corollary 3.2.4. Let $1 \leq p, q<\infty$ and $\varphi$ and $\psi$ be Young functions. Then the following statements hold.
(a) If $\underset{t \rightarrow 0+}{\limsup } \frac{\psi(t)}{t^{p}}<\infty$, then $Y B V_{\psi} / W B V_{p}=Y B V_{\psi}$.
(b) If $\limsup _{t \rightarrow 0+} \frac{\psi(t)}{t^{p}}=\infty$, then $Y B V_{\psi} / W B V_{p}=Y B V_{\psi} \cap \mathcal{S}_{c}$.
(c) If $\limsup _{t \rightarrow 0+} \frac{t^{q}}{\varphi(t)}<\infty$, then $W B V_{q} / Y B V_{\varphi}=W B V_{q}$.
(d) If $\limsup _{t \rightarrow 0+} \frac{t^{q}}{\varphi(t)}=\infty$, then $W B V_{q} / Y B V_{\varphi}=W B V_{q} \cap \mathcal{S}_{c}$.

Note that indeed Corollary 3.2.4 reduces to Corollary 3.2 .3 for $\varphi(t)=t^{p}$ and $\psi(t)=t^{q}$. In general, if we put $p=1$ in Corollary 3.2.4 (a) we obtain from the convexity of $\psi$ and $\psi(0)=0$ that

$$
\limsup _{t \rightarrow 0+} \frac{\psi(t)}{t} \leq \limsup _{t \rightarrow 0+} \frac{t \psi(1)}{t}=\psi(1)<\infty
$$

and hence $Y B V_{\psi} / B V=Y B V_{\psi}$. Similarly, if $\iota \npreceq \varphi$ for $\iota(t)=t$ being the identity function which is equivalent to

$$
\limsup _{t \rightarrow 0+} \frac{t}{\varphi(t)}=\infty
$$

we get from (d) by putting $q=1$ that $B V / Y B V_{\varphi}=B V \cap \mathcal{S}_{c}$. Note that on the other hand the case $\iota \preceq \varphi$ leads to $Y B V_{\varphi}=B V$ and hence to $B V / Y B V_{\varphi}=B V$.
Moreover, the special case of Theorem 3.2 .2 with $\psi(t)=t^{q}$ reads as follows.
Corollary 3.2.5. Let $1 \leq q<\infty$ and $g:[0,1] \rightarrow \mathbb{R}$. Then the following statements are equivalent.
(a) $g \in W B V_{q} \cap \mathcal{S}_{c}$.
(b) $g \in W B V_{q} / B$.
(c) $g \in W B V_{q} / C$.

Note that for $q=1$ Corollary 3.2.5 reduces to Theorem 3.1.15.

## Multipliers in $\Lambda B V$

We now continue our generalizations to the spaces of functions of bounded variation in the sense of Waterman introduced in Definition 1.2.18. We are particularly interested in characterizing $Y / \Lambda B V$ and $\Gamma B V / X$ for $X, Y \in\{B, C, D, \Delta, B V, \Lambda B V\}$, where $\Gamma$ and $\Lambda$ are arbitrary given Waterman sequences.
First notice that $\Lambda B V$ is an algebra with $\mathbb{1}$, and so from Proposition 3.0.2 (f) we get $\Lambda B V / \Lambda B V=\Lambda B V$.
Recall that equation (1.2.49) says that not only $\Lambda B V \subseteq B$ holds for all Waterman sequences $\Lambda$, but also that each Waterman space comprises $B V$, and that each regular function belongs to at least one Waterman space. Because of that and Proposition 3.0 .2 (f) we immediately get $\Gamma B V / B V=\Gamma B V$ and $B / \Lambda B V=B$.

Let us now consider an analogue to Theorem 3.1.15.

Theorem 3.2.6. Let $g:[0,1] \rightarrow \mathbb{R}$ and $\Gamma$ be a Waterman sequence. Then the following statements are equivalent.
(a) $g \in \Gamma B V \cap \mathcal{S}_{c}$.
(b) $g \in \Gamma B V / B$.
(c) $g \in \Gamma B V / C$.

Proof. Throughout this proof let the Waterman sequence $\Gamma$ be given by $\Gamma=\left(\gamma_{j}\right)$.
"(a) $\Rightarrow(\mathrm{b})$ ". Assume that $g \in \Gamma B V$ has countable support. Fix $x \in B$. Then there exists $M>0$ such that $|x(t)| \leq M$ for any $t \in[0,1]$. Of course we have $\operatorname{supp}(x g) \subseteq \operatorname{supp}(g) \subseteq$ $\left\{\tau_{1}, \tau_{2}, \ldots\right\}$ with $\tau_{j} \in \operatorname{supp}(g)$, where we again pick arbitrary $\tau_{j} \in[0,1] \backslash \operatorname{supp}(g)$ for $j>\# \operatorname{supp}(g)$ if $\operatorname{supp}(g)$ is finite. By Proposition 1.2 .20 we have

$$
\operatorname{Var}_{\Gamma}(x g) \leq 2 \sup _{\sigma} \sum_{j=1}^{\infty} \gamma_{\sigma(j)}\left|(x g)\left(\tau_{j}\right)\right| \leq 2 M \sup _{\sigma} \sum_{j=1}^{\infty} \gamma_{\sigma(j)}\left|g\left(\tau_{j}\right)\right| \leq 2 M \operatorname{Var}_{\Gamma}(g)<\infty
$$

where $\sigma$ runs through all permutations of $\mathbb{N}$. Thus $x g \in \Gamma B V$ and hence $g \in \Gamma B V / B$.
" $(\mathrm{b}) \Rightarrow(\mathrm{c})$ " follows directly from Proposition 3.0.2 (b), since $C \subseteq B$.
"(c) $\Rightarrow(\mathrm{a})$ ". Assume now that $g \in \Gamma B V / C$. Certainly, $\mathbb{1} \in C$, and so $g \in \Gamma B V$ by Proposition 3.0 .2 (c). Suppose now that $\operatorname{supp}(g)$ is uncountable. By Lemma 1.1.5 we obtain an $m>0$ and some sequence $\left(t_{n}\right)$ in $(0,1)$ of pairwise distinct terms such that $\left|g\left(t_{n}\right)\right| \geq m$ for all $n \in \mathbb{N}$. Without loss of generality we can assume that $\left(t_{n}\right)$ is strictly decreasing and converging to 0 . Pick $s_{n} \in\left(t_{n+1}, t_{n}\right)$ for $n \in \mathbb{N}$, and let $\Gamma_{n}:=\gamma_{1}+\ldots+\gamma_{n}$. Now, define $x \in C$ piecewise linear by $x(0)=x(1)=0, x\left(s_{n}\right)=0$ and $x\left(t_{n}\right)=1 / \Gamma_{n}$ for $n \in \mathbb{N}$. Let us define a finite collection of nonoverlapping subintervals of the interval $[0,1]$ by $\left[a_{j}, b_{j}\right]=\left[s_{j}, t_{j}\right]$ for $j \in\{1, \ldots, n\}$. Then

$$
\operatorname{Var}_{\Gamma}(x g) \geq \sum_{j=1}^{n} \gamma_{j}\left|(x g)\left(a_{j}\right)-(x g)\left(b_{j}\right)\right|=\sum_{j=1}^{n} \gamma_{j}\left|(x g)\left(t_{j}\right)\right| \geq m \sum_{j=1}^{n} \frac{\gamma_{j}}{\Gamma_{j}} .
$$

By a result of Abel and Dini [77],

$$
\sum_{j=1}^{\infty} \frac{\gamma_{j}}{\Gamma_{j}}=\infty
$$

and hence $x g \notin \Gamma B V$, contradicting $g \in \Gamma B V / C$.
An application of Proposition 3.1 .1 for $X=\Lambda B V$ for some Waterman sequence $\Lambda$ immediately gives $C / \Lambda B V=\Delta / \Lambda B V=D / \Lambda B V=\{0\}$. Moreover, if we apply Corollary 3.1.3 to $Y=\Lambda B V$ instead, we obtain $\Lambda B V / D=\Lambda B V / \Delta=\mathcal{S}_{f}$.
In the sequel we are going to describe the multiplier spaces of two arbitrary Waterman spaces $\Gamma B V$ and $\Lambda B V$. Note that by Proposition 3.0.2(f) we have $\Gamma B V / \Lambda B V=\Gamma B V$ if and only if $\Lambda B V \subseteq \Gamma B V$. Consequently, for the general case we need to know when one such space is contained in the other. But this has already been answered in the discussion around (1.2.44). Accordingly, if $\Gamma$ and $\Lambda$ are two Waterman sequences, then $\Lambda B V \subseteq \Gamma B V$ if and only if $\Gamma \preceq \Lambda$.
We are now in position to prove the following

Theorem 3.2.7. Let $\Gamma$ and $\Lambda$ be two Waterman sequences. Then the following statements hold.
(a) If $\Gamma \preceq \Lambda$, then $\Gamma B V / \Lambda B V=\Gamma B V$.
(b) If $\Gamma \npreceq \Lambda$, then $\Gamma B V / \Lambda B V=\Gamma B V \cap \mathcal{S}_{c}$.

Proof. Throughout this proof let $\Gamma=\left(\gamma_{j}\right)$ and $\Lambda=\left(\lambda_{j}\right)$.
Note that by (1.2.44) the assertion $\Gamma \preceq \Lambda$ is equivalent to $\Lambda B V \subseteq \Gamma B V$. Consequently, (a) follows immediately from Proposition 3.0 .2 (f), as mentioned before.

For (b) assume first that $g \in \Gamma B V$ and $\operatorname{supp}(g) \subseteq\left\{t_{1}, t_{2}, \ldots\right\}$ is countable, where we pick arbitrary $t_{j} \in[0,1] \backslash \operatorname{supp}(g)$ for $j>\# \operatorname{supp}(g)$ if $\operatorname{supp}(g)$ is finite. If $x \in \Lambda B V$ is given, then $x$ is bounded by some $M>0$, say. Then $\operatorname{supp}(x g) \subseteq \operatorname{supp}(g)$, and we obtain by Proposition 1.2.20,

$$
\operatorname{Var}_{\Gamma}(x g) \leq 2 \sup _{\sigma} \sum_{j=1}^{\infty} \gamma_{\sigma(j)}\left|x\left(t_{j}\right) g\left(t_{j}\right)\right| \leq 2 M \sup _{\sigma} \sum_{j=1}^{\infty} \gamma_{\sigma(j)}\left|g\left(t_{j}\right)\right| \leq 2 M \operatorname{Var}_{\Gamma}(g)<\infty
$$

and hence $x g \in \Gamma B V$ which shows that $g \in \Gamma B V / \Lambda B V$.
For the reverse implication assume that $\operatorname{supp}(g)$ is uncountable. By Lemma 1.1.5 there is a constant $m>0$ and a sequence $\left(t_{j}\right)$ in $(0,1)$ such that $\left|g\left(t_{j}\right)\right| \geq m$ for all $j \in \mathbb{N}$. Now apply Lemma 1.2 .23 to $a_{j}=\gamma_{j}, b_{j}=\lambda_{j}$ and $\alpha=1$ and obtain a monotonically decreasing sequence $\left(u_{j}\right)$ in $(0, \infty)$ tending to zero such that

$$
\sum_{j=1}^{\infty} \gamma_{j} u_{j}=\infty \quad \text { and } \quad \sum_{j=1}^{\infty} \lambda_{j} u_{j}=1
$$

Define $x\left(t_{j}\right):=u_{j}$ and $x(t)=0$ elsewhere. Then with the help of Proposition 1.2.20 we have

$$
\operatorname{Var}_{\Lambda}(x) \leq 2 \sum_{j=1}^{\infty} \lambda_{j} u_{j}=2
$$

that is, $x \in \Gamma B V$. Note that the sum on the right hand side of (1.2.39) is maximal for the given ordering of $\left(\lambda_{j}\right)$ and $\left(u_{j}\right)$ as both sequences are decreasing [6]. On the other hand, again by Proposition 1.2 .20 ,

$$
\operatorname{Var}_{\Gamma}(x g) \geq \sum_{j=1}^{\infty} \gamma_{j}\left|x\left(t_{j}\right) g\left(t_{j}\right)\right| \geq m \sum_{j=1}^{\infty} \gamma_{j} u_{j}=\infty
$$

showing that $x g \notin \Gamma B V$ and hence $g \notin \Gamma B V / \Lambda B V$. That each function $g \in \Gamma B V / \Lambda B V$ belongs to $\Gamma B V$ follows from Proposition 3.0.2 (c). This completes the proof.

In the light of (1.2.49) it is reasonable to ask how the "limit" spaces $B V / \Lambda B V$, $\Gamma B V / B V, R / \Lambda B V$ and $\Gamma B V / R$ look like. With the help of Proposition 3.0.2 we obtain the following

Corollary 3.2.8. Let $\Lambda$ be a Waterman sequence. Then $B V / \Lambda B V=B V \cap \mathcal{S}_{c}$.

Proof. Let $g \in B V$ have countable support. Then Theorem 3.1.15 yields $g \in B V / B$, and since $\Lambda B V \subseteq B$ we get by Proposition 3.0 .2 (b) that $g \in B V / \Lambda B V$.
Suppose now that $g \in B V / \Lambda B V$ for $\Lambda=\left(\lambda_{j}\right)$; in particular, $g \in B V$ by Proposition 3.0.2 (c). The sequence $\Gamma=\left(\gamma_{j}\right)$, defined by $\gamma_{j}:=\sqrt{\lambda_{j}}$, clearly is a Waterman sequence, and since $B V \subseteq \Gamma B V$ we obtain from Proposition 3.0.2 (a) that $g \in \Gamma B V / \Lambda B V$. However, since

$$
\lim _{n \rightarrow \infty} \frac{\gamma_{n}}{\lambda_{n}}=\lim _{n \rightarrow \infty} \frac{\sqrt{\lambda_{n}}}{\lambda_{n}}=\lim _{n \rightarrow \infty} \frac{1}{\sqrt{\lambda_{n}}}=\infty
$$

we obtain with the help of the Stolz-Cesàro-Theorem [119] that $\Gamma \npreceq \Lambda$. Finally, Theorem 3.2.7 yields that $\operatorname{supp}(g)$ is countable.

For the "flipped" space $\Gamma B V / B V$ note that we already know $\Gamma B V / B V=\Gamma B V$. Moreover, since $\Lambda B V \subseteq R$ we also obtain $R / \Lambda B V=R$ from Proposition 3.0.2 (f). Finally, since $C \subseteq R \subseteq B$, we have that $\Gamma B V / B \subseteq \Gamma B V / R \subseteq \Gamma B V / C$ by Proposition 3.0.2 (b), and Theorem 3.2 .6 eventually shows that $\Gamma B V / R=\Gamma B V \cap \mathcal{S}_{c}$.

Let us now discuss some special cases of the Theorems 3.2.6 and 3.2.7. For $0<p, q \leq 1$ we consider the two Waterman sequences $\Lambda_{p}=\left(1 / n^{p}\right)$ and $\Lambda_{q}=\left(1 / n^{q}\right)$ for which the the condition $\Lambda_{q} \preceq \Lambda_{p}$ is equivalent to $p \leq q$ (again by the Stolz-Cesàro-Theorem [119]). Consequently, Theorem 3.2.7 reads as follows.

Corollary 3.2.9. Let $0<p, q \leq 1$. Then the following statements hold
(a) If $p \leq q$, then $\Lambda_{q} B V / \Lambda_{p} B V=\Lambda_{q} B V$.
(b) If $p>q$, then $\Lambda_{q} B V / \Lambda_{p} B V=\Lambda_{q} B V \cap \mathcal{S}_{c}$.

Recall that the space $\Lambda_{p} B V$ is of particular interest for $p=1$ and called the space of functions of bounded harmonic variation, abbreviated by the symbol $H B V=\Lambda_{1} B V$. In particular, for $0<p \leq 1=q$ we obtain $H B V / \Lambda_{p} B V=H B V$, and for $p=1>q>0$ we get $\Lambda_{q} B V / H B V=\Lambda_{q} B V \cap \mathcal{S}_{c}$, both as a consequence of Corollary 3.2.9.

Analogously, Theorem 3.2.6 then reads as follows.
Corollary 3.2.10. Let $0<q \leq 1$ and $g:[0,1] \rightarrow \mathbb{R}$. Then the following statements are equivalent.
(a) $g \in \Lambda_{q} B V \cap \mathcal{S}_{c}$.
(b) $g \in \Lambda_{q} B V / B$.
(c) $g \in \Lambda_{q} B V / C$.

The spaces $B V, W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$ have in common that they all contain functions of finite and countably infinite support. In the next and final subsection we consider multiplier spaces for the Riesz spaces $R B V_{p}$ that do not have this property, as any function in $R B V_{p}$ is automatically continuous for $p>1$.

## Multipliers in $L_{p}$ and $R B V_{p}$

As a final generalization we now consider functions of bounded variation in the sense of Riesz as defined in Definition 1.2.24 Recall that for $1<p<\infty$ the class $R B V_{p}$ coincides with the class $A C$ of absolutely continuous functions with derivatives in the space $L_{p}$. Moreover, in this case the Riesz variation can be calculated explicitly by the formula 1.2 .50 .
If we write

$$
L_{p}^{\prime}:=\left\{x \in A C \mid x^{\prime} \in L_{p}\right\} \quad \text { for } 1 \leq p \leq \infty
$$

then Riesz' result states that

$$
L_{p}^{\prime}= \begin{cases}A C & \text { for } p=1 \\ R B V_{p} & \text { for } 1<p<\infty \\ L i p & \text { for } p=\infty\end{cases}
$$

whereas, by definition, $R B V_{1}=B V \neq A C$.
Recall that $R B V_{p}$ can be interpreted as the set of continuous representatives of the Sobolev space $W^{1, p}$; in particular, for each function $x \in W^{1, p}$ there is a function $\tilde{x} \in L_{p}^{\prime}$ such that $x=\tilde{x}$ almost everywhere.
Thus, the Riesz spaces are closely related not only to Sobolev spaces but also to Lebesgue spaces. In order to find multipliers for Riesz spaces, we therefore need multipliers for Lebesgue spaces. As adumbrated at the beginning of this chapter, Hölder's inequality is of good use here. We will prove in a little more detail the following characterization of Lebesgue multipliers.

Theorem 3.2.11. Let $1 \leq p, q \leq \infty$. Then

$$
L_{q} / L_{p}= \begin{cases}L_{\frac{p q}{}}^{p-q} & \text { for } 1 \leq q<p<\infty  \tag{3.2.1}\\ L_{q} & \text { for } 1 \leq q<p=\infty \\ L_{\infty} & \text { for } 1 \leq p=q \leq \infty \\ \{\mathbb{0} \text { a.e. }\} & \text { for } 1 \leq p<q \leq \infty\end{cases}
$$

Proof. We first prove for $1 \leq p<\infty$ the identity

$$
L_{1} / L_{p}= \begin{cases}L_{\frac{p}{p-1}} & \text { for } 1<p<\infty  \tag{3.2.2}\\ L_{\infty} & \text { for } p=1\end{cases}
$$

Note that for $1<p<\infty$ the inclusion $L_{\frac{p}{p-1}} \subseteq L_{1} / L_{p}$ is a trivial consequence of Hölder's inequality. Indeed, if $g \in L_{\frac{p}{p-1}}$ and $x \in L_{p}$ are given, then Hölder's inequality guarantees immediately $x g \in L_{1}$ as $\frac{p}{p-1}$ is the Hölder conjugate to $p$. The same argument holds for $p=1$ and shows $L_{\infty} \subseteq L_{1} / L_{1}$.
For the converse there is a little more to do. For fixed $g \in L_{1} / L_{p}$ with $1 \leq p<\infty$ we also have $|g| \in L_{1} / L_{p}$. On $L_{p}$ we define the linear functional $T: L_{p} \rightarrow \mathbb{R}$ by

$$
T x:=\int_{0}^{1} x(t)|g(t)| \mathrm{d} t
$$

which is well-defined due to $|g| \in L_{1} / L_{p}$. We now show that $T$ is bounded. If $T$ is unbounded, there is a sequence $\left(x_{k}\right)$ in $L_{p}$ with $\left\|x_{k}\right\|_{L_{p}}=1$ and $\left|T x_{k}\right| \geq 3^{k}$ for all $k \in \mathbb{N}$. The function

$$
x:=\sum_{k=1}^{\infty} \frac{\left|x_{k}\right|}{2^{k}}
$$

then belongs to $L_{p}$, because

$$
\|x\|_{L_{p}} \leq \sum_{k=1}^{\infty} \frac{\left\|x_{k}\right\|_{L_{p}}}{2^{k}}=1
$$

On the other hand, the function $x|g|$ does not belong to $L_{1}$, because by the Monotone Convergence Theorem,

$$
\int_{0}^{1} x(t)|g(t)| \mathrm{d} t=\sum_{k=1}^{\infty} \int_{0}^{1} \frac{\left|x_{k}(t)\right|}{2^{k}}|g(t)| \mathrm{d} t \geq \sum_{k=1}^{\infty} \frac{\left|T x_{k}\right|}{2^{k}}=\sum_{k=1}^{\infty} \frac{3^{k}}{2^{k}}=\infty .
$$

But this contradicts $|g| \in L_{1} / L_{p}$. Consequently, $T$ is a bounded linear functional on $L_{p}$ and therefore has, by a well-known theorem of Riesz (see [153] for a proof), a representation of the form

$$
T x=\int_{0}^{1} x(t) h(t) \mathrm{d} t
$$

for some function $h \in L_{q}$, where $q$ is the Hölder conjugate to $p$, that is, $q=\frac{p}{p-1}$ for $1<p<\infty$ and $q=\infty$ for $p=1$. Thus, $|g|=h$ almost everywhere which implies $g \in L_{q}$, as claimed. In total, formula $(3.2 .2)$ is established.
We are now going to deduce from (3.2.2) the remaining identities. Let $1 \leq q<p<\infty$ and set $r=\frac{p}{q}$ and $s=\frac{p}{p-q}$. Then $r, s>1$ and $\frac{1}{r}+\frac{1}{s}=1$. Fix $g \in L_{\frac{p q}{p-q}}$ and $x \in L_{p}$. Since $\left(|x|^{q}\right)^{r}=|x|^{p} \in L_{1}$ and $\left(|g|^{q}\right)^{s}=|g|^{\frac{p q}{p-q}} \in L_{1}$, we have $|x|^{q} \in L_{r}$ and $|g|^{q} \in L_{s}$, and from Hölder's inequality we obtain that $|x g|^{q} \in L_{1}$, hence $x g \in L_{q}$ and thus $g \in L_{q} / L_{p}$. The same argument works for $1 \leq p=q<\infty$. Finally, $L_{\infty} / L_{\infty}=L_{\infty}$ follows from Proposition 3.0.2 (f). This proves the first and third of the four identities in 3.2.1).
For the second note that for $1 \leq q<\infty$ the inclusion $L_{q} \subseteq L_{q} / L_{\infty}$ follows instantly from Hölder's inequality, and the inclusion $L_{q} / L_{\infty} \subseteq L_{q}$ is a consequence of Proposition 3.0 .2 (c).

For the fourth and final identity in (3.2.1) fix $1 \leq p<q \leq \infty$ and $g \in L_{q} / L_{p}$ and assume that $g$ is not zero almost everywhere. Then there is some measurable set $E \subseteq[0,1]$ of finite positive measure and some $m>0$ such that $|g(t)| \geq m$ for all $t \in E$. For $x \in L_{p}$ we have $x \in L_{p}(E)$ and

$$
\infty>\int_{0}^{1}|x(t) g(t)|^{q} \mathrm{~d} t \geq m^{q} \int_{E}|x(t)|^{q} \mathrm{~d} t
$$

and consequently $x \in L_{q}(E)$. This shows $L_{p}(E) \subseteq L_{q}(E)$ and hence $p \geq q$, a contradiction. This proves $g=0$ almost everywhere and completes the proof.

Before we proceed with a characterization of the multipliers $R B V_{q} / R B V_{p}$, let us remark another interpretation of Hölder's inequality. It states that if $x$ and $y$ belong to
conjugate Lebesgue spaces, the product belongs to $L_{1}$. It is shown in [5] that this is precise in the following sense: If $1 / p+1 / q=1$ and $x \in L_{p}$, then

$$
\begin{equation*}
\|x\|_{L_{p}}=\sup \left\{\int_{0}^{1} x(t) y(t) \mathrm{d} t \mid y \in L_{q},\|y\|_{L_{q}} \leq 1\right\} \tag{3.2.3}
\end{equation*}
$$

in particular, the norm of the linear functional

$$
y \mapsto \int_{0}^{1} x(t) y(t) \mathrm{d} t
$$

is precisely the $L_{p}$-norm of $x$. In fact, one can show that the supremum in (3.2.3) is a maximum for $x \in L_{p}$ with $1 \leq p<\infty$. The following example shows that for $p=\infty$ this is no longer true [5].
Example 3.2.12. The function $x:[0,1] \rightarrow \mathbb{R}, t \mapsto t$, belongs to $L_{\infty}$ with $\|x\|_{L_{\infty}}=1$. If any $y \in L_{1}$ with $0<\|y\|_{L_{1}} \leq 1$ is given, one can pick $\delta \in(0,1)$ so that

$$
\int_{0}^{1-\delta}|y(t)| \mathrm{d} t \geq \frac{1}{2}\|y\|_{L_{1}}
$$

as the Lebesgue integral is absolutely continuous with respect to the domain of integration. We now obtain

$$
\begin{aligned}
\left|\int_{0}^{1} x(t) y(t) \mathrm{d} t\right| & \leq \int_{0}^{1-\delta} t|y(t)| \mathrm{d} t+\int_{1-\delta}^{1} t|y(t)| \mathrm{d} t \\
& \leq(1-\delta) \int_{0}^{1-\delta}|y(t)| \mathrm{d} t+\int_{1-\delta}^{1}|y(t)| \mathrm{d} t \\
& =\int_{0}^{1}|y(t)| \mathrm{d} t-\delta \int_{0}^{1-\delta}|y(t)| \mathrm{d} t \leq\left(1-\frac{\delta}{2}\right)\|y\|_{L_{1}}<1=\|x\|_{L_{\infty}}
\end{aligned}
$$

Consequently, the number $\|x\|_{L_{\infty}}$ and hence the supremum in (3.2.3) cannot be attained by values of the functional $\int_{0}^{1} x(t) y(t) \mathrm{d} t$, as long as $y$ satisfies $\|y\|_{L_{1}} \leq 1$.
We remark that there is another difference in this context, depending on the choice of $p$ : In case $1<p<\infty$, the supremum in (3.2.3) is attained by a unique function $y \in L_{q}$. However, for $p=1$ or $p=\infty$, even if the supremum in 3.2.3 is attained by some function $y \in L_{q}$, this function must not be unique. This is illustrated by the next two examples [5].

Example 3.2.13. Consider the functions $x=y_{1}=\chi_{[0,1 / 2]}$ and $y_{2}=\mathbb{1}$. Then $x \in L_{1}$ and $y_{1}, y_{2} \in L_{\infty}$ with $\left\|y_{1}\right\|_{L_{\infty}}=\left\|y_{2}\right\|_{L_{\infty}}=1$. Moreover,

$$
\|x\|_{L_{1}}=\frac{1}{2}=\int_{0}^{1} x(t) y_{1}(t) \mathrm{d} t=\int_{0}^{1} x(t) y_{2}(t) \mathrm{d} t
$$

but $y_{1}$ is not equal to $y_{2}$ almost everywhere.
Example 3.2.14. Consider the functions $x=\mathbb{1}, y_{1}=2 \chi_{[0,1 / 2]}$ and $y_{2}=2 \chi_{[1 / 2,1]}$. Then $x \in L_{\infty}$ and $y_{1}, y_{2} \in L_{1}$ with $\left\|y_{1}\right\|_{L_{1}}=\left\|y_{2}\right\|_{L_{1}}=1$. Moreover,

$$
\|x\|_{L_{\infty}}=1=\int_{0}^{1} x(t) y_{1}(t) \mathrm{d} t=\int_{0}^{1} x(t) y_{2}(t) \mathrm{d} t
$$

but $y_{1}$ is not equal to $y_{2}$ almost everywhere.

We are now going to give a full characterization of the spaces $R B V_{q} / R B V_{p}$ for arbitrary exponents $1 \leq p, q<\infty$ which is an immediate consequence of Theorem 3.2.11. Note that by Proposition 3.0 .2 (f) we have $R B V_{q} / R B V_{p}=R B V_{q}$ if and only if $R B V_{p} \subseteq$ $R B V_{q}$. Consequently, for the general case we need to know when one such space is contained in the other. Recall that similar to Lebesgue spaces we have $R B V_{p} \subseteq R B V_{q}$ if and only if $p \geq q$. In addition, note that $R B V_{p} \subseteq A C$ whenever $p>1$. As a consequence, we obtain

Theorem 3.2.15. Let $1 \leq p, q<\infty$. Then the following statements hold.
(a) If $p \geq q$, then $R B V_{q} / R B V_{p}=R B V_{q}$.
(b) If $p<q$, then $R B V_{q} / R B V_{p}=\{0\}$.
(c) If $q>1$, then $R B V_{q} / A C=\{0\}$.

Proof. (a) Since $p \geq q$, we have $R B V_{p} \subseteq R B V_{q}$, and (a) follows again immediately from Proposition 3.0.2 (f), as mentioned before.
For (b) with $p>1$ fix $g \in R B V_{q} / R B V_{p}$ and $y \in L_{p}$. The function

$$
x(t)=\int_{0}^{t} y(s) \mathrm{d} s
$$

is then absolutely continuous with $x^{\prime}=y \in L_{p}$ and hence belongs to $R B V_{p}$. From Proposition 3.0.2 (c) follows $g \in R B V_{q}$ and thus $g \in A C$ with $g^{\prime} \in L_{q}$. Moreover, since $g$ is a multiplier of $R B V_{q}$ over $R B V_{p}$, we have $x g \in R B V_{q}$ and in particular $x^{\prime} g+x g^{\prime} \in L_{q}$. Because of $x \in A C \subseteq L_{\infty}$, the product $x g^{\prime}$ belongs to $L_{q}$ and hence $x^{\prime} g=y g$ must belong to $L_{q}$, as well. As this is true for all $y \in L_{p}$ we have shown that $g \in L_{q} / L_{p}$. By Theorem 3.2.11 it follows that $g$ is zero almost everywhere, and since $g$ is continuous, we conclude $g=\mathbb{0}$ everywhere, as desired.
For (c) repeat the argument used for (b) with $p=1$ and $R B V_{p}$ replaced by $A C$. Since $A C \subseteq B V$ we obtain the remaining part of (b) for $p=1$ from (c) and Proposition 3.0.2 (b). This completes the proof.

We remark that the parts (b) and (c) of Theorem 3.2 .15 can also be proven without Theorem 3.2.11. Indeed, in order to prove (b) for $p>1$ fix $g \in R B V_{q} / R B V_{p}$ for $p<q$ and assume that $g$ is not identically zero. Because of $q>p \geq 1$ the function $g$ is continuous, and there is some proper interval $[a, b] \subseteq(0,1]$ and some constant $m>0$ such that $|g(t)| \geq m$ for all $t \in[a, b]$. Now define

$$
h(t):=\left\{\begin{array}{ll}
(t-a)^{-2 /(p+q)} & \text { for } t \in(a, b], \\
0 & \text { for } t \in[0, a] \cup(b, 1]
\end{array} \quad \text { and } \quad x(t):=\int_{0}^{t} h(s) \mathrm{d} s\right.
$$

Then $h \in L_{p} \backslash L_{q}$, and therefore $x \in R B V_{p} \backslash R B V_{q}$. By definition of $g$, the product $x g$ must belong to $R B V_{q}$. However, we obtain for $s \in(a, b]$,

$$
\begin{align*}
\operatorname{RVar}_{q}(x g) & \geq(s-a)^{1-q}|(x g)(s)|^{q} \geq m^{q}(s-a)^{1-q}|x(s)|^{q} \\
& =\frac{m^{q}(p+q)}{p+q-2}(s-a)^{\frac{p-q}{p+q}} . \tag{3.2.4}
\end{align*}
$$

Since $q>p$, the exponent $\frac{p-q}{p+q}$ in $\sqrt{3.2 .4}$ is negative, and hence the right hand side in (3.2.4) goes to infinity as $s \rightarrow a+$. Consequently, $\operatorname{RVar}_{q}(x g)=\infty$ which contradicts $g \in R B V_{q} / R B V_{p}$. The same argument works with $p=1$ to prove (c).
Let us add some comments to this result. First of all, although part (b) of Theorem 3.2.15 looks different than the corresponding results for the other $B V$-spaces (Theorem 3.2.1. Corollary 3.2 .3 and Theorem 3.2.7), it still fits perfectly. Since in part (b) we assume $q>1$, each function $g \in R B V_{q} / R B V_{p}$ must be continuous, and the only continuous function with countable support is the function 0 .
Moreover, assertion (a) is of particular interest for $q=1$, because then we obtain $B V / R B V_{p}=B V$ for all $p \in[1, \infty)$. In particular, for $p=1$ we obtain again $B V / B V=$ $B V$. On the other hand, from (b) for $p=1$ we get that $R B V_{q} / B V=\{\mathbb{0}\}$ for all $q>1$, and part (c) solves a conjecture that we made in [28].

We now compare $R B V_{q}$ for fixed $q>1$ to the classical spaces $B, C, \Delta$ and $D$, and also to Lip and $A C$; a first comparison of this kind was already given in Theorem 3.2.15 (c). First note that (1.2.54) implies

$$
L i p \subseteq R B V_{q} \subseteq A C \subseteq C \cap B V
$$

and we obtain the inclusions

$$
L i p / C \subseteq R B V_{q} / C \subseteq A C / C \subseteq C \cap(B V / C)
$$

and

$$
\text { Lip } / B V \subseteq R B V_{q} / B V \subseteq A C / B V \subseteq C / B V
$$

by Proposition 3.0 .2 (a). But the only continuous function in $B V / C$ is the zero function 0 by Theorem 3.1.15, and the only function in $C / B V$ is also the zero function, as has been pointed out right after Theorem 3.1.15. Hence, Lip/C=RBV $/ C=A C / C=$ $\{0\}$ and also Lip $/ B V=R B V_{q} / B V=A C / B V=\{0\}$, and since $C \subseteq B$ and $C \subseteq \Delta \subseteq$ $D$ we obtain in total $\mathrm{Lip} / X=R B V_{q} / X=A C / X=\{0\}$ for $X \in\{B, B V, C, \Delta, D\}$ by Proposition 3.0.2 (b). Moreover, $R B V_{q} / \operatorname{Lip}=R B V_{q}$ by Proposition 3.0.2 (f).
We are now considering $Y / R B V_{p}$ for fixed $p>1$ and $Y \in\{B, B V, C, \Delta, D, L i p, A C\}$. We already know that $B V / R B V_{p}=B V$. Also note that since $R B V_{p} \subseteq C \subseteq B$ we have $B / R B V_{p}=B$ and $C / R B V_{p}=C$ by Proposition 3.0 .2 (f). Finally, since $\Delta /(C \cap B V)=$ $\Delta$ by Theorem 2.2 .2 and $R B V_{p} \subseteq C \cap B V$ we obtain $\Delta / R B V_{p}=\Delta$ by Proposition 3.0.2 (b) and (c). Similar relations hold for $Y / \operatorname{Lip}$ and $Y / A C$, namely $Y /$ Lip $=Y / A C=Y$ for $Y \in\{C, \Delta, B, B V\}$. Moreover, since $R B V_{p} \subseteq A C$, Proposition 3.0.2 (f) yields $A C / R B V_{p}=A C$. Finally, Lip $/ R B V_{p} \subseteq R B V_{2 p} / R B V_{p}=\{0\}$ by Proposition 3.0.2 (a) and Theorem 3.2.15 (b), and thus this gives us $\operatorname{Lip} / R B V_{p}=\{0\}$.
However, the class $D / R B V_{p}$ and the analogous classes $D / L i p$ and $D / A C$ seem to be much more complex, and we do not know how they look like. In addition to the inclusions mentioned in Figure 3.1.1 at the end of Section 3.1, we only know that

$$
D \cap \mathcal{B}_{1} \subsetneq D / C \subseteq D /(C \cap B V) \subseteq D / A C \subseteq D / R B V_{p} \subseteq D / L i p \subseteq D
$$

and we believe that all of the given inclusions are strict.

The following tables summarize most of the multiplier classes under consideration. Table 3.2.1 compares the results from Section 3.1 to the results about Waterman spaces of Section 3.2.

Table 3.2.1: Multipliers in $B V$ and $\Lambda B V$.

| Jordan variation | Waterman variation |
| :--- | :--- |
| $C / B V=\{0\}$ | $C / \Lambda B V=\{0\}$ |
| $\Delta / B V=\{\mathbb{0}\}$ | $\Delta / \Lambda B V=\{\mathbb{0}\}$ |
| $D / B V=\{0\}$ | $D / \Lambda B V=\{0\}$ |
| $B / B V=B$ | $B / \Lambda B V=B$ |
|  | $B V / \Lambda B V=B V \cap \mathcal{S}_{c}$ |
| $B V / C=B V \cap \mathcal{S}_{c}$ | $\Gamma B V / C=\Gamma B V \cap \mathcal{S}_{c}$ |
| $B V / \Delta=\mathcal{S}_{f}$ | $\Gamma B V / \Delta=\mathcal{S}_{f}$ |
| $B V / D=\mathcal{S}_{f}$ | $\Gamma B V / D=\mathcal{S}_{f}$ |
| $B V / B=B V \cap \mathcal{S}_{c}$ | $\Gamma B V / B=\Gamma B V \cap \mathcal{S}_{c}$ |
| $B V / B V=B V$ | $\Gamma B V / B V=\Gamma B V$ |
|  | $\Gamma B V / \Lambda B V=\Gamma B V$ for $\Gamma \preceq \Lambda$ |
|  | $\Gamma B V / \Lambda B V=\Gamma B V \cap \mathcal{S}_{c}$ for $\Gamma \npreceq \Lambda$ |

Table 3.2 .2 shows the new results from Section 3.2 about Wiener, Young and Riesz spaces.

Table 3.2.2: Multipliers in $Y B V_{\varphi}$ and $R B V_{p}$.

| Young variation | Riesz variation $(1<p, q<\infty)$ |
| :--- | :--- |
| $C / Y B V_{\varphi}=\{0\}$ | $C / R B V_{p}=C$ |
| $\Delta / Y B V_{\varphi}=\{0\}$ | $\Delta / R B V_{p}=\Delta$ |
| $D / Y B V_{\varphi}=\{0\}$ | $D / R B V_{p}=? ? ?$ |
| $B / Y B V_{\varphi}=B$ | $B / R B V_{p}=B$ |
| $B V / Y B V_{\varphi}=B V \cap \mathcal{S}_{c}$ for $\iota \npreceq \varphi$ | $B V / R B V_{p}=B V$ |
| $Y B V_{\psi} / C=Y B V_{\psi} \cap \mathcal{S}_{c}$ | $R B V_{q} / C=\{0\}$ |
| $Y B V_{\psi} / \Delta=\mathcal{S}_{f}$ | $R B V_{q} / \Delta=\{0\}$ |
| $Y B V_{\psi} / D=\mathcal{S}_{f}$ | $R B V_{q} / D=\{0\}$ |
| $Y B V_{\psi} / B=Y B V_{\psi} \cap \mathcal{S}_{c}$ | $R B V_{q} / B=\{0\}$ |
| $Y B V_{\psi} / B V=Y B V_{\psi}$ | $R B V_{q} / B V=\{0\}$ |
| $Y B V_{\psi} / Y B V_{\varphi}=Y B V_{\psi}$ for $\psi \preceq \varphi$ | $R B V_{q} / R B V_{p}=R B V_{q}$ for $q \leq p$ |
| $Y B V_{\psi} / Y B V_{\varphi}=Y B V_{\psi} \cap \mathcal{S}_{c}$ for $\psi \npreceq \varphi$ | $R B V_{q} / R B V_{p}=\{0\}$ for $q>p$ |

Note that the results about Jordan, Waterman and Young variations are completely similar, whereas the results for the Riesz variation are slightly different. This is because functions in $R B V_{p}$ for $p>1$ are continuous. Moreover, similar to the class $D / C$ we do not know how the classes $D / R B V_{p}$ for $p>1$ look like.

Finally, our last Table 3.2.3 below gives an overview about the other classes related to $B V$-type spaces.

Table 3.2.3: Multipliers in other classes.

| Other classes $(1<p, q<\infty)$ |  |  |
| :--- | :--- | :--- |
| $C /$ Lip $=C$ | $C / A C=C$ | $R B V_{q} /$ Lip $=R B V_{q}$ |
| $\Delta /$ Lip $=\Delta$ | $\Delta / A C=\Delta$ | Lip $/ R B V_{p}=\{0\}$ |
| $D /$ Lip $=? ? ?$ | $D / A C=? ? ?$ | $R B V_{q} / A C=\{0\}$ |
| $B /$ Lip $=B$ | $B / A C=B$ | $A C / R B V_{p}=A C$ |
| $B V /$ Lip $=B V$ | $B V / A C=B V$ | $R / \Lambda B V=R$ |
| Lip $/ C=\{0\}$ | $A C / C=\{0\}$ | $\Lambda B V / R=\Lambda B V \cap \mathcal{S}_{c}$ |
| Lip $/ \Delta=\{0\}$ | $A C / \Delta=\{0\}$ |  |
| Lip $/ D=\{0\}$ | $A C / D=\{0\}$ |  |
| Lip $/ B=\{0\}$ | $A C / B=\{0\}$ |  |
| Lip $/ B V=\{0\}$ | $A C / B V=\{0\}$ |  |

## Chapter 4

## Linear Operators between $B V$-Spaces

The purpose of this chapter is to study several linear operators mainly in $B V$-spaces $X$ and $Y$, where the symbols $X$ and $Y$ represent one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$, $\Lambda B V$ or $R B V_{p}$ introduced in Chapter 1. In detail we will consider

- the multiplication operator $M_{g}: X \rightarrow Y$, generated by a function $g:[0,1] \rightarrow \mathbb{R}$ and defined by

$$
\begin{equation*}
M_{g} x(t)=x(t) g(t) \tag{4.0.1}
\end{equation*}
$$

- the substitution operator $S_{g}: X \rightarrow Y$, generated by a function $g:[0,1] \rightarrow[0,1]$ and defined by

$$
\begin{equation*}
S_{g} x(t)=x(g(t)), \tag{4.0.2}
\end{equation*}
$$

- the integral operator $I_{g}: X \rightarrow Y$, generated by a function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ and defined by

$$
\begin{equation*}
I_{g} x(t)=\int_{0}^{1} g(t, s) x(s) \mathrm{d} s \tag{4.0.3}
\end{equation*}
$$

For all these operators we are particularly interested in analytic properties like acting conditions, continuity and compactness, but we will also investigate set-theoretic properties like injectivity, surjectivity and bijectivity.

### 4.1 Multiplication Operators

In this section we investigate the multiplication operator $M_{g}: X \rightarrow Y$, defined by

$$
M_{g} x(t):=x(t) g(t) \quad \text { for } t \in[0,1],
$$

where $X$ and $Y$ are linear spaces of real-valued functions on the interval $[0,1]$, and the generating function $g:[0,1] \rightarrow \mathbb{R}$ is given. In order to guarantee that $M_{g}$ is welldefined, we have to make sure by imposing proper conditions on $g$ that $M_{g}(X) \subseteq Y$.

That is, the product $x g$ must belong to $Y$, whenever $x$ belongs to $X$. Using the notation for multiplier sets

$$
Y / X=\{g:[0,1] \rightarrow \mathbb{R} \mid x g \in Y \text { for all } x \in X\}
$$

introduced in (3.0.1) we have $M_{g}(X) \subseteq Y$ if and only if $g \in Y / X$.
As we have seen in the previous chapter, in some spaces, especially when $X=Y$, the classes $Y / X$ are easy to find: For instance, we have seen in Section 3.1 that $B / B=B$ and $C / C=C$ which means for our multiplication operator nothing but $M_{g}(B) \subseteq B$ if and only if $g \in B$ and $M_{g}(C) \subseteq C$ if and only if $g \in C$.
Generally speaking, if $X=Y$ is closed under multiplication and contains $\mathbb{1}$ then $X / X=X$ by Proposition 3.0 .2 (f) and therefore $M_{g}(X) \subseteq X$ if and only if $g \in X$. The spaces $C$ and $B$ clearly have both properties.
However, in other classes of functions which are not closed under addition or multiplication, a characterization of $X / X$ or even $Y / X$ can be much harder. As we have seen in Section 3.1 this is difficult especially if the class $D$ of Darboux functions is involved. For instance, the class $D / C$ satisfies the chain of inclusions

$$
C \subsetneq \Delta \subsetneq D \cap \mathcal{B}_{1} \subsetneq D / C \subsetneq D,
$$

where $\mathcal{B}_{1}$ denotes the class of Baire- 1 functions, but its exact characterization is - at least to our knowledge - unknown.
If $X$ and $Y$ are different spaces, the assumption $M_{g}(X) \subseteq Y$ can lead to a strong degeneracy of the generator $g$. Roughly speaking, this is true whenever $X$ is "large" and $Y$ is "small". For example, the classes $C / B, C / D$ and $D / B$ contain only $\mathbb{0}$ by Theorem 3.1.10. In terms of the multiplication operator this means that either of the inclusions $M_{g}(B) \subseteq C, M_{g}(D) \subseteq C$ and $M_{g}(B) \subseteq D$ is possible only for $g=\mathbb{0}$.

In this section we investigate $M_{g}$ for the case when $X$ and $Y$ are some of the $B V$-type spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$, introduced in Chapter 1. Since all five classes are closed under multiplication and contain the function $\mathbb{1}$, the multiplication operator from one such space into itself is always well-defined if and only if $g$ itself is a member of that space. However, if $X$ and $Y$ are different spaces, the requirement of $M_{g}: X \rightarrow Y$ to be well-defined may again lead to some degeneracy. For instance, as we have seen in Corollary 3.2.3 and Theorem 3.2.15,

$$
\begin{align*}
W B V_{q} / W B V_{p} & = \begin{cases}W B V_{q} & \text { for } 1 \leq p \leq q, \\
W B V_{q} \cap \mathcal{S}_{c} & \text { for } 1 \leq q<p,\end{cases}  \tag{4.1.1}\\
R B V_{q} / R B V_{p} & = \begin{cases}R B V_{q} & \text { for } 1 \leq q \leq p, \\
\{0\} & \text { for } 1 \leq p<q,\end{cases} \tag{4.1.2}
\end{align*}
$$

where $\mathcal{S}_{c}$ denotes the set of functions with countable support. According to the Theorems 3.2 .1 and 3.2.7, similar relations hold in $Y B V_{\varphi}$ and $\Lambda B V$.

We are going to start our investigations by giving general criteria for injectivity, surjectivity and bijectivity for the multiplication operator $M_{g}: X \rightarrow Y$. Most of them can be expressed in terms of the support supp and $\operatorname{supp}_{\delta}$ of the generating function $g$ as defined in (1.1.8) and (1.1.9). Recall that if $\operatorname{supp}(g)$ is uncountable, then $\operatorname{supp}_{\delta}(g)$ is infinite for some $\delta>0$. Conversely, if $\operatorname{supp}_{\delta}(g)$ is countable for each $\delta>0$, then $\operatorname{supp}(g)$ is also countable as it is then a countable union of countable sets by 1.1.10).

Since $M_{g}$ as a linear operator is injective if and only if its null space contains only the zero vector, we immediately obtain a criterion for injectivity.

Proposition 4.1.1. For $g \in Y / X$, the operator $M_{g}: X \rightarrow Y$ is injective if and only if for each $x \in X \backslash\{0\}$ there is some $t \in \operatorname{supp}(g)$ such that $x(t) \neq 0$.

This condition, however, is too broad and shows that an injectivity criterion in general does not only depend on $g$ but also on $X$. In some cases, namely if the space $X$ is sufficiently "large", the dependence on $X$ is redundant. We give two such cases and introduce some terminology.
Definition 4.1.2. We say that a linear space $X$ of real-valued functions on $[0,1]$

- separates points if for each $t \in[0,1]$ there is some $x \in X$ such that $x(t) \neq 0$,
- strongly separates points if $X$ contains all characteristic functions of singletons,
- uniformly separates points if $X \subseteq C$ and if for each $t \in[0,1]$ and each $\delta>0$ there is some $x \in X$ such that $t \in \operatorname{supp}(x) \subseteq[t-\delta, t+\delta]$.

Note that each space which separates points uniformly or strongly also separates points. Other relations, however, do not hold. For instance, the spaces $C, B, B V, \Lambda B V$, $W B V_{p}, Y B V_{\varphi}$ and $R B V_{p}$ separate points. However, the spaces $B, B V, W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$ separate points strongly, but not uniformly, whereas the spaces $C$ and $R B V_{p}$ separate points uniformly, but not strongly. Finally, the space of constant functions only separates points, but neither strongly nor uniformly.
With these definitions at hand, we obtain
Proposition 4.1.3. For $g \in Y / X$ the following statements are true.
(a) If $\operatorname{supp}(g)=[0,1]$, then the operator $M_{g}$ is injective.
(b) If $X$ strongly separates points, then the operator $M_{g}: X \rightarrow Y$ is injective if and only if $\operatorname{supp}(g)=[0,1]$.
(c) If $X$ uniformly separates points, then the operator $M_{g}: X \rightarrow Y$ is injective if and only if $\overline{\operatorname{supp}(g)}=[0,1]$.
(d) If $Y$ separates points, then the operator $M_{g}: X \rightarrow Y$ is surjective if and only if $\operatorname{supp}(g)=[0,1]$ and $1 / g \in X / Y$.
(e) If $Y$ separates points, then the operator $M_{g}: X \rightarrow Y$ is injective if it is surjective.

Proof. (a) Clearly, $x g=\mathbb{0}$ for $x \in X$ (if and) only if $x=\mathbb{0}$, and so the null space of $M_{g}$ only contains $\mathbb{0}$ which implies the desired injectivity.
(b) Let $M_{g}$ be injective and fix $t \in[0,1]$. Then $x:=\chi_{\{t\}} \in X$, and since $x \neq \mathbb{0}$ and $M_{g}$ is injective, $x g \neq 0$. But this is possible only if $g(t) \neq 0$. Since $t$ was arbitrary, $g(t) \neq 0$ for all $t \in[0,1]$, i.e. $\operatorname{supp}(g)=[0,1]$.
Conversely, if $\operatorname{supp}(g)=[0,1]$, then $M_{g}$ is injective by (a).
(c) Let $M_{g}$ be injective and fix $t \in[0,1]$ such that $g(t)=0$. For each $\delta>0$ there is some $x \in X$ such that $t \in \operatorname{supp}(x) \subseteq[t-\delta, t+\delta]$. In particular, $x \neq \mathbb{0}$, and since $M_{g}$ is injective, $x g \neq \mathbb{O}$. But since $\operatorname{supp}(x g) \subseteq \operatorname{supp}(x) \subseteq[t-\delta, t+\delta]$, there is some $s \in[t-\delta, t+\delta] \cap[0,1]$ such that $g(s) \neq 0$ and hence $s \in \operatorname{supp}(g)$. This shows that $\operatorname{supp}(g)$ is dense in $[0,1]$.
Conversely, if $\operatorname{supp}(g)$ is dense in $[0,1]$, then $M_{g}$ is injective. To see this, fix $t \in[0,1]$ and $x \in X$ such that $x g=0$. If $g(t) \neq 0$, then $x(t)=0$. If $g(t)=0$, then since $\operatorname{supp}(g)$ is dense in $[0,1]$, there is a sequence $\left(t_{n}\right)$ in $[0,1]$ converging to $t$ such that $g\left(t_{n}\right) \neq 0$ for each $n \in \mathbb{N}$. Then $x\left(t_{n}\right)=0$ for each $n \in \mathbb{N}$ and due to continuity, $x(t)=0$. Consequently, $x=0$.
(d) Let $M_{g}$ be surjective and fix $t \in[0,1]$. Since $Y$ separates points there is some $y \in Y$ such that $y(t) \neq 0$. Since $M_{g}$ is surjective we find some $x \in X$ such that $x g=y$; in particular, $g(t) \neq 0$, and consequently $g(t) \neq 0$ for all $t \in[0,1]$, as $t$ was arbitrary. This shows $\operatorname{supp}(g)=[0,1]$. For any $y \in Y$ we again find $x \in X$ such that $x g=y$ and hence $y / g=x \in X$ which proves $1 / g \in X / Y$.
For the converse assume that $\operatorname{supp}(g)=[0,1]$ and $1 / g \in X / Y$. For $y \in Y$ the function $x:=y / g$ belongs to $X$ and satisfies $x g=y$, i.e. $M_{g}$ is surjective.
(e) follows instantaneously from (a) and (d).

We remark that if $M_{g}: X \rightarrow X$ is surjective (or even bijective) and $X$ does not separate points, then $g$ may have zeros.

Example 4.1.4. Let $X=\{x \in B V \mid x(0)=0\}$ and $g=\chi_{(0,1]}$. Then $M_{g}$ maps $X$ into itself and is bijective, because $M_{g} x=x$ for all $x \in X$. However, $g$ obviously has a zero at $t=0$.

Note that this example is not contradictory to Proposition 4.1.3 (d), because $X$ does not separate points. Even if the operator $M_{g}$ is considered to be an operator from $X$ into $B V$ instead of $X$ itself, then it does not contradict Proposition 4.1.3 (d), because in this case, $M_{g}$ is not surjective anymore.

We now apply Proposition 4.1.3 to the spaces of our interest and obtain as a consequence the following result. Recall that according to our agreement after Definition 1.2 .24 the symbol $R B V_{p}$ implicitly means $p>1$, unless otherwise stated. This implies that functions in $R B V_{p}$ are automatically continuous, whereas functions in $R B V_{1}=B V$ are usually not.

Corollary 4.1.5. For $g \in Y / X$ the following statements are true.
(a) If $X$ is any of the spaces $B, B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$, then $M_{g}: X \rightarrow Y$ is injective if and only if $\operatorname{supp}(g)=[0,1]$.
(b) If $X$ is any of the spaces $C$ or $R B V_{p}$, then $M_{g}: X \rightarrow Y$ is injective if and only if $\overline{\operatorname{supp}(g)}=[0,1]$.
(c) If $Y \subseteq X \subseteq B$ and $Y$ is any of the spaces $B, C, B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, then $M_{g}: X \rightarrow Y$ is surjective if and only if $\inf _{t \in[0,1]}|g(t)|>0$. In this case, $M_{g}$ is also injective.

Proof. (a) follows from Proposition 4.1.3 (b), and (b) follows from part (c) of Proposition 4.1.3.
For (c) assume that $M_{g}$ is surjective. Then from Proposition 4.1.3 (d) we obtain that $\operatorname{supp}(g)=[0,1]$ and $1 / g \in X / Y$. Note that $\mathbb{1}$ belongs to all of the spaces $B, B V$, $\Lambda B V, B V_{\varphi}, R B V_{p}$ and $C$, and we obtain $X / Y \subseteq X \subseteq B$ from Proposition 3.0.2 (c). Thus, $1 / g$ is bounded, and this is possible only if $\inf _{t \in[0,1]}|g(t)|>0$.
Conversely, assume that $\inf _{t \in[0,1]}|g(t)|>0$. Then $\operatorname{supp}(g)=[0,1]$ and $1 / g \in Y$. Since $Y$ is closed under multiplication we have $Y \subseteq X / Y$ by Proposition 3.0.2 (e) and hence $1 / g \in X / Y$. Again from Proposition 4.1.3 (d) we obtain that $M_{g}$ is surjective, and that it is also injective follows from Proposition 4.1.3 (e).

In particular, for the special case $X=Y$, we have
Corollary 4.1.6. The following statements are true.
(a) If $X=Y$ is any of the spaces $B, B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$, then $M_{g}: X \rightarrow X$ is injective if and only if $\operatorname{supp}(g)=[0,1]$.
(b) If $X=Y$ is any of the spaces $C$ or $R B V_{p}$, then $M_{g}: X \rightarrow X$ is injective if and only if $\overline{\operatorname{supp}(g)}=[0,1]$.
(c) If $X=Y$ is any of the spaces $B, C, B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$, or $R B V_{p}$, then $M_{g}: X \rightarrow X$ is surjective if and only if $\inf _{t \in[0,1]}|g(t)|>0$.
(d) If $X=Y$ is any of the spaces $B, C, B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$, or $R B V_{p}$, then $M_{g}: X \rightarrow X$ is bijective if and only if $\inf _{t \in[0,1]}|g(t)|>0$. In this case, $M_{g}^{-1}=M_{1 / g}$.

Note that for these spaces, a surjective multiplication operator $M_{g}: X \rightarrow X$ is always automatically injective and hence bijective. In this case, for the inverse operator the relation

$$
\begin{equation*}
M_{g}^{-1}=M_{1 / g} \tag{4.1.3}
\end{equation*}
$$

holds. However, this is no specialty of the particular space $X$, but of the operator itself. Indeed, if $X$ is any space of real-valued functions on $[0,1]$ and $M_{g}: X \rightarrow X$ is
surjective, then it is always injective. To see this suppose by contradiction that there is some $x \in X$ with $M_{g} x=\mathbb{0}$, but $x \neq \mathbb{0}$. This means that there is some $t \in[0,1]$ such that $x(t) \neq 0$. Due to $x g=\mathbb{0}$ we get $g(t)=0$. But since $M_{g}$ is assumed to be surjective, we must find some $z \in X$ such that $M_{g} z=x$; in particular, $0=z(t) g(t)=x(t) \neq 0$, a contradiction.
However, such an operator, even if it is bijective, does not have to satisfy the identity (4.1.3) anymore, because in the situation of Example 4.1.4 the function $1 / g$ is not even defined.

We now turn to analytic properties of the multiplication operator $M_{g}: X \rightarrow X$. Here, we are particularly interested in continuity and compactness for $X$ being one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$.
Recall that for a linear operator $L: X \rightarrow Y$ between two normed linear spaces $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ the operator norm is defined by

$$
\|L\|_{X \rightarrow Y}=\sup _{x \neq 0} \frac{\|L x\|_{Y}}{\|x\|_{X}}=\sup _{\|x\|_{X}=1}\|L x\|_{Y} .
$$

Then $L$ is bounded if and only if $\|L\|_{X \rightarrow Y}$ is finite. Note that in these cases, as a linear operator, $L$ is then even globally Lipschitz continuous.
We then have the following quite general result.
Proposition 4.1.7. Let $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ be normed linear spaces of real-valued functions on $[0,1]$, where $X \hookrightarrow Y$ with embedding constant $c>0$ and $\mathbb{1} \in X$ with $\|\mathbb{1}\|_{X}=1$, and suppose that $Y$ is a normalized algebra. Then, for $g \in Y / X$, the operator $M_{g}: X \rightarrow Y$ is bounded with

$$
\|g\|_{Y} \leq\left\|M_{g}\right\|_{X \rightarrow Y} \leq c\|g\|_{Y}
$$

Proof. Since $\mathbb{1} \in X$ we have $\left\|M_{g}\right\|_{X \rightarrow Y} \geq\left\|M_{g} \mathbb{1}\right\|_{Y}\|\mathbb{1}\|_{X}=\|g\|_{Y}$ which shows the first inequality.
Since $X \hookrightarrow Y$ with embedding constant $c>0$, that is, $\|x\|_{Y} \leq c\|x\|_{X}$ for all $x \in X$, we have $\|x g\|_{Y} \leq\|x\|_{Y}\|g\|_{Y} \leq c\|x\|_{X}\|g\|_{Y}$, where we have used that $Y$ is a normalized algebra in the first estimate. From this follows $\left\|M_{g}\right\|_{X \rightarrow Y} \leq c\|g\|_{Y}$ which shows the second inequality.
Finally, we have $g=g \mathbb{1} \in Y$, and this ensures that the upper and lower bounds for $\left\|M_{g}\right\|_{X \rightarrow Y}$ are finite.

For the special case that $X=Y$ is one of our $B V$-spaces, we have $X / X=X$ and hence, since all those spaces contain the function $\mathbb{1}$ that has norm 1 , we obtain the following

Corollary 4.1.8. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Then for $g \in X$ the operator $M_{g}: X \rightarrow X$ is well-defined and bounded with

$$
\left\|M_{g}\right\|_{X \rightarrow X}=\|g\|_{X}
$$

Proposition 4.1.7 allows us to compute the operator norm of $M_{g}$ also for different combinations of $B V$-spaces. Let us give some sample results in this direction. For instance, we have for $1 \leq p \leq q<\infty$ that $W B V_{p} \hookrightarrow W B V_{q}$ with embedding constant 1, and thus Proposition 4.1.7 says

$$
\begin{equation*}
\left\|M_{g}\right\|_{W B V_{p} \rightarrow W B V_{q}}=\|g\|_{W B V_{q}} \tag{4.1.4}
\end{equation*}
$$

Similarly, we obtain from Proposition 4.1.7 for the Riesz spaces for $1 \leq q \leq p<\infty$,

$$
\begin{equation*}
\left\|M_{g}\right\|_{R B V_{p} \rightarrow R B V_{q}}=\|g\|_{R B V_{q}} \tag{4.1.5}
\end{equation*}
$$

However, the cases $p>q$ for the Wiener spaces and $q>p$ for the Riesz spaces are not covered by Proposition 4.1.7, even though the estimates (4.1.4) and (4.1.5) remain valid. Indeed, if $p>q$, then Corollary 3.2 .3 yields that any $g \in W B V_{q} / W B V_{p}$ degenerates to a function in $W B V_{q} \cap \mathcal{S}_{c}$. Thus, for $x \in W B V_{p}$ we have $x \in B$ and

$$
\|g\|_{W B V_{q}} \leq\|x g\|_{W B V_{q}} \leq\|x\|_{\infty}\|g\|_{W B V_{q}} \leq\|x\|_{W B V_{p}}\|g\|_{W B V_{q}}
$$

and hence (4.1.4).
The case $q>p$ for the Riesz spaces is much more boring, because Theorem 3.2.15 then says that any $g \in R B V_{q} / R B V_{p}$ must be equal to $\mathbb{O}$, and then 4.1.5 is clearly true.
Other cases that are not covered by Proposition 4.1.7 either are sometimes also known. For instance, one can show with the help of Hölder's inequality that

$$
\left\|M_{g}\right\|_{L_{p} \rightarrow L_{q}}=\|g\|_{L_{p q /(p-q)}} \quad \text { for } p \geq q
$$

However, the operator $M_{g}$ is not always bounded.
Example 4.1.9. Consider the space $C_{0}^{1}:=\left\{x \in C^{1} \mid x(0)=0\right\}$ equipped with the norm $\|\cdot\|_{\infty}$, and the function $g:[0,1] \rightarrow \mathbb{R}$, defined by

$$
g(t)= \begin{cases}\frac{1}{t} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

Then $g \in L_{1} / C_{0}^{1}$, because for $x \in C_{0}^{1}$ the function

$$
x(t) g(t)= \begin{cases}\frac{x(t)}{t} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

satisfies

$$
\left\|M_{g} x\right\|_{L_{1}}=\int_{0}^{1}|x(t) g(t)| \mathrm{d} t=\int_{0}^{1} \frac{1}{t}\left|\int_{0}^{t} x^{\prime}(s) \mathrm{d} s\right| \mathrm{d} t \leq\left\|x^{\prime}\right\|_{\infty}
$$

Consequently, the operator $M_{g}: C_{0}^{1} \rightarrow L_{1}$ is well-defined. However, $M_{g}$ is not bounded. Indeed, the functions $x_{n}:[0,1] \rightarrow \mathbb{R}$, for $n \in \mathbb{N}$ defined by

$$
x_{n}(t)= \begin{cases}2 n t-n^{2} t^{2} & \text { for } 0<t \leq 1 / n \\ 1 & \text { for } 1 / n<t \leq 1\end{cases}
$$

belong to $C_{0}^{1}$ with $\left\|x_{n}\right\|_{\infty}=1$ for all $n \in \mathbb{N}$, but the functions $M_{g} x_{n}$ satisfy

$$
\left\|M_{g} x_{n}\right\|_{L_{1}}=\int_{0}^{1}\left|M_{g} x_{n}(t)\right| \mathrm{d} t=\int_{0}^{1 / n}\left(2 n-n^{2} t\right) \mathrm{d} t+\int_{1 / n}^{1} \frac{1}{t} \mathrm{~d} t=\frac{3}{2}+\log (n)
$$

and hence form an unbounded sequence in $L_{1}$.
Note that the functions $x_{n}$ constructed in Example 4.1 .9 do not contradict Proposition 4.1.7. because $\mathbb{1} \notin C_{0}^{1}$, even though $C_{0}^{1} \hookrightarrow L_{1}$ and $\left(C_{0}^{1},\|\cdot\|_{\infty}\right)$ is a normalized algebra.

Let us now pass to compactness. A first criterion which yields compactness of a linear operator is that its range is finite dimensional. The following theorem states that the multiplication operator has finite dimensional range if and only if $\operatorname{supp}(g)$ is finite. This was first proven for $X=Y=B V$ and $X=Y=W B V_{p}$ in the recent papers [17] and [16], respectively, but it is also true in a more general setting. In fact, with the same idea we prove that the dimension of the range of $M_{g}$ coincides with the number $\# \operatorname{supp}(g)$ of points at which $g$ is not zero.

Theorem 4.1.10. Let $X$ be a linear space of real-valued functions on $[0,1]$ which separates points strongly, and let $g \in Y / X$. Then for $M_{g}: X \rightarrow Y$ we have $\operatorname{dim} \operatorname{Im}\left(M_{g}\right)=$ $\# \operatorname{supp}(g)$.

Proof. We first show the inequality $\operatorname{dim} \operatorname{Im}\left(M_{g}\right) \geq \# \operatorname{supp}(g)$ which is obviously true for $g=\mathbb{0}$. Thus we assume that $g \neq \mathbb{0}$ which implies $\# \operatorname{supp}(g) \geq 1$, and fix $n \in \mathbb{N}$ with $n \leq \# \operatorname{supp}(g)$. Then there are pairwise distinct numbers $t_{1}, \ldots, t_{n} \in \operatorname{supp}(g)$; in particular, $g\left(t_{j}\right) \neq 0$ for $1 \leq j \leq n$. The functions $y_{j}:=\chi_{\left\{t_{j}\right\}} g$ belong to $\operatorname{Im}\left(M_{g}\right)$, since $X$ contains all characteristic functions of singletons. For $j \in\{1, \ldots, n\}$ let $\lambda_{j} \in \mathbb{R}$ be so that

$$
\sum_{j=1}^{n} \lambda_{j} y_{j}=0
$$

By evaluating this equation at $t=t_{k}$ for each $k \in\{1, \ldots, n\}$, we get that

$$
0=\sum_{j=1}^{n} \lambda_{j} y_{j}\left(t_{k}\right)=\lambda_{k} \chi_{\left\{t_{k}\right\}} g\left(t_{k}\right)=\lambda_{k} g\left(t_{k}\right) \quad \text { for } 1 \leq k \leq n
$$

which implies $\lambda_{k}=0$ for $1 \leq k \leq n$. Thus, $\left\{y_{1}, \ldots, y_{n}\right\}$ is a linearly independent subset of $\operatorname{Im}\left(M_{g}\right)$; in particular, $\operatorname{dim} \operatorname{Im}\left(M_{g}\right) \geq n$. Since this is true for each $n \leq \# \operatorname{supp}(g)$, we obtain $\operatorname{dim} \operatorname{Im}\left(M_{g}\right) \geq \# \operatorname{supp}(g)$.
In order to show the reverse inequality $\operatorname{dim} \operatorname{Im}\left(M_{g}\right) \leq \# \operatorname{supp}(g)$, we can assume that $\# \operatorname{supp}(g)<\infty$, because otherwise the inequality is clearly true. This time, let $n:=\# \operatorname{supp}(g)$ and $\operatorname{write} \operatorname{supp}(g)=\left\{t_{1}, \ldots, t_{n}\right\}$. Since $X$ contains all characteristic functions of singletons, the functions $y_{j}:=\chi_{\left\{t_{j}\right\}} g$ for $j \in\{1, \ldots, n\}$ form a subset of $\operatorname{Im}\left(M_{g}\right)$. Let $y \in \operatorname{Im}\left(M_{g}\right)$, that is, there is some $x \in X$ such that $y=x g$. Then

$$
y=x y=\sum_{t \in[0,1]} x(t) g(t) \chi_{\{t\}}=\sum_{j=1}^{n} x\left(t_{j}\right) y_{j}
$$

which shows that the linear hull of $\left\{y_{1}, \ldots, y_{n}\right\}$ contains $y$. But since $y$ was chosen arbitrarily, it contains the entire range $\operatorname{Im}\left(M_{g}\right)$; in particular, $\operatorname{dim} \operatorname{Im}\left(M_{g}\right) \leq n=$ \# supp $(g)$, and this completes the proof.

Note that we cannot drop the word "strongly" in Theorem 4.1.10.
Example 4.1.11. Let $X=\mathbb{R}$ be the space of constant functions, let $Y=C$, and consider $M_{g}: X \rightarrow Y$, generated by $g(t)=t$. Then $\operatorname{supp}(g)=(0,1]$ is even uncountable, but

$$
\operatorname{Im}\left(M_{g}\right)=\{y:[0,1] \rightarrow \mathbb{R} \mid y(t)=a t, a \in \mathbb{R}\}=\operatorname{Span}(\{g\})
$$

is a one-dimensional subspace of $C$.
We are now in position to prove the main result which provides a full characterization of those $g$ that generate a compact multiplication operator $M_{g}: X \rightarrow X$. This result has been proven for the special case when $X=Y=W B V_{p}$ for $1 \leq p<\infty$ also in [16, 17].

Theorem 4.1.12. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ with $\varphi \in \delta_{2}$, or $\Lambda B V$, and let $g \in X$. Then $M_{g}: X \rightarrow X$ is compact if and only if $\operatorname{supp}(g)$ is countable.

Proof. First note that for all the spaces under consideration we have $X / X=X$ and hence $M_{g}$ is well-defined.
We first prove the theorem for $X=Y B V_{\varphi}$ and some fixed Young function $\varphi$. This also implies the result for $X=B V$ and $X=W B V_{p}$ for $1<p<\infty$. To this end, we begin by assuming that $\operatorname{supp}(g)$ is countable and show that $M_{g}: Y B V_{\varphi} \rightarrow Y B V_{\varphi}$ is compact. If $\operatorname{supp}(g)$ is finite, then $M_{g}$ has finite dimensional range by Theorem 4.1.10 and hence is compact. If $\operatorname{supp}(g)$ is infinite, we can write $E:=\left\{t_{1}, t_{2}, t_{3}, \ldots\right\}=\operatorname{supp}(g) \subseteq[0,1]$. Setting $E_{n}:=\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$, the functions $g_{n}:=\chi_{E_{n}} g$ have finite support and thus belong to $Y B V_{\varphi}$. By Theorem 4.1.10 the operators $M_{g_{n}}: Y B V_{\varphi} \rightarrow Y B V_{\varphi}$ have finite dimensional range and hence are compact. Moreover, since $g \in Y B V_{\varphi} \subseteq B$ and $\varphi \in \delta_{2}$, the variation $\operatorname{Var}_{\varphi}(g)$ is finite. Finally, $g_{n}-g=-\chi_{E \backslash E_{n}} g$. We obtain with the help of Proposition 1.2.10.

$$
\begin{equation*}
\operatorname{Var}_{\varphi}\left(\frac{g_{n}-g}{2}\right) \leq \sum_{j=n+1}^{\infty} \varphi\left(\left|g\left(t_{j}\right)\right|\right) \tag{4.1.6}
\end{equation*}
$$

Since, again by Proposition 1.2 .10 ,

$$
\sum_{j=n+1}^{\infty} \varphi\left(\left|g\left(t_{j}\right)\right|\right) \leq \sum_{j=1}^{\infty} \varphi\left(\left|g\left(t_{j}\right)\right|\right) \leq \operatorname{Var}_{\varphi}(g)<\infty
$$

the right hand side of 4.1 .6 and therefore also $\operatorname{Var}_{\varphi}\left(\left(g_{n}-g\right) / 2\right)$ and hence $\operatorname{Var}_{\varphi}\left(g_{n}-g\right)$ (due to $\varphi \in \delta_{2}$ ) go to 0 as $n \rightarrow \infty$. By Proposition 1.2 .15 (b), also $\mathfrak{M}\left(g_{n}-g\right) \rightarrow 0$ as $n \rightarrow \infty$. Additionally, by Proposition 1.2 .10 ,

$$
\varphi\left(\left\|g_{n}-g\right\|_{\infty}\right)=\varphi\left(\sup _{j>n}\left|g\left(t_{j}\right)\right|\right)=\sup _{j>n} \varphi\left(\left|g\left(t_{j}\right)\right|\right) \leq \sum_{j=n+1}^{\infty} \varphi\left(\left|g\left(t_{j}\right)\right|\right) \leq \operatorname{Var}_{\varphi}\left(g_{n}-g\right) .
$$

Consequently, $\varphi\left(\left\|g_{n}-g\right\|_{\infty}\right)$, hence $\left\|g_{n}-g\right\|_{\infty}$ and eventually $\left\|g_{n}-g\right\|_{Y B V_{\varphi}}$ go to 0 as $n \rightarrow \infty$. Finally, by Corollary 4.1.8.

$$
\left\|M_{g_{n}}-M_{g}\right\|_{Y B V_{\varphi}}=\left\|g_{n}-g\right\|_{Y B V_{\varphi}} \longrightarrow 0 \quad \text { as } n \rightarrow \infty,
$$

and so $M_{g}$ is compact, as well.
For the converse assume now that $\operatorname{supp}(g)$ is uncountable which implies that $\operatorname{supp}_{\delta}(g)$ is infinite for some $\delta>0$. Then there is a sequence $\left(t_{n}\right)$ in $\operatorname{supp}_{\delta}(g)$ of pairwise disjoint points; in particular, $\left|g\left(t_{n}\right)\right| \geq \delta$ for all $n \in \mathbb{N}$. The functions $x_{n}:=\chi_{\left\{t_{n}\right\}}$ form a bounded sequence in $Y B V_{\varphi}$, but for $m, n \in \mathbb{N}$ with $m \neq n$ we have

$$
\left\|M_{g} x_{m}-M_{g} x_{n}\right\|_{Y B V_{\varphi}} \geq\left\|g \cdot\left(x_{m}-x_{n}\right)\right\|_{\infty} \geq\left|g\left(t_{n}\right)\left(x_{m}\left(t_{n}\right)-x_{n}\left(t_{n}\right)\right)\right|=\left|g\left(t_{n}\right)\right| \geq \delta
$$

and hence $\left(M_{g} x_{n}\right)$ cannot have a convergent subsequence. Thus, $M_{g}$ cannot be compact.
We now mimic this proof for $X=\Lambda B V$, where $\Lambda=\left(\lambda_{j}\right)$ is a fixed Waterman sequence; the ideas are the same. We first assume that $\operatorname{supp}(g)$ is countable. If $\operatorname{supp}(g)$ is finite, then $M_{g}$ has finite dimensional range by Theorem 4.1.10 and hence is compact. If $\operatorname{supp}(g)$ is infinite, we can write $E:=\left\{t_{1}, t_{2}, t_{3}, \ldots\right\}=\operatorname{supp}(g) \subseteq[0,1]$. Setting $E_{n}:=\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$, the functions $g_{n}:=\chi_{E_{n}} g$ have finite support and thus belong to $\Lambda B V$. By Theorem 4.1.10 the operators $M_{g_{n}}: \Lambda B V \rightarrow \Lambda B V$ have finite dimensional range and hence are compact. Moreover, $g_{n}-g=-\chi_{E \backslash E_{n}} g$, and thus by Proposition 1.2.20.

$$
\begin{equation*}
\operatorname{Var}_{\Lambda}\left(g_{n}-g\right) \leq 2 \sup _{\sigma} \sum_{j=n+1}^{\infty} \lambda_{\sigma(j)}\left|g\left(t_{j}\right)\right|, \tag{4.1.7}
\end{equation*}
$$

where the supremum is taken over all permutations $\sigma$ of $\mathbb{N}$. Since

$$
\sup _{\sigma} \sum_{j=n+1}^{\infty} \lambda_{\sigma(j)}\left|g\left(t_{j}\right)\right| \leq \sup _{\sigma} \sum_{j=1}^{\infty} \lambda_{\sigma(j)}\left|g\left(t_{j}\right)\right| \leq \operatorname{Var}_{\Lambda}(g),
$$

again by Proposition 1.2.20, the right hand side of (4.1.7) and therefore also $\operatorname{Var}_{\Lambda}\left(g_{n}-g\right)$ goes to 0 as $n \rightarrow \infty$. Additionally,

$$
\left\|g_{n}-g\right\|_{\infty}=\sup _{j>n}\left|g\left(t_{j}\right)\right| \leq \lambda_{1}^{-1} \sup _{\sigma} \sum_{j=n+1}^{\infty} \lambda_{\sigma(j)}\left|g\left(t_{j}\right)\right| \leq \lambda_{1}^{-1} \operatorname{Var}_{\varphi}\left(g_{n}-g\right) .
$$

Consequently, $\left\|g_{n}-g\right\|_{\infty}$ and eventually $\left\|g_{n}-g\right\|_{\Lambda B V}$ go to 0 as $n \rightarrow \infty$. Finally, by Proposition 4.1.7,

$$
\left\|M_{g_{n}}-M_{g}\right\|_{\Lambda B V}=\left\|g_{n}-g\right\|_{\Lambda B V} \longrightarrow 0 \quad \text { as } n \rightarrow \infty
$$

and so $M_{g}$ is compact as well.
For the converse assume now that $\operatorname{supp}(g)$ is uncountable which implies that $\operatorname{supp}_{\delta}(g)$ is infinite for some $\delta>0$. Then there is a sequence $\left(t_{n}\right)$ in $\operatorname{supp}_{\delta}(g)$ of pairwise disjoint
points; in particular, $\left|g\left(t_{n}\right)\right| \geq \delta$ for all $n \in \mathbb{N}$. The functions $x_{n}:=\chi_{\left\{t_{n}\right\}}$ form a bounded sequence in $\Lambda B V$, but for $m, n \in \mathbb{N}$ with $m \neq n$ we have

$$
\left\|M_{g} x_{m}-M_{g} x_{n}\right\|_{\Lambda B V} \geq\left\|g \cdot\left(x_{m}-x_{n}\right)\right\|_{\infty} \geq\left|g\left(t_{n}\right)\left(x_{m}\left(t_{n}\right)-x_{n}\left(t_{n}\right)\right)\right|=\left|g\left(t_{n}\right)\right| \geq \delta>0
$$

and hence $\left(M_{g} x_{n}\right)$ cannot have a convergent subsequence. Thus, $M_{g}$ cannot be compact.

For the Riesz spaces $R B V_{p}$ we have a similar result. However, since each function in $R B V_{p}$ is continuous, compactness of $M_{g}$ leads to a stronger degeneracy.

Theorem 4.1.13. For $g \in R B V_{p}$, the operator $M_{g}: R B V_{p} \rightarrow R B V_{p}$ is compact if and only if $g=\mathbb{0}$.

Proof. If $g=\mathbb{0}$, the operator $M_{g}$ is clearly compact. We now assume that $g$ is not identically zero. Since $g$ is continuous, there is some interval $[a, b] \subseteq[0,1]$ with $a<b$ such that $g(t) \neq 0$ for all $t \in[a, b]$. The set

$$
K:=\left\{x \in R B V_{p} \mid \forall t \in[0,1] \backslash[a, b]: x(t)=0\right\}
$$

is a closed infinite dimensional subspace of $R B V_{p}$ and hence complete. Obviously, $M_{g}(K) \subseteq K$, and we have in fact $M_{g}(K)=K$. To see this fix $y \in K$ and define $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)= \begin{cases}y(t) / g(t) & \text { for } t \in[a, b], \\ 0 & \text { for } t \in[0,1] \backslash[a, b] .\end{cases}
$$

Then clearly $M_{g} x=x g=y$. Since $g$ is continuous on the compact set $[a, b]$, it is bounded away from zero which ensures $\operatorname{Rar}_{p}(x)<\infty$. Thus, the restriction $\left.M_{g}\right|_{K}$ : $K \rightarrow K$ is surjective and hence not compact, and so $M_{g}$ is also not compact.

Note that Theorem 4.1.13 also provides an analogue for Theorem 4.1.10 in $R B V_{p}$ : A multiplication operator $M_{g}: R B V_{p} \rightarrow R B V_{p}$ has finite dimensional range if and only if its generator degenerates to $g=\mathbb{0}$.

Recall that the essential norm of a bounded linear operator $A$ between two Banach spaces $X$ and $Y$ is defined by

$$
\begin{equation*}
\|A\|_{e}:=\inf \left\{\|A-K\|_{X \rightarrow Y} \mid K: X \rightarrow Y \text { linear and compact }\right\} \tag{4.1.8}
\end{equation*}
$$

and measures the distance from $A$ to the closed subspace of compact linear operators. In particular, $\|A\|_{e}=0$ if and only if $A$ itself is compact. Our previous discussions suggest that in $X=Y=B V$ the equality

$$
\begin{equation*}
\left\|M_{g}\right\|_{e}=\inf \left\{\delta>0 \mid \operatorname{supp}_{\delta}(g) \text { is finite }\right\} \tag{4.1.9}
\end{equation*}
$$

holds. We were not able to decide whether this conjecture is true. However, some partial results are possible. Recall that the right regularization $g^{\#}$ of a function $g \in B V$ is defined by

$$
g^{\#}(t)= \begin{cases}\lim _{s \rightarrow t+} g(s) & \text { for } t \in[0,1) \\ g(1) & \text { for } t=1\end{cases}
$$

Then $\operatorname{Var}\left(g^{\#}\right) \leq \operatorname{Var}(g)$, and $h:=g-g^{\#}$ belongs to $B V$ and has countable support, because $g^{\#}$ differes by $g$ only at the (at most countably many) points of discontinuity of $g$. Thus, by Theorem 4.1.12, $M_{h}: B V \rightarrow B V$ is compact. Consequently,

$$
\left\|M_{g}\right\|_{e}=\left\|M_{g-h+h}\right\|_{e}=\left\|M_{g^{\#}}+M_{h}\right\|_{e} \leq\left\|M_{g^{\#}}\right\|_{e}+\left\|M_{h}\right\|_{e}=\left\|M_{g^{\#}}\right\|_{e}
$$

This and interchanging the roles of $g$ and $g^{\#}$ show

$$
\left\|M_{g}\right\|_{e}=\left\|M_{g^{\#}}\right\|_{e} .
$$

We claim that the essential norm of $M_{g}$ satisfies the upper estimate

$$
\begin{equation*}
\left\|M_{g}\right\|_{e} \leq\left\|g^{\#}\right\|_{B V} \tag{4.1.10}
\end{equation*}
$$

and, if $g$ is bounded away from zero, also the lower estimate

$$
\begin{equation*}
\left\|M_{g}\right\|_{e} \geq\left\|1 / g^{\#}\right\|_{B V}^{-1} \tag{4.1.11}
\end{equation*}
$$

In order to show 4.1.10 we obtain similarly as above and with the help of Corollary 4.1.8,

$$
\begin{aligned}
\left\|M_{g}\right\|_{e} & =\left\|M_{g^{\#}}\right\|_{e} \leq\left\|M_{g^{\#}}\right\|_{B V \rightarrow B V}=\left\|M_{g}-M_{h}\right\|_{B V \rightarrow B V}=\left\|M_{g-h}\right\|_{B V \rightarrow B V} \\
& =\|g-h\|_{B V}=\left\|g^{\#}\right\|_{B V}
\end{aligned}
$$

For the proof of 4.1.11 we assume that $g$ is bounded away from zero. Then $g^{\#}$ is also bounded away from zero and hence by Corollary 4.1.6 (d) generates a bijective operator $M_{g^{\#}}: B V \rightarrow B V$ with inverse $M_{g^{\#}}^{-1}=M_{1 / g^{\#}}$. For any compact operator $K: B V \rightarrow B V$ we must have, again with Corollary 4.1.8,

$$
\left\|M_{g^{\#}}-K\right\|_{B V \rightarrow B V} \geq \frac{1}{\left\|M_{g^{*}}^{-1}\right\|_{B V \rightarrow B V}}=\frac{1}{\left\|M_{1 / g^{*}}\right\|_{B V \rightarrow B V}}=\frac{1}{\left\|1 / g^{\#}\right\|_{B V}},
$$

since a compact operator in an infinite dimensional space cannot be invertible. The estimate 4.1.11) now follows by taking the infimum over all compact operators $K$.
It is clear that equality holds simultaneously in (4.1.10) and 4.1.11) if and only if $g^{\#}$ is constant. In this case, the conjecture 4.1.9) is indeed true, since then $g$ is of the form $g(t)=c+h(t)$, where $c \equiv g^{\#}$ is the constant and $h \in B V$ is a function with countable support. But since $h \in B V$, we must have that $\operatorname{supp}_{\delta}(h)$ is finite for all $\delta>0$ and hence the quantity in 4.1.9) is just equal to $c$ which then coincides with the bounds given in 4.1.10 and 4.1.11. We illustrate this in the following example.

Example 4.1.14. Let $\left(r_{n}\right)$ be any sequence of pairwise distinct numbers in $(0,1)$. For fixed $c \geq 0$ define $g$ on $[0,1]$ by

$$
g(t)= \begin{cases}c+1 / n^{2} & \text { for } t=r_{n} \\ c & \text { otherwise }\end{cases}
$$

Then $g \in B V$ with $g^{\#} \equiv c$. If $c=0$, then $g$ has countable support, and hence $M_{g}$ is compact by Theorem 4.1.12 with $\left\|M_{g}\right\|_{e}=0$. For $c>0$, the function $g^{\#} \equiv c$ is bounded away from zero, and the quantities (4.1.10) and (4.1.11) are all equal to $c$, i.e. $\left\|M_{g}\right\|_{e}=c$. Moreover, for arbitrary $c \geq 0$ the set

$$
\operatorname{supp}_{\delta}(g)=\left\{r_{n} \mid 1 / n^{2} \geq \delta-c, n \in \mathbb{N}\right\}
$$

is finite for each $\delta>c$ and becomes infinite for $\delta \leq c$, and thus the quantity given in (4.1.9) is equal to $c$, as well. So in this case our conjecture is true.

If, however, $g$ is not "essentially constant", then the bounds in 4.1.10 and 4.1.11) may drift apart the closer $g$ comes to zero.

Example 4.1.15. For fixed $\alpha>0$, the function $g(t)=t+\alpha$ for $t \in[0,1]$ is continuous, bounded away from zero and of bounded variation with $g=g^{\#}$. From (4.1.10) and (4.1.11) we get

$$
\frac{\alpha(\alpha+1)}{2+\alpha}=\frac{1}{\left\|1 / g^{\#}\right\|_{B V}} \leq\left\|M_{g}\right\|_{e} \leq\left\|g^{\#}\right\|_{B V}=\alpha+2
$$

Consequently, since

$$
\lim _{\alpha \rightarrow 0+} \frac{1}{\left\|1 / g^{\#}\right\|_{B V}}=0 \quad \text { and } \quad \lim _{\alpha \rightarrow 0+}\left\|g^{\#}\right\|_{B V}=2
$$

the "gap" between (4.1.10) and 4.1.11) becomes 2 for our functions $g$ as $\alpha \rightarrow 0+$. However, we clearly have

$$
\inf \left\{\delta>0 \mid \operatorname{supp}_{\delta}(g) \text { is finite }\right\}=\alpha+1,
$$

which sits almost in the middle between (4.1.10) and 4.1.11).

### 4.2 Substitution Operators

In this section we investigate the substitution operator $S_{g}: X \rightarrow Y$, generated by some function $g:[0,1] \rightarrow[0,1]$ and defined by

$$
S_{g} x(t)=x(g(t)) \quad \text { for } 0 \leq t \leq 1
$$

where $X$ and $Y$ are linear spaces of real-valued functions on $[0,1]$. Although $S_{g}$ is a linear operator, not so much is known about it, even in case $X=Y$, particularly if $X=Y$ is one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$ which have been
introduced in Chapter 1. But since $S_{g}$ is not the center piece of this thesis, we only give a brief discussion.

First, $S_{g}: X \rightarrow X$ is well-defined if and only if $x \circ g$ belongs to $X$ whenever $x$ does, and using the notation introduced in (2.3.2) this is equivalent to $g \in \Sigma(X)$. For instance, we have seen at the beginning of Section 2.3 that $\Sigma(B)$ contains any function $g:[0,1] \rightarrow[0,1]$, while $\Sigma(C)$ consists of all continuous functions $g:[0,1] \rightarrow[0,1]$.
For our $B V$-type spaces things are more difficult. As we have already mentioned prior to Example 2.3.7, the set $\Sigma(B V)$ is precisely the class of those functions $g:[0,1] \rightarrow$ $[0,1]$ which are pseudo-monotone, that is, $g:[0,1] \rightarrow[0,1]$ belongs to $\Sigma(B V)$ if and only if there is some $N \in \mathbb{N}$ depending only on $g$, such that for any compact interval $J \subseteq[0,1]$ the preimage $g^{-1}(J)$ can be written as the union of at most $N$ intervals which may be open, closed, half-open or singletons. Any monotone function is pseudomonotone (with $N=1$ ), and any pseudo-monotone function is of bounded variation. However, Example 2.3.7 has shown that not every function of bounded variation is also pseudo-monotone.
That the operator $S_{g}$ maps $B V$ into itself if and only if $g$ is pseudo-monotone was shown by Josephy in [74]. In fact, the same had been proven later for $B V$ replaced by $X=Y B V_{\varphi}$ with $\varphi \in \delta_{2}$ by Galkin [65]. In this case, the estimate

$$
\begin{equation*}
\operatorname{Var}_{\varphi}(x \circ g) \leq 2 N \operatorname{Var}_{\varphi}(x) \quad \text { for } x \in Y B V_{\varphi} \tag{4.2.1}
\end{equation*}
$$

holds, and we have $\left\|S_{g} x\right\|_{Y B V_{\varphi}} \leq 2 N\|x\|_{Y B V_{\varphi}}$ for all $x \in Y B V_{\varphi}$ which shows that the operator $S_{g}$ is automatically continuous. This, of course, is also true in the Wiener spaces $W B V_{p}$.
Unfortunately, we do not know what happens when $X=\Lambda B V$ or $X=R B V_{p}$. However, if $S_{g}$ maps $R B V_{p}$ into itself, then $g$ must belong to $R B V_{p}$, and hence pseudomonotonicity alone is not sufficient as an acting condition between Riesz spaces.

Before we give general results concerning injectivity and surjectivity, we start by taking a closer look at $S_{g}: C \rightarrow C$. As said, this operator is well-defined if and only if $g:[0,1] \rightarrow[0,1]$ is continuous, and in this case, calculating its norm is trivial: Since the function $\mathbb{1}$ belongs to $C$, we immediately obtain

$$
\left\|S_{g}\right\|_{C \rightarrow C}=1
$$

which is independent of $g$.
However, the following example shows that injectivity or surjectivity of $g$ does not imply the injectivity respectively surjectivity of $S_{g}$.

Example 4.2.1. The function $g:[0,1] \rightarrow[0,1], t \mapsto t / 2$, is injective, but not surjective. However, $S_{g}$ is not injective, because the function $x:[0,1] \rightarrow \mathbb{R}$, defined by $x(t)=t$ for $t \in[0,1 / 2]$ and arbitrary for $t \in(1 / 2,1]$ is mapped into the function $y(t)=t / 2$ for $t \in[0,1]$, no matter how exactly $x$ is defined on $(1 / 2,1]$.
On the other hand, the function $g:[0,1] \rightarrow[0,1], t \mapsto 4 t(1-t)$, is surjective, but not injective. However, $S_{g}$ is not surjective, because there is no function $x:[0,1] \rightarrow \mathbb{R}$
satisfying $x(g(t))=t$ for all $t \in[0,1]$. Otherwise, we had $0=x(g(0))=x(g(1))=1$ which is clearly impossible.

The last example shows that the surjectivity of $S_{g}$ seems to force $g$ to be injective. That this is indeed true is shown by the following result.

Proposition 4.2.2. Let $g:[0,1] \rightarrow[0,1]$ be continuous. Then the following statements hold.
(a) The operator $S_{g}: C \rightarrow C$ is surjective if and only if $g$ is injective.
(b) The operator $S_{g}: C \rightarrow C$ is injective if and only if $g$ is surjective. In this case, $S_{g}$ is even an isometry, i.e.

$$
\left\|S_{g} x\right\|_{\infty}=\|x\|_{\infty} \quad \text { for } x \in C .
$$

Proof. (a) Suppose that $S_{g}: C \rightarrow C$ is surjective and fix $r, s \in[0,1]$ with $g(r)=g(s)$. Since $y(t)=t$ belongs to $C$, there is some function $x \in C$ with $x(g(t))=y(t)=t$ for all $t \in[0,1]$. This implies $r=x(g(r))=x(g(s))=s$ and hence the injectivity of $g$. Conversely, assume that $g$ is injective. Then $K:=g([0,1]) \subseteq[0,1]$ is a compact interval, and the function $g:[0,1] \rightarrow K$ is a homeomorphism. Given $y \in C$, the function $y \circ g^{-1}: K \rightarrow \mathbb{R}$ is continuous which can be extended to a continuous function $x$ on $[0,1]$. Thus, $x \in C$ and $x \circ g=y$.
(b) If $g$ is surjective, we have

$$
\left\|S_{g} x\right\|_{\infty}=\sup _{s \in[0,1]}|x(g(s))|=\sup _{t \in[0,1]}|x(t)|=\|x\|_{\infty}
$$

showing that $S_{g}$ is an isometry and in particular injective.
Conversely, assume that $S_{g}$ is injective. Fix $t \in[0,1]$ and consider the functions $x_{n} \in C$, defined by

$$
x_{n}(s)=\max \{0,1-n|s-t|\} \quad \text { for all } n \in \mathbb{N} .
$$

Then $t \in \operatorname{supp}\left(x_{n}\right) \subseteq[t-1 / n, t+1 / n]$ for each $n \in \mathbb{N}$. Since $x_{n} \neq \mathbb{O}$ and $S_{g}$ is injective and linear, none of the functions $S_{g} x_{n}$ can be zero everywhere, and so there are $s_{n} \in[0,1]$ with $S_{g} x_{n}\left(s_{n}\right)=x_{n}\left(g\left(s_{n}\right)\right) \neq 0$ for each $n \in \mathbb{N}$. This implies $g\left(s_{n}\right) \in \operatorname{supp}\left(x_{n}\right)$ for each $n \in \mathbb{N}$ and hence $g\left(s_{n}\right) \rightarrow t$ as $n \rightarrow \infty$. But this shows that $g([0,1])$ is dense in $[0,1]$, and since $g$ is continuous, $g$ is surjective.

Observe that the "crossover" between surjectivity and injectivity in our proposition is perfectly symmetric. And on top of the injectivity of $S_{g}$ we get the isometry property in (b) for free. Also, this proposition shows that it was not accidental that the first function $g$ in Example 4.2.1 is not surjective, while the second one is not injective.
Our aim is now to see how we may imitate the proof to get a similar result in general spaces $X$ and $Y$ of real-valued functions defined on $[0,1]$.

Proposition 4.2.3. Let $g:[0,1] \rightarrow[0,1]$ be so that $S_{g}$ maps $X$ into $Y$. The following statements are true.
(a) If $g$ is surjective, then $S_{g}$ is injective.
(b) If $X$ separates points strongly and $S_{g}$ is injective, then $g([0,1])=[0,1]$, i.e. $g$ is surjective.
(c) If $X$ separates points uniformly and $S_{g}$ is injective, then $\overline{g([0,1])}=[0,1]$. If, in addition, $g$ is continuous, then $g$ is even surjective.
(d) If $Y$ contains at least one injective function and $S_{g}$ is surjective, then $g$ is injective.

Proof. For (a) fix $x \in X$ with $S_{g} x=0$. For $t \in[0,1]$ we find some $s \in[0,1]$ with $g(s)=t$. This implies $x(t)=x(g(s))=S_{g} x(s)=0$, and since $t$ was arbitrary, $x=0$. Since $S_{g}$ is linear, $S_{g}$ is injective.
For (b) assume that $X$ separates points strongly. Then, for fixed $t \in[0,1]$, the function $x:=\chi_{\{t\}}$ belongs to $X$. Since $S_{g}$ is injective and $x \neq \mathbb{0}$, the function $S_{g} x$ cannot be zero everywhere. Thus, there must be some $s \in[0,1]$ such that $S_{g} x(s)=x(g(s)) \neq 0$ and hence $g(s)=t$ which proves that $g$ is indeed surjective.
If $X$ separates points uniformly, then for fixed $t \in[0,1]$ and each $n \in \mathbb{N}$ we find $x_{n} \in X$ such that

$$
t \in \operatorname{supp}\left(x_{n}\right) \subseteq[t-1 / n, t+1 / n]
$$

Since $S_{g}$ is injective and $x_{n} \neq \mathbb{O}$, none of the function $S_{g} x_{n}$ is zero everywhere. Thus, there must be $s_{n} \in[0,1]$ such that $S_{g} x_{n}\left(s_{n}\right)=x_{n}\left(g\left(s_{n}\right)\right) \neq 0$ and hence

$$
\left|g\left(s_{n}\right)-t\right| \leq 1 / n \quad \text { for all } n \in \mathbb{N}
$$

which shows that $g\left(s_{n}\right) \rightarrow t$ as $n \rightarrow \infty$. This proves $\overline{g([0,1])}=[0,1]$.
If $g$ is continuous, then we even have $g([0,1])=[0,1]$ which means that $g$ is surjective. This proves (c).
To prove (d) let $y \in Y$ be an injective function. Since $S_{g}$ is surjective, there must be some $x \in X$ such that $S_{g} x=y$. For fixed $s, t \in[0,1]$ with $g(s)=g(t)$ we obtain

$$
y(s)=S_{g} x(s)=x(g(s))=x(g(t))=S_{g} x(t)=y(t)
$$

thus $s=t$ as $y$ is injective. But then $g$ is also injective.
Comparing Proposition 4.1.3 and Proposition 4.2.3. one can see that injectivity of $M_{g}$ is related to the support of $g$, while injectivity of $S_{g}$ is related to the image of $g$. Moreover, in contrast to the multiplication operator, there are surjective substitution operators which map $B V$ into itself and are not injective.

Example 4.2.4. Define $g:[0,1] \rightarrow[0,1]$ by $g(t)=t / 2$. Then $g$ is strictly increasing and hence injective, but not surjective. In particular, $S_{g}$ maps $B V$ into itself, but cannot be injective by Proposition 4.2 .3 (b). However, $S_{g}$ is indeed surjective, since for fixed $y \in B V$ the function $x:[0,1] \rightarrow \mathbb{R}$, defined by

$$
x(t)= \begin{cases}y(2 t) & \text { for } 0 \leq t \leq 1 / 2 \\ y(1) & \text { for } 1 / 2<t \leq 1\end{cases}
$$

belongs to $B V$ and satisfies $x \circ g=y$.
Let us have a look at Proposition 4.2.3 again and see what it tells us, apart from $B$ and $C$, about our $B V$-type spaces.

Corollary 4.2.5. Let $g:[0,1] \rightarrow[0,1]$ be so that $S_{g}$ maps $X$ into $Y$. The following statements are true.
(a) If $g$ is surjective, then $S_{g}$ is injective, no matter what $X$ and $Y$ are.
(b) If $X$ is one of the spaces $B, B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$ and if $S_{g}$ is injective, then $g$ is surjective.
(c) If $X$ is one of the spaces $C$ or $R B V_{p}$ and if $S_{g}$ is injective, then $g([0,1])$ is dense in $[0,1]$. If, in addition, $g$ is continuous, then $g$ is surjective.
(d) If $Y$ is one of the spaces $B, C, B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$ and if $S_{g}$ is surjective, then $g$ is injective.

By comparing the parts (b) and (c) in Corollary 4.2.5 one might ask if the stronger statement (b) is also true if $X$ is one of the spaces $C$ and $R B V_{p}$ without putting further constraints on $g$. In other words, one might ask why (b) and (c) have to be considered separately. The reason is simple: If $X$ is $C$ or $R B V_{p}$ and $S_{g}$ maps $X$ injectively into any function space $Y$, then we cannot expect $g$ to be surjective, as illustrated by the following example.

Example 4.2.6. Let $g:[0,1] \rightarrow[0,1]$ be given by

$$
g(t)= \begin{cases}t & \text { for } 0<t \leq 1 \\ 1 & \text { for } t=0\end{cases}
$$

Then the operator $S_{g}$ maps the space $C$ into the space $B$. Moreover, $S_{g}$ is injective. To see this, fix $x \in C$ and assume $S_{g} x=0$. For any $0<t \leq 1$ we have $g(t)=t$ and hence $0=S_{g} x(t)=x(g(t))=x(t)$, and due to the continuity of $x$ we conclude $x=0$. This implies that $S_{g}$ is indeed injective. But $g$ is not surjective, because it has no zeros.
Note, however, that $g([0,1])=(0,1]$ is dense in $[0,1]$, and this is in total accordance with part (c) of Corollary 4.2.5.

Note that the injective and surjective criteria of Proposition 4.2 .2 can be found entirely within Corollary 4.2.5 (c) and (d). Also observe that all the spaces mentioned in Corollary 4.2.5 (d) contain the injective function $y(t)=t$. The special case $X=Y=$ $Y B V_{\varphi}$ with $\varphi \in \delta_{2}$ is included in our next set of consequences.

Corollary 4.2.7. Let $g:[0,1] \rightarrow[0,1]$ be pseudo-monotone, and let $X$ be one of the spaces $B V, W B V_{p}$ or $Y B V_{\varphi}$ with $\varphi \in \delta_{2}$. Then the following statements are true.
(a) The operator $S_{g}: X \rightarrow X$ is injective if and only if $g$ is surjective.
(b) If the operator $S_{g}: X \rightarrow X$ is surjective, then $g$ is injective.
(c) The operator $S_{g}: X \rightarrow X$ is bijective if and only if $g$ is bijective and $g^{-1}$ is pseudo-monotone. In this case, $S_{g}^{-1}=S_{g^{-1}}$.

Proof. Indeed, part (a) follows immediately from Proposition 4.2.3 (a) and (b), whereas part (b) can be deduced from (d) of Proposition 4.2.3. Note that the identity function $x(t)=t$ belongs to $Y B V_{\varphi}$ and is injective.
To prove (c) note that if $S_{g}$ is bijective, then it follows from (a) and (b) that $g$ is bijective. Let $T$ be the inverse operator of $S_{g}$. Then

$$
T S_{g} x(t)=(T x)(g(t))=x(t) \quad \text { for all } t \in[0,1]
$$

and hence

$$
T x(s)=x\left(g^{-1}(s)\right)=S_{g^{-1}} x(s) \quad \text { for all } s \in[0,1]
$$

But then $g^{-1}$ must be pseudo-monotone. Conversely, assume that $g$ is bijective with a pseudo-monotone inverse $g^{-1}$. Then $S_{g^{-1}}$ maps $Y B V_{\varphi}$ into itself. Moreover,

$$
S_{g} S_{g^{-1}} x(t)=S_{g^{-1}} x(g(t))=x\left(g\left(g^{-1}(t)\right)\right)=x(t)
$$

and similarly $S_{g^{-1}} S_{g} x(t)=x(t)$ for all $t \in[0,1]$ and $x \in Y B V_{\varphi}$. This completes the proof.

It is unclear whether the injectivity of $g$ also implies the surjectivity of $S_{g}$ for the spaces considered in Corollary 4.2.7.

We will now discuss the last of the analytic properties of our interest, namely compactness. For the multiplication operator we have seen in Theorem4.1.12 that $M_{g}: B V \rightarrow$ $B V$ is compact if and only if $g$ has countable support. This, however, cannot be true for $S_{g}: B V \rightarrow B V$, and here are three reasons: First, if the support of $g$ is countable but contains infinitely many elements, then the function $g$ cannot be pseudo-monotone. Second, the constant function $g=\mathbb{1}$ which has uncountable support obviously generates a compact operator $S_{g}: B V \rightarrow B V$. And a third reason why the support of $g$ is not the appropriate tool for characterizing compactness may be found in Proposition 4.2.3, because we have seen there that the image set of $g$ regulates mapping properties of $S_{g}$. But even if the image of $g$ is countable, the operator $S_{g}$ still does not need to be compact.
Example 4.2.8. Define $g:[0,1] \rightarrow[0,1]$ by $g(0)=0$ and $g(t)=1 / n$ for $t \in\left(\frac{1}{n+1}, \frac{1}{n}\right]=$ : $I_{n}$ for all $n \in \mathbb{N}$. Then $g$ is increasing and hence pseudo-monotone, but $S_{g}$ which indeed maps $B V$ into itself, is not compact. To see this, consider the functions $x_{n}:=\chi_{\{1 / n\}}$ for $n \in \mathbb{N}$ which clearly form a bounded sequence in $B V$ with $\left\|x_{n}\right\|_{B V} \leq 3$ for all
$n \in \mathbb{N}$. However, $S_{g} x_{n}(t)=x_{n}(g(t))=1$ for $t \in I_{n}$ and $S_{g} x_{n}(t)=0$ otherwise which can be rewritten as $S_{g} x_{n}=M_{\mathbb{1}} \chi_{I_{n}}$. By Theorem 4.1.12, $S_{g}$ is not compact, since $\operatorname{supp}(\mathbb{1})=[0,1]$ is uncountable, although $\left(\chi_{I_{n}}\right)$ is a bounded sequence in $B V$ as $\left\|\chi_{I_{n}}\right\|_{B V} \leq 3$ for all $n \in \mathbb{N}$.

Surprisingly, again in contrast to the multiplication operator, the only compact substitution operators are those with finite dimensional range.

Theorem 4.2.9. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$, and let the function $g:[0,1] \rightarrow[0,1]$ be pseudo-monotone and so that $S_{g}$ maps $X$ into itself. Then the following statements are equivalent.
(a) The operator $S_{g}$ has finite dimensional range.
(b) The operator $S_{g}$ is compact.
(c) The set $g([0,1])$ is finite.

In this case, $\operatorname{dim} \operatorname{Im}\left(S_{g}\right)=\# g([0,1])$.
Proof. The implication " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ " is obviously true. To prove " $(\mathrm{b}) \Rightarrow(\mathrm{c})$ ", assume that the set $g([0,1])$ is infinite from which we then can extract a sequence $\left(s_{n}\right)$ of pairwise distinct numbers. Since each $s_{n}$ belongs to the image of $g$, there are numbers $t_{n} \in[0,1]$ such that $g\left(t_{n}\right)=s_{n}$. The functions $x_{n}:=\chi_{\left\{s_{n}\right\}}$ now form a bounded sequence in $X$, but the sequence ( $S_{g} x_{n}$ ) cannot have a Cauchy subsequence in $X$, as for $m \neq n$,

$$
\begin{aligned}
\left\|S_{g} x_{m}-S_{g} x_{n}\right\|_{X} & \geq\left\|S_{g} x_{m}-S_{g} x_{n}\right\|_{\infty} \geq\left|S_{g} x_{m}\left(t_{n}\right)-S_{g} x_{n}\left(t_{n}\right)\right| \\
& =\left|x_{m}\left(g\left(t_{n}\right)\right)-x_{n}\left(g\left(t_{n}\right)\right)\right|=\left|x_{m}\left(s_{n}\right)-x_{n}\left(s_{n}\right)\right|=1 .
\end{aligned}
$$

Thus, the operator $S_{g}$ is not compact.
For the last implication " $(\mathrm{c}) \Rightarrow(\mathrm{a})$ " assume that $g([0,1])$ is finite and hence can be written as $g([0,1])=\left\{s_{1}, \ldots, s_{n}\right\}$ for some numbers $s_{1}, \ldots, s_{n} \in[0,1]$ and $n=\# g([0,1])$. Then the points $s_{j}$ are pairwise distinct which ensures that the corresponding preimages $A_{j}:=g^{-1}\left(\left\{s_{j}\right\}\right)$ partition $[0,1]$. Since $g$ is pseudo-monotone, each set $A_{j}$ has only finitely many connected components which ensures that the functions $x_{j}:=\chi_{A_{j}}=$ $S_{g} \chi_{\left\{s_{j}\right\}}$ belong to $X$. Moreover, for any $x \in X$ and $t \in A_{j}$ we have

$$
S_{g} x(t)=x(g(t))=x\left(s_{j}\right)=x\left(s_{j}\right) \chi_{A_{j}}(t)
$$

and so for arbitrary $t \in[0,1]$,

$$
S_{g} x(t)=\sum_{j=1}^{n} x\left(s_{j}\right) \chi_{A_{j}}(t)=\sum_{j=1}^{n} x\left(s_{j}\right) x_{j}(t) .
$$

Consequently, $S_{g} x \in \operatorname{Span}\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)$ which shows that $S_{g}$ has finite dimensional range. Since the $A_{j}$ are pairwise disjoint, the functions $x_{j}$ are linearly independent and thus form a basis of the range of $S_{g}$. This shows $\operatorname{dim} \operatorname{Im}\left(S_{g}\right)=\# g([0,1])$.

Let us make two final remarks. First, we do not know if the fact that $g$ is pseudomonotone is sufficient to guarantee that $S_{g}$ maps also $\Lambda B V$ into itself. This is why in Theorem 4.2.9 we had to make that as an explicit assumption. Second, many linear operators in functional analysis are proved to be compact by approximating them by operators with finite dimensional range; for instance, we have done so in the proof of Theorem 4.1.12. Remarkably, Theorem 4.2 .9 shows that the operator $S_{g}$ is compact in many $B V$-spaces of our interest only if it has finite dimensional range itself.

### 4.3 Integral Operators

In this section we study the integral operator 4.0.3 in spaces of functions of bounded variation. There is a vast literature on the behavior of this operator in the space of continuous or measurabl ${ }^{1}$ functions, but considerably less is known in the space $B V$ and its various generalizations.

## Arbitrary Kernels

To begin with, we state two conditions on the kernel function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ which will be used over and over in this section. Here, the symbol $\forall^{\prime} s$ means "for almost all $s$ ".

$$
\begin{align*}
\forall t \in[0,1]: & g(t, \cdot) \in L_{1},  \tag{A}\\
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}(g(\cdot, s)) \leq m(s) . \tag{B}
\end{align*}
$$

Condition (A) is needed for the integral in (4.0.3) to make sense. Condition (B) guarantees, that the operator $I_{g}$ acts in $B V$. Indeed, the following was shown in [29].

Theorem 4.3.1. Under the conditions (A) and (B) the operator $I_{g}$ maps the space $B V$ into itself and is bounded.

It turns out that the conditions (A) and (B) are too strong and can be relaxed as follows in order to gain the same result. One can show that (B) and the weaker condition

$$
\begin{equation*}
\forall t \in[0,1]: \quad g(t, \cdot) \text { is measurable and } g(0, \cdot) \in L_{1} \tag{A'}
\end{equation*}
$$

together imply (A). On the other hand, if we weaken (B) by

$$
\begin{equation*}
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad\|g(\cdot, s)\|_{\infty} \leq m(s), \tag{B'}
\end{equation*}
$$

that is, if we replace the majorization of the variation by a pointwise majorization, then Theorem 4.3.1 may fail. Here is a simple example.

[^7]Example 4.3.2. Let $g(t, s)=\chi_{\mathbb{Q}}(t)$. Then (A) and hence also (A') holds even with $g(t, \cdot)=\mathbb{1} \in L_{\infty}$ for $t \in \mathbb{Q} \cap[0,1]$ and $g(t, \cdot)=\mathbb{O} \in L_{\infty}$ for $t \in[0,1] \backslash \mathbb{Q}$, and (B') holds with $m=\mathbb{1}$, because $\|g(\cdot, s)\|_{\infty}=1$ for all $s \in[0,1]$. However, (B) does not hold, because $\operatorname{Var}(g(\cdot, s))=\operatorname{Var}\left(\chi_{\mathbb{Q}}\right)=\infty$ for all $s \in[0,1]$. The operator $I_{g}$ now maps $x=\mathbb{1} \in B V$ onto $I_{g} x=\chi \mathbb{Q}$ which is not in $B V$.

In general, however, Theorem 4.3.1 only gives a sufficient condition on $g$ that guarantees $I_{g}(B V) \subseteq B V$. This condition is not necessary as the following example shows.

Example 4.3.3. For fixed $s, t \in[0,1]$ we have $s-t \in \mathbb{Q}$ if and only if there is some number $q \in[-t, 1-t] \cap \mathbb{Q}$ such that $s=t+q$. We therefore define

$$
\mathbb{Q}(t):=\{t+q \mid q \in \mathbb{Q} \cap[-t, 1-t]\} \subseteq[0,1]
$$

and have $s-t \in \mathbb{Q}$ if and only if $s \in \mathbb{Q}(t)$. Moreover, the set $\mathbb{Q}(t)$ is countable and dense in $[0,1]$ for each fixed $t \in[0,1]$.
The function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$, defined by $g(t, s)=\chi_{\mathbb{Q}}(s-t)=\chi_{\mathbb{Q}(t)}(s)$, clearly satisfies condition (A) and hence also (A'), because for each fixed $t \in[0,1]$ the set $\mathbb{Q}(t)$ is countable and hence $g(t, \cdot)=\mathbb{O}$ almost everywhere. This also implies that $I_{g} x=\mathbb{O}$ for any $x \in B V$, and so $I_{g}$ maps $B V$ into itself and is bounded.
But since $\chi_{\mathbb{Q}}(s-t)=\chi_{\mathbb{Q}}(t-s)$ we also have $g(t, s)=\chi_{\mathbb{Q}(s)}(t)$, and for each fixed $s \in[0,1]$ the function $g(\cdot, s)=\chi_{\mathbb{Q}(s)}$ does not belong to $B V$. This means that (B) is violated. However, ( $\mathrm{B}^{\prime}$ ) is clearly satisfied with $m=\mathbb{1}$.
In fact, the conditions (A) and (B) together are so strong that they are even sufficient for $I_{g}$ to map $W B V_{p}$ as well as $L_{\infty}$ continuously into $B V$. This statement was proven for $W B V_{p}$ in [32]; for $L_{\infty}$ it is true, because for a partition $0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$ and $x \in L_{\infty}$,

$$
\begin{gathered}
\sum_{j=1}^{n}\left|\int_{0}^{1} g\left(t_{j-1}, s\right) x(s) \mathrm{d} s-\int_{0}^{1} g\left(t_{j}, s\right) x(s) \mathrm{d} s\right| \leq \int_{0}^{1} \sum_{j=1}^{n}\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right||x(s)| \mathrm{d} s \\
\leq\|x\|_{L_{\infty}} \int_{0}^{1} m(s) \mathrm{d} s
\end{gathered}
$$

where $m \in L_{1}$ is the bound from condition (B). Thus,

$$
\begin{equation*}
\operatorname{Var}\left(I_{g} x\right) \leq\|x\|_{L_{\infty}} \int_{0}^{1} m(s) \mathrm{d} s<\infty . \tag{4.3.1}
\end{equation*}
$$

We will see in Theorem 4.3.21 below that a similar result is true in all our $B V$-spaces.

In order to get a milder condition which is both necessary and sufficient, we introduce another requirement for $g$ :

$$
\begin{equation*}
\sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right)<\infty \tag{C}
\end{equation*}
$$

For instance, the function $g$ in Example 4.3 .2 cannot satisfy (C), because for any $\tau \in(0,1]$ we have

$$
\operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right)=\operatorname{Var}\left(\tau \chi_{\mathbb{Q}}\right)=\infty
$$

Note, however, that (B) implies (C). Indeed, if (B) is satisfied, $0=t_{0}<\ldots<t_{n}=1$ is a partition of $[0,1]$ and $\tau \in[0,1]$ is fixed, then, similarly as before,

$$
\sum_{j=1}^{n}\left|\int_{0}^{\tau} g\left(t_{j-1}, s\right) \mathrm{d} s-\int_{0}^{\tau} g\left(t_{j}, s\right) \mathrm{d} s\right| \leq \int_{0}^{1} m(s) \mathrm{d} s
$$

which implies

$$
\sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right) \leq\|m\|_{L_{1}} .
$$

If we now combine (A) being the overall assumption on $g$ with (C), we get exactly what we want.

Theorem 4.3.4. Let $g$ satisfy condition (A). Then the following conditions are equivalent.
(a) The kernel function $g$ satisfies condition (C).
(b) The operator $I_{g}$ maps the space BV into itself and is bounded. In this case,

$$
\begin{equation*}
\operatorname{Var}\left(I_{g} x\right) \leq 2\|x\|_{B V} \sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right) . \tag{4.3.2}
\end{equation*}
$$

A proof can be found in the paper [32. In fact, there was proven the following slightly more general result.

Theorem 4.3.5. Let $g$ satisfy condition (A). Then the following conditions are equivalent.
(a) The kernel function $g$ satisfies condition (C) with Var replaced by $\operatorname{Var}_{p}$.
(b) The operator $I_{g}$ maps the space $B V$ into $W B V_{p}$ and is bounded.

This, however, is also bad news, because analogous conditions (C) for $X$ being one of the spaces $Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$ may only yield that $I_{g}$ maps $B V$ continuously into $X$ and not $X$ into itself. Indeed, for $\Lambda B V$, the following had been proven in [30].

Theorem 4.3.6. Let $g$ satisfy condition (A). Then the following conditions are equivalent.
(a) The kernel function $g$ satisfies condition (C) with Var replaced by $\operatorname{Var}_{\Lambda}$.
(b) The operator $I_{g}$ maps the space $B V$ into $\Lambda B V$ and is bounded.

Consequently, the (C)-type conditions seem to be too weak to be sufficient for $I_{g}$ to map a $B V$-space into itself, while the (B)-type conditions seem too strong to be necessary. We will see in Theorem 4.3.21 and Corollary 4.3 .23 below how strong the really are. The treasure must be hidden somewhere in between, but we do not know where exactly.

For the Riesz spaces, however, the following result is known [7].

Theorem 4.3.7. If the kernel function $g$ satisfies the conditions ( $A$ ), ( $B$ ) and

$$
\begin{equation*}
\forall^{\prime} s \in[0,1]: \partial_{1} g(\cdot, s) \in C \quad \text { and } \quad\left(s \mapsto\left\|\partial_{1} g(\cdot, s)\right\|_{\infty}\right) \in L_{p} \tag{D}
\end{equation*}
$$

then $I_{g}$ maps $R B V_{p}$ into itself and is bounded.
Condition (D) together with Riesz' Theorem 1.2 .25 implies that $g(\cdot, s) \in R B V_{p}$ for almost all $s \in[0,1]$ and any $p \in(1, \infty)$, because from $\partial_{1} g(\cdot, s) \in C$ follows $\partial_{1} g(\cdot, s) \in$ $L_{\infty}$ and hence

$$
\operatorname{RVar}_{p}(g(\cdot, s))=\int_{0}^{1}\left|\partial_{1} g(t, s)\right|^{p} \mathrm{~d} t<\infty
$$

Moreover, the second condition in (D) then yields that the Riesz variation satisfies

$$
\operatorname{RVar}_{p}(g(\cdot, s)) \leq\left\|\partial_{1} g(\cdot, s)\right\|_{\infty}^{p}
$$

where the right hand side is then an $L_{1}$-bound with respect to $s$. Thus, condition (D) seems to be an analogue to condition (B) for Riesz spaces and therefore not as restrictive as it may appear at first glance. However, we will see later in Corollary 4.3 .23 that the actual (B)-type condition for Riesz spaces is strictly weaker than (D) yet more powerful as it is able to guarantee an even stronger result about compactness of the operator $I_{g}$.

Let us come back to $B V$ and the conditions (A) and (B) for a moment. Since for $t \in[0,1]$ and $x \in B V$ we get under the assumptions of Theorem 4.3.4 from 4.3.2) that

$$
\begin{aligned}
\left|I_{g} x(t)\right| & \leq\left|I_{g} x(0)\right|+\left|I_{g} x(t)-I_{g} x(0)\right| \leq\|x\|_{\infty}\|g(0, \cdot)\|_{L_{1}}+\operatorname{Var}\left(I_{g} x\right) \\
& \leq\|x\|_{B V}\|g(0, \cdot)\|_{L_{1}}+2\|x\|_{B V} \sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right)
\end{aligned}
$$

We obtain for the $B V$-norm of $I_{g}$,

$$
\begin{equation*}
\left\|I_{g}\right\|_{B V \rightarrow B V} \leq\|g(0, \cdot)\|_{L_{1}}+4 \sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right) . \tag{4.3.3}
\end{equation*}
$$

The authors of [31] gave an example of a function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfying (A), (B') and (C), but not (B). We give here a simpler example.
Example 4.3.8. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be defined by $g(t, s)=\chi_{\mathbb{Q}}(t-s)$ as in Example 4.3.3. We have seen there that $g$ satisfies (A), (A') and (B'), but not (B). Because of

$$
\int_{0}^{\tau} g(t, s) \mathrm{d} s=0 \quad \text { for all } t, \tau \in[0,1]
$$

it satisfies condition (C).
There are two special cases for the integral operator 4.0.3 that are important for applications, namely those which are generated by separated kernels and by Volterra kernels. We do not investigate Volterra kernels intensively in this thesis and only give
some brief overview about some known results at the end of this chapter. Separated kernels, however, that is, kernels $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
g(t, s)=g_{1}(t) g_{2}(s) \tag{4.3.4}
\end{equation*}
$$

with $g_{1}, g_{2}:[0,1] \rightarrow \mathbb{R}$ may often be used to find counterexamples. For $g_{2} \in L_{1}$, the integral operator 4.0.3) then has the form

$$
\begin{equation*}
I_{g} x(t)=\int_{0}^{1} g(t, s) x(s) \mathrm{d} s=g_{1}(t) \int_{0}^{1} g_{2}(s) x(s) \mathrm{d} s \tag{4.3.5}
\end{equation*}
$$

but we point out that the integral in (4.0.3) may make sense also if only $g_{1} g_{2} \in L_{1}$. For instance, if $g_{1}=\mathbb{O}$, then $g_{2}$ can be any function whatsoever, and still $I_{g}$ is well-defined and maps any function $x:[0,1] \rightarrow \mathbb{R}$ onto the zero function $\mathbb{O}$. Let us see how the conditions considered so far translate to separated kernels.

Proposition 4.3.9. The kernel function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ given in separated kernels $g(t, s)=g_{1}(t) g_{2}(s)$ for $g_{1}, g_{2}:[0,1] \rightarrow \mathbb{R}$ satisfies
(A) if and only if $g_{1}=\mathbb{0}$ or $g_{2} \in L_{1}$.
( $A^{\prime}$ ) if and only if $g_{1}=\mathbb{0}$, or $g_{2}$ is measurable and $g_{1}(0) g_{2} \in L_{1}$.
(B) if and only if $g_{1}$ is constant, or $g_{2}=\mathbb{O}$ almost everywhere, or $g_{1} \in B V$ and $\left|g_{2}\right| \leq m$ for some $m \in L_{1}$.
( $B^{\prime}$ ) if and only if $g_{1}=\mathbb{0}$, or $g_{2}=\mathbb{0}$ almost everywhere, or $g_{1} \in B$ and $\left|g_{2}\right| \leq m$ for some $m \in L_{1}$.

Moreover, if $g_{2} \in L_{1}$, then $g$ satisfies
(C) if and only if $g_{2}=\mathbb{O}$ almost everywhere or $g_{1} \in B V$.

Proof. The first four cases follow immediately from the definitions of the conditions (A), (A'), (B) and ( $\left.\mathrm{B}^{\prime}\right)$. We only want to leave some words on (C). It is clear that if $g_{2}=\mathbb{O}$ almost everywhere or $g_{1} \in B V$ then $g$ satisfies (C). For the converse assume that $g_{2} \in L_{1}$ is not zero almost everywhere. From Theorem 1.1.17 we obtain that

$$
G(t):=\int_{0}^{t} g_{2}(s) \mathrm{d} s
$$

is absolutely continuous with $G^{\prime}=g_{2}$ almost everywhere; in particular, $G$ cannot be constant. Thus, there is a $\tau \in(0,1]$ with $G(\tau) \neq 0$, and from (C) we obtain

$$
\infty>\operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right)=|G(\tau)| \operatorname{Var}\left(g_{1}\right)
$$

and hence $g_{1} \in B V$.
From Proposition 4.3.9 we immediately get that the kernel $g$ from Example 4.3.2 cannot satisfy condition (C).
Even for separated kernels there is a subtle yet significant difference between (A) and ( $A^{\prime}$ ) as well as between (B) and (B'). It is clear that (A) implies ( $A^{\prime}$ ) and that (B) together with $g(0, \cdot) \in L_{1}$ implies ( $\left.\mathrm{B}^{\prime}\right)$, but none of these inclusions may be inverted.

Example 4.3.10. (a) Let $g(t, s)=g_{1}(t) g_{2}(s)$ with $g_{1}=\chi_{(0,1]}$ and

$$
g_{2}(s)= \begin{cases}1 / s & \text { for } 0<s \leq 1 \\ 0 & \text { for } s=0\end{cases}
$$

Then Proposition 4.3 .9 tells us that ( $\mathrm{A}^{\prime}$ ) is satisfied, because $g_{1} \neq \mathbb{0}$ and $g_{2}$ is measurable with $g_{1}(0) g_{2}=\mathbb{O} \in L_{1}$, but (A) is not satisfied, because $g_{2} \notin L_{1}$. The same proposition also guarantees that both conditions (B) and (B') do not hold for this kernel.
Condition (C) cannot be satisfied, because

$$
\int_{0}^{\tau} g(t, s) \mathrm{d} s=\infty \quad \text { for } 0<t \leq 1
$$

(b) If $g(t, s)=g_{1}(t) g_{2}(s)$ with $g_{1}=\chi_{\mathbb{Q}}$ and $g_{2}=\mathbb{1}$, then ( $\left.\mathrm{B}^{\prime}\right)$ is satisfied, but (B) is not, again by Proposition 4.3.9. For this kernel, the same proposition guarantees that both conditions (A) and (A') do hold, while (C) does not.

Proposition 4.3.9 also tells us that for separated kernels the two conditions ( $\mathrm{A}^{\prime}$ ) and (B') together imply (A). This is why we could not combine the two sample functions in (a) and (b) of Example 4.3 .10 into one function. More general, the two conditions (A') and (B') indeed imply (A) also for arbitrary kernels. To see this, note that (B') gives

$$
|g(t, s)| \leq m(s) \quad \text { for all } t \in[0,1] \text { and almost all } s \in[0,1]
$$

and since $g(t, \cdot)$ is measurable due to (A') the condition (A) holds with $\|g(t, \cdot)\|_{L_{1}} \leq$ $\|m\|_{L_{1}}$; in particular, we even get that $g(t, \cdot)$ is integrable uniformly in $t$.
However, if one replaces the supremum norm in (B') with the $L_{\infty}$-norm, the two conditions ( $\mathrm{A}^{\prime}$ ) and ( $\mathrm{B}^{\prime}$ ) together may no longer imply (A), as is shown by the following example.

Example 4.3.11. Consider the kernel

$$
g(t, s)= \begin{cases}1 / s & \text { for } t=1,0<s \leq 1 \\ 1 & \text { for } t=1, s=0 \\ 1 & \text { for } 0 \leq t<1,0 \leq s \leq 1\end{cases}
$$

Then (A) is violated, because $g(1, s)=1 / s$ for $0<s \leq 1$ is not Lebesgue integrable with respect to $s$ on $[0,1]$. In particular,

$$
\|g(\cdot, s)\|_{\infty}=1 / s \quad \text { for } 0<s \leq 1
$$

and so ( $\mathrm{B}^{\prime}$ ) is also violated. Moreover, for any $s \in(0,1]$,

$$
\operatorname{Var}(g(\cdot, s))=1 / s-1
$$

which cannot be bounded by a function $m \in L_{1}$ in the sense of $(B)$, and so (B) is also violated.

However, (A') holds as $g(t, \cdot)$ is measurable for each fixed $t \in[0,1]$, and $g(0, \cdot)=\mathbb{1} \in L_{1}$. Finally, $\|g(\cdot, s)\|_{L_{\infty}}=1$ holds for any $s \in[0,1]$ and hence ( $\mathrm{B}^{\prime}$ ) with $\|\cdot\|_{\infty}$ replaced by $\|\cdot\|_{L_{\infty}}$ is true with $m=\mathbb{1} \in L_{1}$.
Note that (C) can also not be true, since

$$
\int_{0}^{\tau} g(1, s) \mathrm{d} s=\infty
$$

for any $\tau \in(0,1]$.
Separated kernels (4.3.4 cannot generate an instance as in Example 4.3.8, because for those kernels $g=g_{1} g_{2}$ with $g_{2} \in L_{1}$ condition (C) is equivalent to (B). However, if $g_{2}=\mathbb{O}$ almost everywhere, then neither (B) nor (C) implies $g_{1} \in B V$.

Example 4.3.12. The kernel function $g(t, s)=g_{1}(t) g_{2}(s)$ with $g_{1}=g_{2}=\chi_{\mathbb{Q}}$ satisfies $g_{1}, g_{2} \in L_{1}$ with $g_{1}=g_{2}=\mathbb{O}$ almost everywhere and thus (A), (A'), (B), ( $\left.\mathrm{B}^{\prime}\right)$ and (C) by Proposition 4.3.9. but $g_{1}=\chi_{\mathbb{Q}}$ is clearly not of bounded variation on $[0,1]$.

If $g_{1} \in B V$ and $g_{2} \in L_{1}$, we get an improved version of the estimate 4.3.3). Indeed, with the help of 4.3.5) we have for $x \in B V$,

$$
\left\|I_{g} x\right\|_{B V}=\left\|g_{1}\right\|_{B V}\left|\int_{0}^{1} g_{2}(s) x(s) \mathrm{d} s\right| \leq\left\|g_{1}\right\|_{B V}\left\|g_{2}\right\|_{L_{1}}\|x\|_{B V}
$$

and thus

$$
\left\|I_{g}\right\|_{B V \rightarrow B V} \leq\left\|g_{1}\right\|_{B V}\left\|g_{2}\right\|_{L_{1}} .
$$

The study of solutions to integral equations, both linear and nonlinear, in $B V$-spaces is motivated by numerous applications to real world problems; we give two examples of such motivations at the beginning of Chapter 7. Sometimes it is useful or even necessary to look for solutions in the space $B V \cap C$, that is, to add continuity. So there is some interest to find conditions which guarantee or are even equivalent to the inclusion

$$
I_{g}(B V \cap C) \subseteq B V \cap C
$$

To this end, we introduce another condition on the kernel function $g$.

$$
\begin{align*}
& \forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2}, \tau \in[0,1]: \\
& \qquad\left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left|\int_{0}^{\tau} g\left(t_{1}, s\right)-g\left(t_{2}, s\right) \mathrm{d} s\right| \leq \varepsilon \tag{E}
\end{align*}
$$

This new condition (E) is obviously satisfied if $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ is continuous, because then $g(\cdot, s)$ is continuous for each $s \in[0,1]$ and uniformly with respect to $t \in[0,1]$. If this uniformity is dropped, that is, if $g(\cdot, s)$ is merely continuous for each $s \in[0,1]$, then (E) may no longer be true.

Example 4.3.13. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be given by

$$
g(t, s)= \begin{cases}\frac{1}{t+s} & \text { for } 0<s \leq 1 \\ 0 & \text { for } s=0\end{cases}
$$

Then $g(\cdot, s)$ is continuous for every fixed $s \in[0,1]$. For $\tau=1, t_{1}=t^{2}$ and $t_{2}=t \in(0,1]$ we have

$$
\begin{aligned}
\int_{0}^{1}\left(g\left(t^{2}, s\right)-g(t, s)\right) \mathrm{d} s & =\int_{0}^{1}\left(\frac{1}{t^{2}+s}-\frac{1}{t+s}\right) \mathrm{d} s \\
& =\log \left(\frac{1+t^{2}}{t+t^{2}}\right) \longrightarrow \infty \quad \text { as } t \rightarrow 0+
\end{aligned}
$$

showing that $g$ cannot satisfy (E).
Also note that $g$ cannot satisfy any of the other conditions (A)-(D). To see this observe that $g(0, s)=1 / s$ for $0<s \leq 1$ is not Lebesgue integrable with respect to $s$ on $[0,1]$ showing that $g$ cannot satisfy ( $\mathrm{A}^{\prime}$ ) and hence also not (A). Moreover, for fixed $s \in(0,1]$ we have $\|g(\cdot, s)\|_{\infty}=1 / s$ which cannot be bounded by a Lebesgue integrable function. Thus, (B') is violated. Similarly, for $s \in(0,1]$,

$$
\operatorname{Var}(g(\cdot, s))=\frac{1}{s}-\frac{1}{1+s}=\frac{1}{s(1+s)}
$$

cannot be bounded by an integrable function, and so (B) is also violated. Moreover, (C) does not hold, because

$$
\int_{0}^{\tau} g(0, s) \mathrm{d} s=\infty
$$

for any $\tau \in(0,1]$. Condition (D) is also not satisfied, since

$$
s \mapsto\left\|\partial_{1} g(\cdot, s)\right\|_{\infty}=\sup _{t \in[0,1]}\left|-\frac{1}{(t+s)^{2}}\right|=\frac{1}{s^{2}}
$$

does not belong to $L_{p}$ for any $p \geq 1$.
We remark that besides the kernel in Example 4.3 .13 none of the remaining kernels in the examples considered so far does satisfy (D) as none of these kernels is differentiable with respect to $t$ for almost all $s$, with one exception: The kernel $g(t, s)=\chi_{\mathbb{Q}}(t) \chi_{\mathbb{Q}}(s)$ from Example 4.3.12 is zero for almost all $s$ and hence satisfies (D).
The importance of this new condition (E) is now illustrated by the following result which was proven in [32].

Theorem 4.3.14. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy condition (A). Then the following statements are equivalent.
(a) The kernel function g satisfies the conditions (C) and (E).
(b) The integral operator $I_{g}$ maps the space $B V \cap C$ into itself and is bounded, and the set $\left\{I_{g} x \mid x \in B V \cap C,\|x\|_{B V} \leq R\right\}$ is equicontinuous for every $R>0$.

A quite similar but slightly stronger condition than (E) is

$$
\begin{equation*}
\forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1]: \quad\left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left\|g\left(t_{1}, \cdot\right)-g\left(t_{2}, \cdot\right)\right\|_{L_{1}} \leq \varepsilon \tag{F}
\end{equation*}
$$

It is clear that (F) implies (E). The converse, however, is not true, if we allow the integral in (E) to be an improper Riemann integral.
Example 4.3.15. Let $\tau_{n}:=1-1 / 2^{n}$ and $\mu_{n}:=1-3 / 2^{n+2}$ for all $n \in \mathbb{N}_{0}$. Then $\tau_{n}<\mu_{n}<\tau_{n+1}$ and $\left(\tau_{n}+\tau_{n+1}\right) / 2=\mu_{n}$ for all $n \in \mathbb{N}_{0}$. Therefore, the function $h:[0,1] \rightarrow \mathbb{R}$, defined to be piecewise linear and continuous on $[0,1)$ by $h(1):=0$ and $h\left(\tau_{n}\right):=0$ and $h\left(\mu_{n}\right):=(-1)^{n} 2^{n} /(n+1)$ for all $n \in \mathbb{N}_{0}$, is Riemann integrable on any interval $[0, a]$ for $a \in(0,1)$. We show that $h$ is improperly Riemann integrable on $[0,1]$. Observe that

$$
\begin{aligned}
\int_{\tau_{n-1}}^{\tau_{n}} h(s) \mathrm{d} s & =\frac{\tau_{n}-\tau_{n-1}}{2} h\left(\mu_{n-1}\right)=\frac{(-1)^{n+1}}{4 n} \\
\int_{\tau_{n-1}}^{\tau_{n}}|h(s)| \mathrm{d} s & =\frac{\tau_{n}-\tau_{n-1}}{2}\left|h\left(\mu_{n-1}\right)\right|=\frac{1}{4 n} \quad \text { for } n \in \mathbb{N} .
\end{aligned}
$$

Fix $a \in(0,1)$ and pick $n \in \mathbb{N}$ such that $\tau_{n-1} \leq a<\tau_{n}$. Then

$$
\left|\int_{0}^{a} h(s) \mathrm{d} s-\int_{0}^{\tau_{n-1}} h(s) \mathrm{d} s\right| \leq \int_{\tau_{n-1}}^{\tau_{n}}|h(s)| \mathrm{d} s=\frac{1}{4 n}
$$

and

$$
\int_{0}^{\tau_{n-1}} h(s) \mathrm{d} s=\sum_{j=1}^{n-1} \int_{\tau_{j-1}}^{\tau_{j}} h(s) \mathrm{d} s=\sum_{j=1}^{n-1} \frac{(-1)^{j+1}}{4 j}
$$

Letting $a \rightarrow 1$ - implies $n \rightarrow \infty$ and hence

$$
\int_{0}^{1} h(s) \mathrm{d} s=\lim _{a \rightarrow 1-} \int_{0}^{a} h(s) \mathrm{d} s=\sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{4 j}=\frac{\log 2}{4}
$$

However, $h$ is not Lebesgue integrable on $[0,1]$. Even worse, $h \notin L_{p}$ for any $p \geq 1$. Indeed, a straightforward but cumbersome calculation shows

$$
\int_{0}^{1}|h(s)|^{p} \mathrm{~d} s=\sum_{j=1}^{\infty} \int_{\tau_{j-1}}^{\tau_{j}}|h(s)|^{p} \mathrm{~d} s=\sum_{j=1}^{\infty} \frac{2^{j p-j-p}}{(p+1) j^{p}}
$$

which is divergent for any $p \geq 1$.
We now define the function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ by $g(t, s):=t h(s)$. Then

$$
\left\|g\left(t_{1}, \cdot\right)-g\left(t_{2}, \cdot\right)\right\|_{L_{1}}=\left|t_{1}-t_{2}\right|\|h\|_{L_{1}}=\infty \quad \text { for all } t_{1} \neq t_{2} \text { in }[0,1]
$$

Thus, $g$ does not satisfy (F). But it does satisfy (E), because

$$
\sup _{\tau \in[0,1]}\left|\int_{0}^{\tau} g\left(t_{1}, s\right)-g\left(t_{2}, s\right) \mathrm{d} s\right|=\left|t_{1}-t_{2}\right| \sup _{\tau \in[0,1]}\left|\int_{0}^{\tau} h(s) \mathrm{d} s\right|,
$$

and the right supremum is finite as $h$ is improperly Riemann integrable on $[0,1]$.

Note that this kernel $g$ does not satisfy the conditions (A), (B) and (B'), while it does satisfy the conditions ( $\mathrm{A}^{\prime}$ ). This follows from Proposition4.3.9 as $g$ is given in separated kernels.
Moreover, the variation

$$
\operatorname{Var}\left(\int_{0}^{\tau} g(\cdot, s) \mathrm{d} s\right)=\left|\int_{0}^{\tau} h(s) \mathrm{d} s\right|
$$

where the integral is meant in the sense of Riemann, is finite for each $\tau \in[0,1]$. In particular, $h$ is Kurzweil-Henstock integrable on $[0,1]$ in the sense of Definition 2.1.1, and therefore the function

$$
\tau \mapsto \int_{0}^{\tau} h(s) \mathrm{d} s
$$

is continuous [68] and hence bounded on $[0,1]$. Consequently, condition (C) is satisfied. Finally, (D) is not fulfilled, because the function $s \mapsto\left\|\partial_{1} g(\cdot, s)\right\|_{\infty}=|h(s)|$ does not belong to $L_{p}$ for any $p \geq 1$.

Let us now check which of the kernels in the examples considered so far does satisfy the conditions (E) and (F), respectively. The kernel $g(t, s)=\chi_{\mathbb{Q}}(t)$ from the Examples 4.3.2 and 4.3.10 (b) cannot satisfy (E) and hence also not (F), because for any $t \in[0,1] \backslash \mathbb{Q}$ we have

$$
\int_{0}^{1} g(0, s)-g(t, s) \mathrm{d} s=1
$$

The kernel $g(t, s)=\chi_{\mathbb{Q}}(t-s)=\chi_{\mathbb{Q}}(s-t)$ from the Examples 4.3.3 and 4.3.8, however, does satisfy (F) and therefore also (E), because for any $t_{1}, t_{2} \in[0,1]$ we have

$$
\int_{0}^{1}\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\right| \mathrm{d} s=\int_{0}^{1}\left|\chi_{\mathbb{Q}}\left(t_{1}-s\right)-\chi_{\mathbb{Q}}\left(t_{2}-s\right)\right| \mathrm{d} s=0
$$

as $\chi_{\mathbb{Q}}(t-s)=0$ for fixed $t \in[0,1]$ and almost all $s \in[0,1]$.
The kernel $g(t, s)=g_{1}(t) g_{2}(s)$ from Example 4.3.10 (a) with $g_{1}=\chi_{(0,1]}$ and

$$
g_{2}(s)= \begin{cases}1 / s & \text { for } 0<s \leq 1 \\ 0 & \text { for } s=0\end{cases}
$$

cannot satisfy (E) and hence also not (F), because for any $t \in(0,1]$ we have

$$
\int_{0}^{1}(g(t, s)-g(0, s)) \mathrm{d} s=\int_{0}^{1} \frac{1}{s} \mathrm{~d} s=\infty
$$

A similar reasoning holds for the kernel

$$
g(t, s)= \begin{cases}1 / s & \text { for } t=1,0<s \leq 1 \\ 1 & \text { for } t=1, s=0 \\ 1 & \text { for } 0 \leq t<1,0 \leq s \leq 1\end{cases}
$$

from Example 4.3.11. Indeed, for $t \in[0,1)$ we obtain

$$
\int_{0}^{1}(g(1, s)-g(t, s)) \mathrm{d} s=\int_{0}^{1}\left(\frac{1}{s}-1\right) \mathrm{d} s=\infty
$$

showing that neither (E) nor (F) can hold.
For the kernel $g(t, s)=\chi_{\mathbb{Q}}(t) \chi_{\mathbb{Q}}(s)$ from Example 4.3.12 we have that $g(t, \cdot)=\mathbb{0}$ almost everywhere for fixed $t \in[0,1]$ and so (F) as well as (E) must be satisfied.
As we have seen in Example 4.3.13, the kernel

$$
g(t, s)= \begin{cases}\frac{1}{t+s} & \text { for } 0<s \leq 1 \\ 0 & \text { for } s=0\end{cases}
$$

does not satisfy (E) and hence also not (F).
In general, condition (F) together with (A) now takes care for $I_{g}$ to map $L_{\infty}$ into $C$. But even more is true, namely, a perfect analogue to Theorem 4.3.14 which reads as follows.

Theorem 4.3.16. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy condition (A). Then the following statements are equivalent.
(a) The kernel function $g$ satisfies the condition ( $F$ ).
(b) The integral operator $I_{g}$ maps the space $L_{\infty}$ into the space $C$ and is bounded, and the set $\left\{I_{g} x \mid x \in L_{\infty},\|x\|_{L_{\infty}} \leq R\right\}$ is equicontinuous for every $R>0$.

Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b}) "$ : That the operator $I_{g}$ is well-defined follows from (A), and that it maps the space $L_{\infty}$ into $C$ follows easily from (F). Indeed, for fixed $\varepsilon>0$ we find accordingly some $\delta>0$ such that $\left|t_{1}-t_{2}\right| \leq \delta$ implies $\left\|g\left(t_{1}, \cdot\right)-g\left(t_{2}, \cdot\right)\right\|_{L_{1}} \leq \varepsilon$. For such $t_{1}, t_{2} \in[0,1]$ and $x \in L_{\infty}$ it follows that

$$
\begin{aligned}
\left|I_{g} x\left(t_{1}\right)-I_{g} x\left(t_{2}\right)\right| & \leq \int_{0}^{1}\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\|x(s) \mid \mathrm{d} s \leq\| g\left(t_{1}, \cdot\right)-g\left(t_{2}, \cdot\right)\left\|_{L_{1}}\right\| x \|_{L_{\infty}}\right. \\
& \leq \varepsilon\|x\|_{L_{\infty}}
\end{aligned}
$$

showing that the function $I_{g} x$ is continuous and that the set $\left\{I_{g} x \mid x \in L_{\infty},\|x\|_{L_{\infty}} \leq R\right\}$ is equicontinuous for any $R>0$.
It remains to prove that $I_{g}: L_{\infty} \rightarrow C$ is bounded. To do so, pick for $\varepsilon=1$ according to condition (F) some $n \in \mathbb{N}$ such that $\left|t_{1}-t_{2}\right| \leq 1 / n$ implies $\left\|g\left(t_{1}, \cdot\right)-g\left(t_{2}, \cdot\right)\right\|_{L_{1}} \leq 1$. Define $\tau_{j}:=j / n$ for $j \in\{0, \ldots, n\}$ and fix $t \in[0,1]$. Then there is some $j \in\{1, \ldots, n\}$ such that $\tau_{j-1} \leq t \leq \tau_{j}$. This gives for all $s \in[0,1]$,

$$
\begin{aligned}
& |g(t, s)| \\
& \quad \leq\left|g(t, s)-g\left(\tau_{j-1}, s\right)\right|+\left|g\left(\tau_{j-1}, s\right)-g\left(\tau_{j-2}, s\right)\right|+\ldots+\left|g\left(\tau_{1}, s\right)-g\left(\tau_{0}, s\right)\right|+|g(0, s)| \\
& \quad=\left|g(t, s)-g\left(\tau_{j-1}, s\right)\right|+\sum_{i=1}^{j-1}\left|g\left(\tau_{i-1}, s\right)-g\left(\tau_{i}, s\right)\right|+|g(0, s)| \\
& \quad \leq\left|g(t, s)-g\left(\tau_{j-1}, s\right)\right|+\sum_{i=1}^{n}\left|g\left(\tau_{i-1}, s\right)-g\left(\tau_{i}, s\right)\right|+|g(0, s)|
\end{aligned}
$$

and consequently,

$$
\|g(t, \cdot)\|_{L_{1}} \leq\left\|g(t, \cdot)-g\left(\tau_{j-1}, \cdot\right)\right\|_{L_{1}}+\sum_{i=1}^{n}\left\|g\left(\tau_{i-1}, \cdot\right)-g\left(\tau_{i}, \cdot\right)\right\|_{L_{1}}+\|g(0, \cdot)\|_{L_{1}}
$$

Since $\left|\tau_{j-1}-\tau_{j}\right|=1 / n$ and $\left|t-\tau_{j-1}\right| \leq 1 / n$ we obtain

$$
\|g(t, \cdot)\|_{L_{1}} \leq n+1+\|g(0, \cdot)\|_{L_{1}} .
$$

This implies for $x \in L_{\infty}$ the estimate

$$
\left|I_{g} x(t)\right| \leq\|g(t, \cdot)\|_{L_{1}}\|x\|_{L_{\infty}} \leq\left(n+1+\|g(0, \cdot)\|_{L_{1}}\right)\|x\|_{L_{\infty}} .
$$

Since this is true for any $t \in[0,1]$, we have shown that $I_{g}: L_{\infty} \rightarrow C$ is bounded with

$$
\left\|I_{g}\right\|_{L_{\infty} \rightarrow C} \leq n+1+\|g(0, \cdot)\|_{L_{1}}
$$

"(b) $\Rightarrow(\mathrm{a})$ ": Assume that the set $M:=\left\{I_{g} x \mid x \in L_{\infty},\|x\|_{L_{\infty}} \leq 1\right\}$ is equicontinuous. This means that for any fixed $\varepsilon>0$ we find a $\delta>0$ such that $\left|t_{1}-t_{2}\right| \leq \delta$ and $\|x\|_{L_{\infty}} \leq 1$ imply $\left|I_{g} x\left(t_{1}\right)-I_{g} x\left(t_{2}\right)\right| \leq \varepsilon$. We now fix such $t_{1}, t_{2} \in[0,1]$ and consider the function

$$
h(s):=g\left(t_{1}, s\right)-g\left(t_{2}, s\right)
$$

which is measurable due to condition (A). In particular, the sets

$$
H_{-}:=\{s \in[0,1] \mid h(s)<0\} \quad \text { and } \quad H_{+}:=\{s \in[0,1] \mid h(s) \geq 0\}
$$

are measurable, and thus the function $x:=\chi_{H_{+}}-\chi_{H_{-}}$belongs to $L_{\infty}$ with $\|x\|_{L_{\infty}} \leq 1$ and hence $x \in M$. We then have $h x=|h|$ and also

$$
\left\|g\left(t_{1}, \cdot\right)-g\left(t_{2}, \cdot\right)\right\|_{L_{1}}=\int_{0}^{1}|h(s)| \mathrm{d} s=\int_{0}^{1} h(s) x(s) \mathrm{d} s=I_{g} x\left(t_{1}\right)-I_{g} x\left(t_{2}\right) \leq \varepsilon .
$$

But this is nothing else than condition (F), and the proof is complete.
For the reader's ease, let us recall in Table 4.3.1 which of the conditions (A)-(F) are fulfilled by the examples considered so far in this section.

Table 4.3.1: Properties of $g$ in the above examples.

| Example | (A) | ( $\mathrm{A}^{\prime}$ ) | (B) | (B') | (C) | (D) | (E) | (F) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4.3.2 | yes | yes | no | yes | no | no | no | no |
| 4.3.3 | yes | yes | no | yes | yes | no | yes | yes |
| 4.3.8 | yes | yes | no | yes | yes | no | yes | yes |
| 4.3.10 (a) | no | yes | no | no | no | no | no | no |
| 4.3.10 (b) | yes | yes | no | yes | no | no | no | no |
| 4.3.11 | no | yes | no | no | no | no | no | no |
| 4.3.12 | yes | yes | yes | yes | yes | yes | yes | yes |
| 4.3.13 | no | no | no | no | no | no | no | no |
| 4.3 .15 | no | yes | no | no | yes | no | yes | no |

In Chapter 7 we will apply some of the theoretical results developed in this section to nonlinear integral equations involving linear integral operators like (4.0.3) and nonlinear composition or superposition operators like (5.0.1) and (5.0.2); we will investigate the latter two in the next chapter. In order to prove the existence of solutions of those integral equations we will use fixed point theory, mostly Banach's Fixed Point Theorem for contractions and Schauder's or Darbo's Fixed Point Theorem for compact maps. Since a bounded linear operator is always Lipschitz continuous, for applying Banach's theorem we have to ensure only a Lipschitz condition for the nonlinear operators; this is a difficult problem, as we will see in the next chapter. On the other hand, for applying Schauder's or Darbo's fixed point theorem we need (at least sufficient) conditions on $g$ guaranteeing that $I_{g}$ is compact, since the nonlinear part is compact only under quite exceptional assumptions.

The following result was proven in [31] and gives a compactness criterion for the operator $I_{g}$ acting in the Wiener space $W B V_{p}$.

Theorem 4.3.17. Under the conditions $(A)$ and $(B)$, the integral operator $I_{g}$ maps $W B V_{p}$ continuously into $W B V_{q}$ and is compact for any $p, q \geq 1$.

The proof is based on Helly's Selection Principle, see Theorem 1.2.28.

In order to achieve similar compactness results for other $B V$-spaces we introduce the following conditions.

$$
\begin{align*}
\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m(s), \\
\forall \theta>0 \exists m_{\theta} \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m_{\theta}(s),  \tag{*}\\
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}_{\Lambda}(g(\cdot, s)) \leq m(s), \\
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{RVar}_{p}(g(\cdot, s)) \leq m(s) . \tag{p}
\end{align*}
$$

Note that the new conditions $\left(\mathrm{B}_{\varphi}\right)$ respectively $\left(\mathrm{B}_{\varphi}^{*}\right),\left(\mathrm{B}_{\Lambda}\right)$ and $\left(\mathrm{B}_{p}\right)$ act in the spaces $Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$, respectively, as analogues to condition (B) in the space $B V$. Since these conditions will play an important role in Chapter 7 and since we do not want to repeat all proofs for each individual $B V$-space we take a uniform approach and summarize the conditions $\left(\mathrm{B}_{\varphi}\right),\left(\mathrm{B}_{\varphi}^{*}\right),\left(\mathrm{B}_{\Lambda}\right)$ and $\left(\mathrm{B}_{p}\right)$ for $X$ being one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$ in the following conditions.

$$
\begin{align*}
\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}_{X}(\theta g(\cdot, s)) \leq m(s),  \tag{X}\\
\forall \theta>0 \exists m_{\theta} \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}_{X}(\theta g(\cdot, s)) \leq m_{\theta}(s), \tag{X}
\end{align*}
$$

where $\operatorname{Var}_{X}$ denotes the variation of the space $X$, that is, $\operatorname{Var}_{B V}=\operatorname{Var}, \operatorname{Var}_{W B V_{p}}=$ $\operatorname{Var}_{p}, \operatorname{Var}_{Y B V_{\varphi}}=\operatorname{Var}_{\varphi}, \operatorname{Var}_{\Lambda B V}=\operatorname{Var}_{\Lambda}$ and $\operatorname{Var}_{R B V_{p}}=\operatorname{Var}_{p}$.
We make two comments on these conditions. It is clear that the ( $\mathrm{B}_{X}^{*}$ ) condition implies
$\left(\mathrm{B}_{X}\right)$ in any $B V$-space $X$. For the converse, note that for $x \in X$ and $\theta>0$ we have

$$
\begin{aligned}
\operatorname{Var}(\theta x) & =\theta \operatorname{Var}(x), \\
\operatorname{Var}_{p}(\theta x) & =\theta^{p} \operatorname{Var}_{p}(x), \\
\operatorname{Var}_{\Lambda}(\theta x) & =\theta \operatorname{Var}_{\Lambda}(x), \\
\operatorname{RVar}_{p}(\theta x) & =\theta^{p} \operatorname{Var}_{p}(x) .
\end{aligned}
$$

As a consequence, the two conditions $\left(\mathrm{B}_{X}\right)$ and ( $\mathrm{B}_{X}^{*}$ ) are equivalent for $X$ being one of the spaces $B V, W B V_{p}, \Lambda B V$ or $R B V_{p}$, and we can assume $\theta=1$ in $\left(\mathrm{B}_{X}\right)$ for these spaces. However, in the space $X=Y B V_{\varphi}$ both of these conclusions are false; we give an example.

Example 4.3.18. Let $\varphi$ and $\mathfrak{J}_{\left(\alpha_{j}\right)}$ be as in Example 1.2 .12 and consider $g(t, s):=$ $\mathfrak{J}_{\left(\alpha_{j}\right)}(t)$. We have seen in that example that $\operatorname{Var}_{\varphi}(g(\cdot, s)) \leq c$ for all $s \in[0,1]$ and some $c>0$, $\operatorname{but~}_{\operatorname{Var}_{\varphi}(4 g(\cdot, s))}=\infty$ for all $s \in[0,1]$. Thus, $g$ satisfies $\left(\mathrm{B}_{\varphi}\right)$ but not $\left(\mathrm{B}_{\varphi}^{*}\right)$. Note that below Example 1.2 .12 we have also seen that $\varphi$ does not satisfy a $\delta_{2}$-condition.

If the Young function $\varphi$ is given by $\varphi(t)=t^{p}$ and thus $Y B V_{\varphi}=W B V_{p}$, then condition $\left(\mathrm{B}_{\varphi}\right)$ is equivalent to

$$
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad \operatorname{Var}_{p}(g(\cdot, s)) \leq m(s) ;
$$

this is exactly the condition in Theorem 4.3.5. In particular, in this case the conditions $\left(\mathrm{B}_{\varphi}\right)$ and $\left(\mathrm{B}_{\varphi}^{*}\right)$ are equivalent.
For separated kernels we have the following analogue to the (B)-part of Proposition 4.3 .9

Proposition 4.3.19. The function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ given in separated kernels $g(t, s)=g_{1}(t) g_{2}(s)$ for $g_{1}, g_{2}:[0,1] \rightarrow \mathbb{R}$ satisfies
$\left(B_{\Lambda}\right)$ if and only if $g_{1}$ is constant, or $g_{2}=\mathbb{0}$ almost everywhere, or $g_{1} \in \Lambda B V$ and $\left|g_{2}\right| \leq m$ for some $m \in L_{1}$.
( $B_{p}$ ) if and only if $g_{1}$ is constant, or $g_{2}=\mathbb{0}$ almost everywhere, or $g_{1} \in R B V_{p}$ and $\left|g_{2}\right| \leq m$ for some $m \in L_{p}$.

One might wonder why there is no entry for the Young variation. The reason is that for separated kernels with $g_{2}$ not being zero almost everywhere the condition

$$
g_{1} \in Y B V_{\varphi} \text { and }\left|g_{2}\right| \leq m \text { for some } m \in L_{1}
$$

is simply not equivalent to $\left(\mathrm{B}_{\varphi}\right)$.
Example 4.3.20. Let $g_{2} \in L_{1}$ be given by

$$
g_{2}(s)= \begin{cases}1 / \sqrt{s} & \text { for } 0<s \leq 1, \\ 0 & \text { for } s=0,\end{cases}
$$

take $\varphi$ and $g_{1}=\mathfrak{J}_{\left(\alpha_{j}\right)}$ as in Example 1.2 .12 and set $g(t, s)=g_{1}(t) g_{2}(s)$. There we have seen that $\operatorname{Var}_{\varphi}\left(g_{1}\right)<\infty$ and hence $g_{1} \in Y B V_{\varphi}$. But we have also seen that $\operatorname{Var}_{\varphi}\left(4 g_{1}\right)=\infty$. Since $g(\cdot, s) \in \mathcal{S}_{c}$ for any $s \in[0,1]$ we have for any fixed $\theta>0$ and $0<s \leq \theta^{2} / 16$ that

$$
\operatorname{Var}_{\varphi}(\theta g(\cdot, s))=\operatorname{Var}_{\varphi}\left(g_{1} \theta / \sqrt{s}\right) \geq \operatorname{Var}_{\varphi}\left(4 g_{1}\right)=\infty
$$

But then $\left(\mathrm{B}_{\varphi}\right)$ is violated, although $g_{2} \in L_{1}$.
The importance of the (B)-type conditions summarized in $\left(\mathrm{B}_{X}\right)$ become now apparent in one of our main theorems of this section. It generalizes the results of Theorem 4.3.1 to our other $B V$-spaces.

Theorem 4.3.21. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Under the conditions $(A)$ and $\left(B_{X}\right)$ the integral operator $I_{g}$ maps the space $L_{\infty}$ into the space $X$ and is bounded with

$$
\begin{align*}
\left\|I_{g}\right\|_{L_{\infty} \rightarrow X} \leq & \|g(0, \cdot)\|_{L_{1}} \\
& +\theta^{-1}\left\{\begin{array}{ll}
2\|m\|_{L_{1}} & \text { for } X=B V \\
2\|m\|_{L_{1}}^{1 / p} & \text { for } X=W B V_{p} \\
\left(\varphi^{-1}(1)+1\right) \max \left\{1,\|m\|_{L_{1}}\right\} & \text { for } X=Y B V_{\varphi} \\
\left(1+\lambda_{1}^{-1}\right)\|m\|_{L_{1}} & \text { for } X=\Lambda B V \\
2\|m\|_{L_{1}}^{1 / p} & \text { for } X=R B V_{p}
\end{array}\right\} \tag{4.3.6}
\end{align*}
$$

where $\theta$ is taken from condition ( $B_{X}$ ).
Note that, as pointed out before, in the spaces $B V, W B V_{p}, \Lambda B V$ and $R B V_{p}$ the number $\theta$ in $\left(\mathrm{B}_{X}\right)$ may be forced to be equal to 1 when $m$ is adjusted properly. This, however, is not true in the space $Y B V_{\varphi}$. Therefore, according to Theorem 4.3.21, the operator norm $\left\|I_{g}\right\|_{L_{\infty} \rightarrow X}$ in general depends on both the bound $m$ and the value of $\theta$, both coming from $\left(\mathrm{B}_{X}\right)$.

Proof of Theorem 4.3.21. First note that

$$
\begin{equation*}
\left|I_{g} x(0)\right| \leq\|g(0, \cdot)\|_{L_{1}}\|x\|_{L_{\infty}} \tag{4.3.7}
\end{equation*}
$$

For $X=W B V_{p}$ with $1 \leq p<\infty$ assume that $g$ satisfies $\left(\mathrm{B}_{W B V_{p}}\right)$ with $\varphi(t)=t^{p}$ for some $\theta>0$ and pick $m \in L_{1}$ so that $\operatorname{Var}_{p}(\theta g(\cdot, s)) \leq m(s)$ for almost all $s \in[0,1]$. Let $0=t_{0}<\ldots<t_{n}=1$ be a partition of $[0,1]$ and fix $x \in W B V_{p}$. From Jensen's inequality we obtain

$$
\begin{aligned}
\sum_{j=1}^{n}\left|I_{g} x\left(t_{j-1}\right)-I_{g} x\left(t_{j}\right)\right|^{p} \mathrm{~d} s & \leq \int_{0}^{1} \sum_{j=1}^{n}\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|^{p}|x(s)|^{p} \mathrm{~d} s \\
& \leq \theta^{-p} \int_{0}^{1} m(s)|x(s)|^{p} \mathrm{~d} s \leq \theta^{-p}\|x\|_{L_{\infty}}^{p}\|m\|_{L_{1}}
\end{aligned}
$$

Consequently $\operatorname{Var}_{p}\left(I_{g} x\right)^{1 / p} \leq \theta^{-1}\|x\|_{L_{\infty}}\|m\|_{L_{1}}^{1 / p}$, and with the help of 4.3.7 and (1.2.11) we obtain

$$
\begin{aligned}
\left\|I_{g} x\right\|_{W B V_{p}} & =\left\|I_{g} x\right\|_{\infty}+\operatorname{Var}_{p}\left(I_{g} x\right)^{1 / p} \leq\left|I_{g} x(0)\right|+2 \operatorname{Var}_{p}\left(I_{g} x\right)^{1 / p} \\
& \leq\|x\|_{L_{\infty}}\left(\|g(0, \cdot)\|_{L_{1}}+2 \theta^{-1}\|m\|_{L_{1}}^{1 / p}\right)
\end{aligned}
$$

which means that $I_{g}$ maps $L_{\infty}$ into $W B V_{p}$, is bounded and satisfies 4.3.6). This also shows the result and the desired estimate for the space $B V$.
For $X=Y B V_{\varphi}$ assume that $g$ satisfies $\left(\mathrm{B}_{Y B V_{\varphi}}\right)$ for some $\theta>0$, pick accordingly $m \in L_{1}$ so that $\operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m(s)$ for almost all $s \in[0,1]$, and let $0=t_{0}<\ldots<t_{n}=1$ be a partition of $[0,1]$. For fixed $x \in Y B V_{\varphi}$ (without loss of generality we may assume $\left.\|x\|_{L_{\infty}}>0\right), \mu^{\prime}:=\|x\|_{L_{\infty}} \max \left\{1,\|m\|_{L_{1}}\right\}$ and $\mu:=\theta^{-1} \mu^{\prime}$ we have with the help of Jensen's inequality

$$
\begin{aligned}
\sum_{j=1}^{n} \varphi( & \left.\frac{1}{\mu}\left|I_{g} x\left(t_{j-1}\right)-I_{g} x\left(t_{j}\right)\right|\right) \leq \sum_{j=1}^{n} \varphi\left(\frac{1}{\mu} \int_{0}^{1}\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right||x(s)| \mathrm{d} s\right) \\
& \leq \int_{0}^{1} \sum_{j=1}^{n} \varphi\left(\frac{\theta}{\mu^{\prime}}\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right||x(s)|\right) \mathrm{d} s \\
& \leq \frac{\|x\|_{L_{\infty}}}{\mu^{\prime}} \int_{0}^{1} \sum_{j=1}^{n} \varphi\left(\theta\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\right) \mathrm{d} s \\
& \leq \frac{\|x\|_{L_{\infty}}}{\mu^{\prime}} \int_{0}^{1} m(s) \mathrm{d} s \leq 1 .
\end{aligned}
$$

Consequently $\mathfrak{M}\left(I_{g} x\right) \leq \mu=\theta^{-1}\|x\|_{L_{\infty}} \max \left\{1,\|m\|_{L_{1}}\right\}$, where the symbol $\mathfrak{M}$ denotes the Minkowski functional (1.2.19). With (4.3.7) and (1.2.24) we obtain

$$
\begin{aligned}
\left\|I_{g} x\right\|_{Y B V_{\varphi}} & =\left\|I_{g} x\right\|_{\infty}+\mathfrak{M}\left(I_{g} x\right) \leq\left|I_{g} x(0)\right|+\left(\varphi^{-1}(1)+1\right) \mathfrak{M}\left(I_{g} x\right) \\
& \leq\|x\|_{L_{\infty}}\left(\|g(0, \cdot)\|_{L_{1}}+\theta^{-1}\left(\varphi^{-1}(1)+1\right) \max \left\{1,\|m\|_{L_{1}}\right\}\right)
\end{aligned}
$$

which means that $I_{g}$ maps $L_{\infty}$ into $Y B V_{\varphi}$, is bounded and satisfies 4.3.6).
For $X=\Lambda B V$ it was shown in [30] that under the assumptions $(\mathrm{A})$ and $\left(\mathrm{B}_{\Lambda B V}\right)$ the operator $I_{g}$ maps $L_{\infty}$ into $\Lambda B V$ and is bounded with

$$
\operatorname{Var}_{\Lambda}\left(I_{g} x\right) \leq \theta^{-1}\|x\|_{L_{\infty}}\|m\|_{L_{1}}
$$

With the help of (1.2.46) and 4.3.7) we obtain

$$
\begin{aligned}
\left\|I_{g} x\right\|_{\Lambda B V} & =\left\|I_{g} x\right\|_{\infty}+\operatorname{Var}_{\Lambda}\left(I_{g} x\right) \leq\left|I_{g} x(0)\right|+\left(1+\lambda_{1}^{-1}\right) \operatorname{Var}_{\Lambda}\left(I_{g} x\right) \\
& =\|x\|_{L_{\infty}}\left(\|g(0, \cdot)\|_{L_{1}}+\theta^{-1}\left(1+\lambda_{1}^{-1}\right)\|m\|_{L_{1}}\right)
\end{aligned}
$$

This shows that $I_{g}$ maps $L_{\infty}$ into $\Lambda B V$ and is bounded with 4.3.6).
For $X=R B V_{p}$ we proceed as in the proof for $X=Y B V_{\varphi}$, but this time, calculations are much easier. Assume that $g$ satisfies $\left(\mathrm{B}_{R B V_{p}}\right)$ for some $\theta>0$, pick accordingly $m \in$
$L_{1}$ so that $\operatorname{RVar}_{p}(\theta g(\cdot, s)) \leq m(s)$ for almost all $s \in[0,1]$, and let $0=t_{0}<\ldots<t_{n}=1$ be a partition of $[0,1]$. For fixed $x \in R B V_{p}$ we have with Jensen's inequality

$$
\begin{aligned}
\sum_{j=1}^{n} \frac{\left|I_{g} x\left(t_{j-1}\right)-I_{g} x\left(t_{j}\right)\right|^{p}}{\left|t_{j-1}-t_{j}\right|^{p-1}} & \leq \int_{0}^{1} \sum_{j=1}^{n} \frac{\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|^{p}}{\left|t_{j-1}-t_{j}\right|^{p-1}}|x(s)|^{p} \mathrm{~d} s \\
& \leq \theta^{-p} \int_{0}^{1} m(s)|x(s)|^{p} \mathrm{~d} s \leq \theta^{-p}\|x\|_{L_{\infty}}^{p}\|m\|_{L_{1}}
\end{aligned}
$$

Consequently, $\operatorname{Rar}_{p}\left(I_{g} x\right)^{1 / p} \leq \theta^{-1}\|x\|_{L_{\infty}}\|m\|_{L_{1}}^{1 / p}$. With 4.3.7) and 1.2.53 we obtain

$$
\begin{aligned}
\left\|I_{g} x\right\|_{R B V_{p}} & =\left\|I_{g} x\right\|_{\infty}+\operatorname{RVar}_{p}\left(I_{g} x\right)^{1 / p} \leq\left|I_{g} x(0)\right|+2 \operatorname{RVar}_{p}\left(I_{g} x\right)^{1 / p} \\
& \leq\|x\|_{L_{\infty}}\left(\|g(0, \cdot)\|_{L_{1}}+2 \theta^{-1}\|m\|_{L_{1}}^{1 / p}\right)
\end{aligned}
$$

which means that $I_{g}$ maps $L_{\infty}$ into $Y B V_{\varphi}$, is bounded and fulfills 4.3.6).
Although the condition $I_{g}\left(L_{\infty}\right) \subseteq X$ may seem somewhat annoying (as $I_{g}(X) \subseteq X$ seems more natural), it has the advantage that the nonlinear part of the fixed point operators that we consider in Chapter 7 has to map only $X$ into $L_{\infty}$ which in many cases may be easily achieved. We give one sample criterion for the nonlinear superposition operator in Theorem 5.2.34 in the next chapter.
As announced the conditions (A) and ( $\mathrm{B}_{X}$ ) are too strong to be responsible only for the boundedness of $I_{g}$. Indeed, we get compactness for free. Surprisingly, this is true for the spaces $B V, W B V_{p}, \Lambda B V$ and $R B V_{p}$, but probably not for the space $Y B V_{\varphi}$ (we do not know if $\left(\mathrm{B}_{X}\right)$ is sufficient). For this space, we need the stronger condition ( $\mathrm{B}_{X}^{*}$ ) which is equivalent to $\left(\mathrm{B}_{X}\right)$ in all the other $B V$-spaces. We then get an even stronger result that has been proven in [32] for $X=B V$.

Proposition 4.3.22. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that $\left(x_{n}\right)$ is a bounded sequence in $L_{\infty}$ and converges almost everywhere to some $x \in L_{\infty}$. If $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfies the conditions $(A)$ and $\left(B_{X}^{*}\right)$, then $\left(I_{g} x_{n}\right)$ is a sequence in $X$ that converges in $X$ to $I_{g} x$.

Proof. By Theorem 4.3.21 the integral operator $I_{g}$ maps $L_{\infty}$ into $X$, and this shows that the functions $I_{g} x_{n}$ belong to $X$ for each $n \in \mathbb{N}$. We now show that they converge in $X$ to $I_{g} x$. Equivalently we show that the functions $I_{g} y_{n}$ converge to $\mathbb{O}$ in $X$, where $y_{n}:=x_{n}-x$.
We start with the space $X=Y B V_{\varphi}$. Since $g$ satisfies $\left(\mathrm{B}_{\varphi}^{*}\right)$ we find for each $\theta>0$ a function $m_{\theta} \in L_{1}$ so that $\operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m_{\theta}(s)$ for almost all $s \in[0,1]$. Let $0=t_{0}<\ldots<t_{k}=1$ be a partition of $[0,1]$ and let $\lambda>0$ be fixed. Since $\left(y_{n}\right)$ is a bounded sequence in $L_{\infty}$ we find some $\mu>0$ such that $\lambda\left|y_{n}(s)\right| \leq \mu$ for all $n \in \mathbb{N}$ and almost all $s \in[0,1]$. Moreover, the convergence of the sequence $\left(y_{n}\right)$ to $\mathbb{0}$ almost everywhere implies that the sequence also converges in measure which means that the measures of the sets $A_{n}:=\left\{s \in[0,1]| | y_{n}(s) \mid \geq 1 / \lambda\right\}$ tend to 0 as $n \rightarrow \infty$. We obtain
again with the help of Jensen's inequality

$$
\begin{align*}
& \sum_{j=1}^{k} \varphi\left(\lambda\left|I_{g} y_{n}\left(t_{j-1}\right)-I_{g} y_{n}\left(t_{j}\right)\right|\right) \leq \sum_{j=1}^{k} \varphi\left(\lambda \int_{0}^{1}\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\left|y_{n}(s)\right| \mathrm{d} s\right) \\
& \leq\left\{\int_{A_{n}}+\int_{[0,1] \backslash A_{n}}\right\} \sum_{j=1}^{k} \varphi\left(\lambda\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\left|y_{n}(s)\right|\right) \mathrm{d} s \\
& \leq \int_{A_{n}} \sum_{j=1}^{k} \varphi\left(\mu\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\right) \mathrm{d} s \\
& \quad+\lambda \int_{0}^{1}\left|y_{n}(s)\right| \sum_{j=1}^{k} \varphi\left(\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\right) \mathrm{d} s \\
& \leq \int_{A_{n}} m_{\mu}(s) \mathrm{d} s+\lambda \int_{0}^{1}\left|y_{n}(s)\right| m_{1}(s) \mathrm{d} s \tag{4.3.8}
\end{align*}
$$

Since $\left|A_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$, the first integral in 4.3.8) goes to 0 as $n \rightarrow \infty$. Since $\left(y_{n}\right)$ is bounded in $L_{\infty}$ and converges almost everywhere to $\mathbb{0}$, the second integral in 4.3.8) goes also to 0 by the Dominated Convergence Theorem. Thus, we have shown that $\operatorname{Var}_{\varphi}\left(\lambda I_{g} y_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ for each $\lambda>0$. By Proposition 1.2 .15 (a) we conclude $\mathfrak{M}\left(I_{g} y_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.
Moreover, the Dominated Convergence Theorem also implies $\left|I_{g} y_{n}(0)\right| \rightarrow 0$ as $n \rightarrow \infty$, and with the help of 1.2 .24 we finally obtain $\left\|I_{g} y_{n}\right\|_{Y B V_{\varphi}} \rightarrow 0$ as $n \rightarrow \infty$.
Next, we give attention to the space $X=\Lambda B V$. Let $\left(\left[a_{j}, b_{j}\right]\right)_{1 \leq j \leq k}$ be a collection of nonoverlapping intervals in $[0,1]$ and let $m \in L_{1}$ be so that $\operatorname{Var}_{\Lambda}(g(\cdot, s)) \leq m(s)$ for almost all $s \in[0,1]$ according to $\left(\mathrm{B}_{\Lambda}^{*}\right)$ with $\theta=1$. We have

$$
\begin{aligned}
\sum_{j=1}^{k} \lambda_{j}\left|I_{g} y_{n}\left(a_{j}\right)-I_{g} y_{n}\left(b_{j}\right)\right| & \leq \int_{0}^{1}\left(\sum_{j=1}^{k} \lambda_{j}\left|g\left(a_{j}, s\right)-g\left(b_{j}, s\right)\right|\right)\left|y_{n}(s)\right| \mathrm{d} s \\
& \leq \int_{0}^{1} m(s)\left|y_{n}(s)\right| \mathrm{d} s
\end{aligned}
$$

and hence $\operatorname{Var}_{\Lambda}\left(I_{g} y_{n}\right) \leq\left\|m y_{n}\right\|_{L_{1}}$. From the Dominated Convergence Theorem again follows that $\left\|m y_{n}\right\|_{L_{1}} \rightarrow 0$ and hence $\operatorname{Var}_{\Lambda}\left(I_{g} y_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Since $\left|I_{g} y_{n}(0)\right| \rightarrow 0$ we conclude with 1.2 .46 that $\left\|I_{g} y_{n}\right\|_{\Lambda B V} \rightarrow 0$ as $n \rightarrow \infty$.
Finally, we deal with $X=R B V_{p}$. We proceed as in the proof for $X=Y B V_{\varphi}$, but this time, calculations are again easier. Let $0=t_{0}<\ldots<t_{k}=1$ be a partition of $[0,1]$ and let $m \in L_{1}$ be so that $\operatorname{RVar}_{p}(g(\cdot, s)) \leq m(s)$ for almost all $s \in[0,1]$ according to $\left(\mathrm{B}_{p}^{*}\right)$ with $\theta=1$. We have with Jensen's inequality

$$
\begin{aligned}
\sum_{j=1}^{k} \frac{\left|I_{g} y_{n}\left(t_{j-1}\right)-I_{g} y_{n}\left(t_{j}\right)\right|^{p}}{\left|t_{j-1}-t_{j}\right|^{p-1}} & \leq \int_{0}^{1} \sum_{j=1}^{k} \frac{\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|^{p}}{\left|t_{j-1}-t_{j}\right|^{p-1}}\left|y_{n}(s)\right|^{p} \mathrm{~d} s \\
& \leq \int_{0}^{1} m(s)\left|y_{n}(s)\right|^{p} \mathrm{~d} s
\end{aligned}
$$

Consequently, $\operatorname{RVar}_{p}\left(I_{g} y_{n}\right)^{1 / p} \leq\left\|m\left|y_{n}\right|^{p}\right\|_{L_{1}}^{1 / p}$. As above we conclude with the Dominated Convergence Theorem and 1.2 .53 that $\left\|I_{g} y_{n}\right\|_{R B V_{p}} \rightarrow 0$ as $n \rightarrow \infty$.

We remark that the sequence $\left(x_{n}\right)$ in Proposition 4.3 .22 need not to converge in $L_{\infty}$ to $x$. Otherwise, the result would have followed immediately from Theorem 4.3.21. As a consequence of Proposition 4.3.22 we get the promised compactness criterion.

Corollary 4.3.23. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Under the conditions ( $A$ ) and ( $B_{X}^{*}$ ) the operator $I_{g}$ maps the space $X$ into itself and is compact.

Proof. From Theorem 4.3.21 we get that the operator $I_{g}$ maps $L_{\infty}$ and hence also $X$ into $X$. We now show that $I_{g}: X \rightarrow X$ is compact. To this end, let $\left(x_{n}\right)$ be a bounded sequence in $X$. In view of Helly's Selection Principle (Theorem 1.2.28) we find a subsequence $\left(x_{n_{k}}\right)_{k}$ of $\left(x_{n}\right)$ which converges pointwise to some function $x \in X$. Since $\left(x_{n}\right)$ is bounded in $X$ it is also bounded in $L_{\infty}$. Proposition 4.3.22 now guarantees that the sequence $\left(I_{g} x_{n_{k}}\right)_{k}$ converges in $X$ to $I_{g} x$. Consequently, $I_{g}$ is compact.
For $X=R B V_{p}$ the result in Corollary 4.3.23 is indeed stronger than Theorem 4.3.7, because we now get compactness. Even better, the condition ( $\mathrm{B}_{R B V_{p}}$ ) or equivalently $\left(\mathrm{B}_{p}\right)$ is weaker than condition (D), as announced earlier. Note that (D) implies, as already mentioned, that $g(\cdot, s) \in R B V_{p}$ for almost all $s \in[0,1]$ and any $p \in(1, \infty)$ as well as $\operatorname{RVar}_{p}(g(\cdot, s)) \leq m(s)$ for some $m \in L_{1}$. Thus, ( D ) indeed implies $\left(\mathrm{B}_{p}\right)$. But condition $\left(\mathrm{B}_{p}\right)$ is strictly weaker than ( D ), as is shown by the following example.
Example 4.3.24. The function $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$, given by

$$
g(t, s)=\int_{0}^{t} \chi_{[0,1 / 2]}(\tau) \mathrm{d} \tau
$$

is for no $s \in[0,1]$ continuously differentiable with respect to $t$ and thus cannot satisfy (D). However, for all $s \in[0,1]$ we have by Riesz' Theorem 1.2.25 that

$$
\operatorname{RVar}_{p}(g(\cdot, s))=\int_{0}^{1} \chi_{[0,1 / 2]}(t) \mathrm{d} t=\frac{1}{2}
$$

and hence condition $\left(\mathrm{B}_{p}\right)$ is met for any $p \in(1, \infty)$.
As we have seen in Theorem 4.3.21, under the hypotheses of Corollary 4.3.23 the operator $I_{g}$ maps even $L_{\infty}$ into the respective spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$. However, we cannot expect $I_{g}: L_{\infty} \rightarrow X$ for $X$ being one of these $B V$-spaces to be compact. We illustrate this for the space $X=B V$.
Example 4.3.25. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be defined by $g(t, s):=\chi_{[0, t]}(s)$. Then $g$ clearly satisfies (A) and (B). Moreover, for $n \in \mathbb{N}$ and $j \in\left\{1, \ldots, 2^{n}\right\}$ define the intervals $I_{j, n}:=\left(\frac{j-1}{2^{n}}, \frac{j}{2^{n}}\right)$ and let $x_{n} \in L_{\infty}$ be given by

$$
x_{n}(t)= \begin{cases}(-1)^{j+1} & \text { for } t \in I_{j, n} \\ 0 & \text { for } t \in\left\{0,1 / 2^{n}, 2 / 2^{n}, \ldots, 1\right\}\end{cases}
$$

The functions $x_{n}$ form a bounded sequence in $L_{p}$ with $\left\|x_{n}\right\|_{L_{p}}=1$ for any $p \in[1, \infty]$. But for the integrals we obtain

$$
y_{n}(t):=I_{g} x_{n}(t)=\int_{0}^{1} g(t, s) x_{n}(s) \mathrm{d} s=\int_{0}^{t} x_{n}(s) \mathrm{d} s
$$

and thus each $y_{n} \in A C$ is a piecewise linear "zigzag" function with $\left\|y_{n}\right\|_{\infty}=1 / 2^{n}$; in particular, $\left(y_{n}\right)$ converges uniformly to $\mathbb{O}$. But it cannot have a subsequence converging in $B V$ to $\mathbb{O}$, because Theorem 1.1.20 dictates $\operatorname{Var}\left(y_{n}\right)=\left\|y_{n}^{\prime}\right\|_{L_{1}}=\left\|x_{n}\right\|_{L_{1}}=1$ for each $n \in \mathbb{N}$.

Note that the sequence $\left(x_{n}\right)$ in Example 4.3 .25 is bounded in $L_{\infty}$ but not in $B V$, because $\operatorname{Var}\left(x_{n}\right)=2^{n+1}$ for each $n \in \mathbb{N}$. Thus, Example 4.3.25 is not contradictory to Corollary 4.3.23.

Since the (B)-type conditions will play the most important role in Chapter 7 we collect them in Table 4.3.2 below to bring some structure into the thicket of formalism.

Table 4.3.2: Conditions $\left(\mathrm{B}_{X}\right)$ and $\left(\mathrm{B}_{X}^{*}\right)$ in our $B V$-spaces.

| $X$ | $\left(\mathrm{~B}_{X}\right)$ | $\left(\mathrm{B}_{X}^{*}\right)$ |
| :---: | :---: | :---: |
| $B V$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\operatorname{Var}(g(\cdot, s)) \leq m(s)$ | $\operatorname{Var}(g(\cdot, s)) \leq m(s)$ |
| $W B V_{p}$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\operatorname{Var}_{p}(g(\cdot, s)) \leq m(s)$ | $\operatorname{Var}_{p}(g(\cdot, s)) \leq m(s)$ |
| $Y B V_{\varphi}$ | $\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\forall \theta>0 \exists m_{\theta} \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m(s)$ | $\operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m_{\theta}(s)$ |
| $\Lambda B V$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\operatorname{Var}_{\Lambda}(g(\cdot, s)) \leq m(s)$ | $\operatorname{Var}_{\Lambda}(g(\cdot, s)) \leq m(s)$ |
| $R B V_{p}$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\operatorname{RVar}_{p}(g(\cdot, s)) \leq m(s)$ | $\operatorname{RVar}_{p}(g(\cdot, s)) \leq m(s)$ |

We remark that the integral operator $I_{g}: X \rightarrow X$ can never be injective if $X$ is one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$. Indeed, in all of these spaces lies the characteristic function $x=\chi_{\{0\}}$ which, albeit not being $\mathbb{D}$ itself, is mapped by $I_{g}$ onto the zero function $\mathbb{0}$.
Moreover, an integral operator with separated kernels $g=g_{1} g_{2}$ cannot be surjective either, because from (4.3.5) we see that $I_{g} x=c g_{1}$ for a number $c$ depending on $x$ which shows that the range of $I_{g}$ is one-dimensional.

## Volterra Kernels

A particularly interesting case of linear integral operators is when the kernel function $g$ is a Volterra kernel which means

$$
\begin{equation*}
g(t, s)=0 \quad \text { for } 0 \leq t<s \leq 1 \tag{4.3.9}
\end{equation*}
$$

The corresponding operator $I_{g}$ has then the form

$$
\begin{equation*}
V_{g} x(t):=I_{g} x(t)=\int_{0}^{t} g(t, s) x(s) \mathrm{d} s \tag{4.3.10}
\end{equation*}
$$

and we call such operators Volterra operators in the sequel. Of course, all results for integral operators from the first part of this section remain true also for Volterra operators. Therefore, we present here how the conditions (A), (B) and their relatives $\left(\mathrm{B}_{X}\right)$ and $\left(\mathrm{B}_{X}^{*}\right),(\mathrm{C}),(\mathrm{D}),(\mathrm{E})$ and (F) look like for Volterra kernels. Since Volterra kernels can only attain values different from zero on the triangle

$$
T=\{(t, s) \mid 0 \leq s \leq t \leq 1\}
$$

those conditions must take in account only points $(t, s) \in T$. Therefore, an arbitrary kernel meeting these conditions only on $T$ and hence satisfying the Volterra versions of the conditions (A)-(F) does not have to satisfy the original conditions. For each such situation we give here in this subsection an explicit example.
We start with condition (A) which is the overall basic assumption on the kernel. It now reads

$$
\begin{equation*}
\forall t \in[0,1]: \quad g(t, \cdot) \in L_{1}[0, t] . \tag{VA}
\end{equation*}
$$

Arbitrary kernels satisfying (VA) do not need to also satisfy (A).
Example 4.3.26. Consider the kernel $g$, defined by

$$
g(t, s)= \begin{cases}1 / s & \text { for } t=0<s \leq 1 \\ 0 & \text { otherwise }\end{cases}
$$

Clearly, $g(0, \cdot) \in L_{1}[0,0]$. For $t>0$ we have $g(t, \cdot)=0$ and hence also $g(t, \cdot) \in L_{1}[0, t]$ which shows that (VA) is true. However, $g(0, \cdot) \notin L_{1}[0,1]=L_{1}$ showing that $g$ does not satisfy condition (A).

The second most important condition is $(\mathrm{B})$ and its relatives $\left(\mathrm{B}_{X}\right)$ and $\left(\mathrm{B}_{X}^{*}\right)$ for our various $B V$-spaces $X$. Condition ( B ) now reads for Volterra kernels

$$
\begin{equation*}
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad|g(s, s)|+\operatorname{Var}(g(\cdot, s),[s, 1]) \leq m(s) . \tag{VB}
\end{equation*}
$$

Note that the kernel $g$ in Example 4.3.26 does satisfy (VB) but not (B). Indeed, for $s \in(0,1]$,

$$
\operatorname{Var}(g(\cdot, s))=1 / s
$$

which cannot be bounded by a function $m$ that is Lebesgue integrable on $[0,1]$ with respect to $s$. However, since $g(t, s)=0$ for all $t \in[s, 1]$, we have

$$
|g(s, s)|+\operatorname{Var}(g(t, s),[s, 1])=0
$$

and so (VB) is indeed satisfied.
Observe that if we require the majorant $m$ in condition (VB) to belong not only to $L_{1}$ but also to $L_{p}$ for some $p>1$, then $g(t, \cdot) \in L_{p}$ for all $t \in[0,1]$. This follows from $g(t, s)=0$ for $0 \leq t<s \leq 1$ and from the estimate

$$
|g(t, s)| \leq|g(s, s)|+|g(s, s)-g(t, s)| \leq|g(s, s)|+\operatorname{Var}(g(\cdot, s),[s, 1]) \leq m(s)
$$

for all $t \in[s, 1]$ and almost all $s \in[0,1]$.
With these two modified conditions (VA) and (VB) Theorem 4.3.1 reads for Volterra operators as follows.

Theorem 4.3.27. Under the conditions (VA) and (VB) the operator $V_{g}$ maps the space $B V$ into itself and is bounded.

As we have seen in Theorem 4.3.4, condition (B) may be relaxed to condition (C) in order to get the same result. For Volterra kernels $g$ condition (C) becomes

$$
\begin{equation*}
\sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\min \{\tau,\}} g(\cdot, s) \mathrm{d} s\right)<\infty \tag{VC}
\end{equation*}
$$

This means that the Jordan variation of the function $t \mapsto \int_{0}^{\min \{\tau, t\}} g(t, s) \mathrm{d} s$ stays bounded as $\tau$ runs through $[0,1]$. The kernel $g$ from Example 4.3 .26 cannot satisfy (C) or (VC), because $g(0, s)=1 / s$ is not integrable near 0 with respect to $s$.

In the next example we show that an arbitrary kernel $g$ may satisfy both (A) and (VC) but not condition (C).

Example 4.3.28. Consider the kernel

$$
g(t, s)= \begin{cases}\frac{1}{s+t} & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

Clearly, $g$ satisfies (A) and hence also (VA). Since $g(t, 0)=1 / t$ for $t \in(0,1]$ is unbounded, (B) cannot hold. And (VB) can also not be satisfied, as

$$
|g(s, s)|=\frac{1}{2 s} \quad \text { for } 0<s \leq 1
$$

cannot be bounded by a Lebesgue integrable function on $[0,1]$. On the other hand, $g$ satisfies (VC). To see this, define

$$
h(t, \tau):=\int_{0}^{\min \{\tau, t\}} g(t, s) \mathrm{d} s \quad \text { for } 0 \leq t, \tau \leq 1
$$

Then we have $h(0, \tau)=0$ for all $\tau \in[0,1]$. For $t>0$ and $\tau \in[0,1]$ we have

$$
h(t, \tau)=\int_{0}^{\min \{\tau, t\}} \frac{1}{s+t} \mathrm{~d} s=\log \left(1+\frac{\min \{\tau, t\}}{t}\right)= \begin{cases}\log 2 & \text { for } 0<t \leq \tau \\ \log (1+\tau / t) & \text { for } \tau<t \leq 1\end{cases}
$$

which implies

$$
\sup _{\tau \in[0,1]} \operatorname{Var}(h(\cdot, \tau))=\sup _{\tau \in(0,1]} \operatorname{Var}(h(\cdot, \tau))=\sup _{\tau \in(0,1]}(2 \log 2-\log (1+\tau))=2 \log 2
$$

Thus, (VC) is true. However, (C) is not, because for $0<t \leq 1$ we have

$$
\int_{0}^{1} g(t, s) \mathrm{d} s=\int_{0}^{1} \frac{1}{s+t} \mathrm{~d} s=\log (1+1 / t)
$$

and this becomes unbounded and hence of unbounded variation with respect to $t$ when $t$ gets close to 0 .

The Theorems 4.3.4, 4.3.5 and 4.3 .6 can now be reformulated and summarized in the following Volterra version.

Theorem 4.3.29. Let $X$ be one of the spaces $B V, W B V_{p}$ or $\Lambda B V$, and let the Volterra kernel $g$ satisfy condition (VA). Then the following conditions are equivalent.
(a) The Volterra kernel $g$ satisfies condition (VC) with Var replaced by $\operatorname{Var}_{X}$.
(b) The operator $V_{g}$ maps the space $B V$ into $X$ and is bounded.

Here, $\operatorname{Var}_{B V}=\operatorname{Var}, \operatorname{Var}_{W B V_{p}}=\operatorname{Var}_{p}$ and $\operatorname{Var}_{\Lambda B V}=\operatorname{Var}_{\Lambda}$.
In order to reformulate the Theorems 4.3.14 and 4.3.16 we need to translate the condition (E) and (F) into the Volterra setting. If $g$ is a Volterra kernel, then for fixed $t_{1}, t_{2} \in[0,1]$ we have

$$
\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\right|= \begin{cases}\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\right| & \text { for } 0 \leq s \leq \min \left\{t_{1}, t_{2}\right\} \\ \left|g\left(\max \left\{t_{1}, t_{2}\right\}, s\right)\right| & \text { for } \min \left\{t_{1}, t_{2}\right\}<s \leq \max \left\{t_{1}, t_{2}\right\} \\ 0 & \text { for } \max \left\{t_{1}, t_{2}\right\}<s \leq 1\end{cases}
$$

Consequently, condition (E) reads

$$
\begin{align*}
& \forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2}, \tau \in[0,1]: \quad\left|t_{1}-t_{2}\right| \leq \delta \\
& \qquad \begin{array}{l}
\Rightarrow \mid \int_{0}^{\min \left\{t_{1}, t_{2}\right\}} \chi_{[0, \tau]}(s)\left(g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\right) \mathrm{d} s \\
\\
\quad+\operatorname{sign}\left(t_{1}-t_{2}\right) \int_{\min \left\{t_{1}, t_{2}\right\}}^{\max \left\{t_{1}, t_{2}\right\}} \chi_{[0, \tau]}(s) g\left(\max \left\{t_{1}, t_{2}\right\}, s\right) \mathrm{d} s \mid \leq \varepsilon .
\end{array}
\end{align*}
$$

For instance, the kernel $g$ from Example 4.3 .28 does not satisfy this condition and hence also not condition (E). Indeed, for $\tau=1, t_{1}=0$ and $t_{2}=t \in(0,1]$, we have

$$
\begin{aligned}
& \left|\int_{0}^{\min \{0, t\}} \chi_{[0, \tau]}(s)(g(0, s)-g(t, s)) \mathrm{d} s+\operatorname{sign}(-t) \int_{\min \{0, t\}}^{\max \{0, t\}} \chi_{[0, \tau]}(s) g(\max \{0, t\}, s) \mathrm{d} s\right| \\
& \quad=\int_{0}^{t} \frac{1}{s+t} \mathrm{~d} s=\log 2
\end{aligned}
$$

which cannot be pushed arbitrarily close to 0 when $t$ approaches 0 .
Taking into account the special structure of an arbitrary Volterra kernel $g$ condition (VE) can be shortened to the condition

$$
\begin{aligned}
& \forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2}, \tau \in[0,1]: \\
& \left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left|\int_{0}^{\max \left\{t_{1}, t_{2}, \tau\right\}} g\left(t_{1}, s\right)-g\left(t_{2}, s\right) \mathrm{d} s\right| \leq \varepsilon .
\end{aligned}
$$

Again, condition (VE) is weaker than (E) for arbitrary kernels. For instance, the kernel $g$ from Example 4.3.26 does satisfy (VE), because $g(t, s)=0$ whenever $t \in(0,1]$. But it cannot satisfy (E), since $g(0, s)=1 / s$ is not integrable near 0 with respect to $s$. However, even if an arbitrary kernel satisfies (A) and (VE), condition (E) does still not have to be fulfilled. This is shown by the next example.
Example 4.3.30. The kernel

$$
g(t, s)= \begin{cases}\frac{1}{t+s} & \text { for } 0<t<s \leq 1 \\ 0 & \text { for } 0=t<s \leq 1 \\ 0 & \text { for } 0 \leq s \leq t \leq 1\end{cases}
$$

has the property that $g(t, s)=0$ whenever $0 \leq s \leq t \leq 1$. In particular, all the Volterra conditions (VA), (VB), (VC) and (VE) are satisfied. Moreover, (A) is fulfilled, because $g(0, s)=0$ and $0 \leq g(t, s) \leq 1 /(t+s)$ for $t \in(0,1]$ and all $s \in[0,1]$. However, (B) is not satisfied, because for $s \in(0,1]$, we have $\operatorname{Var}(g(\cdot, s))=2 / s$ which cannot be bounded by an $L_{1}$-function. Similarly, (C) is not satisfied, because for $\tau=1$ and $t \in(0,1)$ we have

$$
\int_{0}^{1} g(t, s) \mathrm{d} s=\int_{t}^{1} \frac{1}{t+s} \mathrm{~d} s=\log \frac{t+1}{2 t} \longrightarrow \infty \quad \text { as } t \rightarrow 0+
$$

Finally, for $0<t<1 / 2<1=\tau$,

$$
\begin{aligned}
\int_{0}^{1} g(t, s)-g(2 t, s) \mathrm{d} s & =\int_{t}^{1} \frac{1}{t+s} \mathrm{~d} s-\int_{2 t}^{1} \frac{1}{2 t+s} \mathrm{~d} s=\log \frac{t+1}{2 t}-\log \frac{2 t+1}{4 t} \\
& =\log \frac{2 t+2}{2 t+1} \longrightarrow \log 2 \quad \text { as } t \rightarrow 0+
\end{aligned}
$$

Thus, (E) is also not true.
Theorem 4.3.14 now reads as follows.
Theorem 4.3.31. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel satisfying (VA). Then the following statements are equivalent.
(a) The Volterra kernel $g$ satisfies the conditions (VC) and (VE).
(b) The Volterra operator $V_{g}$ maps the space $B V \cap C$ into itself and is bounded, and the set $\left\{V_{g} x \mid x \in B V \cap C,\|x\|_{B V} \leq R\right\}$ is equicontinuous for every $R>0$.

Similarly, condition (F) can be translated into

$$
\begin{align*}
\forall \varepsilon> & >\exists \delta>0 \forall t_{1}, t_{2} \in[0,1]: \quad\left|t_{1}-t_{2}\right| \leq \delta \\
& \Rightarrow \int_{0}^{\min \left\{t_{1}, t_{2}\right\}}\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\right| \mathrm{d} s+\int_{\min \left\{t_{1}, t_{2}\right\}}^{\max \left\{t_{1}, t_{2}\right\}}\left|g\left(\max \left\{t_{1}, t_{2}\right\}, s\right)\right| \mathrm{d} s \leq \varepsilon \tag{VF}
\end{align*}
$$

Its shorter version for Volterra kernels $g$ is

$$
\forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1]: \quad\left|t_{1}-t_{2}\right| \leq \delta \Rightarrow \int_{0}^{\max \left\{t_{1}, t_{2}\right\}}\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right) \mathrm{d} s\right| \leq \varepsilon
$$

The same kernel function as in Example 4.3 .30 shows that (VF) does not imply (F) for arbitrary kernels. Now, Theorem 4.3 .16 in its Volterra version reads as follows.

Theorem 4.3.32. Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel satisfying (VA). Then the following statements are equivalent.
(a) The Volterra kernel $g$ satisfies the conditions (VF).
(b) The Volterra operator $V_{g}$ maps the space $L_{\infty}$ into the space $C$ and is bounded, and the set $\left\{V_{g} x \mid x \in L_{\infty},\|x\|_{L_{\infty}} \leq R\right\}$ is equicontinuous for every $R>0$.

As an analogue to Table 4.3.1 let us summarize our last three examples and which properties they fulfill in Table 4.3 .3 below.

Table 4.3.3: Properties of $g$ in the above examples.

| Example | (A) | (VA) | (B) | (VB) | (C) | (VC) | (E) | (VE) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4.3 .26 |  | no | yes | no | yes | no | no | no |
| yes |  |  |  |  |  |  |  |  |
| 4.3 .28 | yes | yes | no | no | no | yes | no | no |
| 4.3 .30 | yes | yes | no | yes | no | yes | no | yes |

We now turn to the most important conditions, namely the (B)-type conditions for one of our $B V$-spaces $X$. For a Volterra kernel $g$ in either of the spaces $B V$ or $\Lambda B V$ both conditions $\left(\mathrm{B}_{X}\right)$ and $\left(\mathrm{B}_{X}^{*}\right)$ are equivalent and read

$$
\begin{equation*}
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad|g(s, s)|+\operatorname{Var}_{X}(g(\cdot, s),[s, 1]) \leq m(s) \tag{X}
\end{equation*}
$$

where again $\operatorname{Var}_{X}$ denotes the variation of the space $X$, that is, $\operatorname{Var}_{B V}=\operatorname{Var}$ and $\operatorname{Var}_{\Lambda B V}=\operatorname{Var}_{\Lambda}$. In the general space $X=Y B V_{\varphi}$, however, the situation is more complex. Condition $\left(\mathrm{B}_{Y B V_{\varphi}}\right)=\left(\mathrm{B}_{\varphi}\right)$ is now

$$
\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad \varphi(\theta|g(s, s)|)+\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1]) \leq m(s), \quad\left(\mathrm{VB}_{\varphi}\right)
$$

and condition $\left(\mathrm{B}_{Y B V_{\varphi}}^{*}\right)=\left(\mathrm{B}_{\varphi}^{*}\right)$ becomes

$$
\begin{align*}
& \forall \theta>0 \exists m_{\theta} \in L_{1} \forall^{\prime} s \in[0,1]: \\
& \qquad \quad \varphi(\theta|g(s, s)|)+\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1]) \leq m_{\theta}(s) \tag{*}
\end{align*}
$$

In particular, for the Wiener space $W B V_{p}$ we get that both conditions are equivalent and read

$$
\begin{equation*}
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad|g(s, s)|^{p}+\operatorname{Var}_{p}(g(\cdot, s),[s, 1]) \leq m(s) \tag{4.3.11}
\end{equation*}
$$

Since the Young variation often exhibits surprising properties, we give here a more detailed argument for the equivalence of the conditions $\left(\mathrm{B}_{\varphi}^{*}\right)$ and $\left(\mathrm{VB}_{\varphi}^{*}\right)$ in the case of Volterra kernels. The argument for condition $\left(\mathrm{VB}_{\varphi}\right)$ is similar and will be skipped.
Let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel, assume that $g$ satisfies $\left(\mathrm{B}_{\varphi}^{*}\right)$ and fix $\theta>0$. Because of $\left(\mathrm{B}_{\varphi}^{*}\right)$, we find for our $\theta$ a function $m \in L_{1} \operatorname{such}$ that $\operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m(s)$ for almost all $s \in[0,1]$. But this implies

$$
\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1]) \leq \operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m(s)
$$

for almost all $s \in[0,1]$. Moreover, since $g(t, s)=0$ for $0 \leq t<s$, we have for almost all $s \in(0,1]$ by Proposition 1.2.10 applied on $[0, s]$,

$$
\begin{aligned}
\varphi(\theta|g(s, s)|) & =\operatorname{Var}(\varphi(\theta|g(\cdot, s)|),[0, s]) \leq \operatorname{Var}_{\varphi}(\theta g(\cdot, s),[0, s]) \\
& \leq \operatorname{Var}_{\varphi}(\theta g(\cdot, s)) \leq m(s)
\end{aligned}
$$

This gives $\left(\mathrm{VB}_{\varphi}^{*}\right)$ with $m_{\theta}:=2 m$.
Now, assume that the Volterra kernel $g$ satisfies $\left(\mathrm{VB}_{\varphi}\right)$, that is, for any $\alpha>0$ there is some $m_{\alpha} \in L_{1}$ such that

$$
\varphi(\alpha|g(s, s)|)+\operatorname{Var}_{\varphi}(\alpha g(\cdot, s)) \leq m_{\alpha}(s)
$$

for almost all $s \in[0,1]$. Fix $\theta>0$ and $s \in(0,1]$ and a partition $0=t_{0}<\ldots<t_{n}=1$. Then there is some $k \in\{1, \ldots, n\}$ such that $t_{k-1}<s \leq t_{k}$; in particular, $g\left(t_{j}, s\right)=0$ for all $j \in\{0, \ldots, k-1\}$. We obtain

$$
\begin{aligned}
\sum_{j=1}^{n} \varphi\left(\theta\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\right) & =\varphi\left(\theta\left|g\left(t_{k}, s\right)\right|\right)+\sum_{j=k+1}^{n} \varphi\left(\theta\left|g\left(t_{j-1}, s\right)-g\left(t_{j}, s\right)\right|\right) \\
& \leq \varphi\left(\theta\left|g\left(t_{k}, s\right)\right|\right)+\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1])
\end{aligned}
$$

In addition, from the convexity and monotonicity of $\varphi$ we get,

$$
\begin{aligned}
\varphi\left(\theta\left|g\left(t_{k}, s\right)\right|\right) & \leq 2^{-1}\left[\varphi\left(2 \theta\left|g(s, s)-g\left(t_{k}, s\right)\right|\right)+\varphi(2 \theta|g(s, s)|)\right] \\
& \leq 2^{-1}\left[\operatorname{Var}_{\varphi}(2 \theta|g(\cdot, s)|,[s, 1])+\varphi(2 \theta|g(s, s)|)\right]
\end{aligned}
$$

In total, we obtain for almost all $s \in[0,1]$,

$$
\begin{aligned}
\operatorname{Var}_{\varphi}(\theta|g(\cdot, s)|) & \leq 2^{-1} \varphi(2 \theta|g(s, s)|)+2^{-1} \operatorname{Var}_{\varphi}(2 \theta g(\cdot, s),[s, 1])+\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1]) \\
& \leq 2^{-1} m_{2 \theta}(s)+m_{\theta}(s)
\end{aligned}
$$

and thus condition $\left(\mathrm{B}_{\varphi}\right)$ holds with $m=2^{-1} m_{2 \theta}+m_{\theta}$.

Finally, condition $\left(\mathrm{B}_{p}\right)$ for the Riesz space translates to the following condition.

$$
\begin{equation*}
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad g(s, s)=0 \text { and } \operatorname{RVar}_{p}(g(\cdot, s),[s, 1]) \leq m(s) \tag{p}
\end{equation*}
$$

Here, the strong degeneracy $g(s, s)=0$ almost everywhere along the line $t=s$ comes from the fact that each function in the Riesz space $R B V_{p}$ for $p>1$ is continuous.

To overcome annoying case distinctions in what follows we will extend the symbol $\left(\mathrm{VB}_{X}\right)$ to the spaces $X=Y B V_{\varphi}$ and $X=R B V_{p}$ by setting $\left(\mathrm{VB}_{Y B V_{\varphi}}\right)=\left(\mathrm{VB}_{\varphi}\right)$ and $\left(\mathrm{VB}_{R B V_{p}}\right)=\left(\mathrm{VB}_{p}\right)$. Analogously, we extend the symbol $\left(\mathrm{VB}_{X}^{*}\right)$ by $\left(\mathrm{VB}_{Y B V_{\varphi}}^{*}\right)=\left(\mathrm{VB}_{\varphi}^{*}\right)$ for the space $X=Y B V_{\varphi}$ and by $\left(\mathrm{VB}_{R B V_{p}}^{*}\right)=\left(\mathrm{VB}_{p}\right)$ for the space $X=R B V_{p}$. Using this uniform approach we are now in position to restate Theorem 4.3.21, Proposition 4.3.22 and Corollary 4.3 .23 also for the Volterra operator. These three results now read as follows.

Theorem 4.3.33. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Under the conditions (VA) and (VBX $)$ the Volterra operator $V_{g}$ maps the space $L_{\infty}$ into the space $X$ and is bounded with

$$
\left\|V_{g}\right\|_{L_{\infty} \rightarrow X} \leq \theta^{-1}\left\{\begin{array}{ll}
2\|m\|_{L_{1}} & \text { for } X=B V  \tag{4.3.12}\\
2\|m\|_{L_{1}}^{1 / p} & \text { for } X=W B V_{p} \\
\left(\varphi^{-1}(1)+1\right) \max \left\{1,\|m\|_{L_{1}}\right\} & \text { for } X=Y B V_{\varphi} \\
\left(1+\lambda_{1}^{-1}\right)\|m\|_{L_{1}} & \text { for } X=\Lambda B V \\
2\|m\|_{L_{1}}^{1 / p} & \text { for } X=R B V_{p}
\end{array}\right\}
$$

where $\theta$ is taken from condition ( $V B_{X}$ ).
Note that since any Volterra kernel $g(t, s)$ vanishes for $s>t$, the norm $\|g(0, \cdot)\|_{L_{1}}$ in (4.3.6) does not appear here. Furthermore, the condition $\left(\mathrm{VB}_{p}\right)$ for the Riesz space is rather strong, because of the almost everywhere degeneracy $g(s, s)=0$ occurring therein. This condition is far from being necessary for the operator $V_{g}$ to map $L_{\infty}$ continuously into $R B V_{p}$.
Example 4.3.34. Consider the Volterra kernel $g$, defined by $g(t, s)=1$ for $0 \leq s \leq$ $t \leq 1$ and $g(t, s)=0$ for $0 \leq t<s \leq 1$. The corresponding Volterra operator

$$
V_{g} x(t)=\int_{0}^{t} x(s) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1
$$

maps even $L_{p}$ into $R B V_{p}$ and is bounded for $1<p<\infty$, because for $x \in L_{p}$,

$$
\left\|V_{g} x\right\|_{R B V_{p}}=\left\|V_{g} x\right\|_{\infty}+\operatorname{RVar}_{p}\left(V_{g} x\right)^{1 / p} \leq\|x\|_{L_{1}}+\left(\int_{0}^{1}\left|\left(V_{g} x\right)^{\prime}(s)\right|^{p} \mathrm{~d} s\right)^{1 / p} \leq 2\|x\|_{L_{p}}
$$

However, $g(s, s)=1$ for all $s \in[0,1]$.
Proposition 4.3.22 becomes

Proposition 4.3.35. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Assume that $\left(x_{n}\right)$ is a bounded sequence in $L_{\infty}$ and converges almost everywhere to some $x \in L_{\infty}$. If $g$ satisfies the conditions (VA) and (VB ${ }_{X}^{*}$ ), then $\left(V_{g} x_{n}\right)$ is a sequence in $X$ that converges in $X$ to $V_{g} x$.

Its compactness criterion, namely Corollary 4.3.23 turns into
Corollary 4.3.36. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Under the conditions (VA) and $\left(V B_{X}^{*}\right)$ the operator $V_{g}$ maps the space $X$ into itself and is compact.

Before we end this chapter with some additional remarks let us summarize the (B)-type conditions in Table 4.3.4 below which is an analogue to Table 4.3.2.

Table 4.3.4: Conditions $\left(\mathrm{VB}_{X}\right)$ and $\left(\mathrm{VB}_{X}^{*}\right)$ in our $B V$-spaces.

| $X$ | $\left(\operatorname{VB}_{X}\right)$ | $\left(\operatorname{VB}_{X}^{*}\right)$ |
| :---: | :---: | :---: |
| $B V$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\|g(s, s)\|+\operatorname{Var}(g(\cdot, s),[s, 1]) \leq m(s)$ | $\|g(s, s)\|+\operatorname{Var}(g(\cdot, s),[s, 1]) \leq m(s)$ |
| $W B V_{p}$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\|g(s, s)\|^{p}+\operatorname{Var}_{p}(g(\cdot, s),[s, 1]) \leq m(s)$ | $\|g(s, s)\|^{p}+\operatorname{Var}_{p}(g(\cdot, s),[s, 1]) \leq m(s)$ |
| $Y B V_{\varphi}$ | $\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\forall \theta>0 \exists m_{\theta} \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\varphi(\theta\|g(s, s)\|)+\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1]) \leq m(s)$ | $\varphi(\theta\|g(s, s)\|)+\operatorname{Var}_{\varphi}(\theta g(\cdot, s),[s, 1]) \leq m_{\theta}(s)$ |
| $\Lambda B V$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $\|g(s, s)\|+\operatorname{Var}_{\Lambda}(g(\cdot, s),[s, 1]) \leq m(s)$ | $\|g(s, s)\|+\operatorname{Var}_{\Lambda}(g(\cdot, s),[s, 1]) \leq m(s)$ |
| $R B V_{p}$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ | $\exists m \in L_{1} \forall^{\prime} s \in[0,1]:$ |
|  | $g(s, s)=0 \operatorname{and} \operatorname{Rar}_{p}(g(\cdot, s),[s, 1]) \leq m(s)$ | $g(s, s)=0 \operatorname{and}_{\operatorname{Rar}_{p}(g(\cdot, s),[s, 1]) \leq m(s)}$ |

We remark that Volterra operators $V_{g}$ have in general much nicer properties than just ordinary integral operators $I_{g}$. For example, the operator $V_{g}$ has often spectral radius zero, for instance, if one of the iterated kernels is bounded, and this is useful in the search for invariant balls for nonlinear operators of Volterra type. This is not true for the general operator $I_{g}$ and neither for an arbitrary Volterra operator $V_{g}$. We give two examples to show this.
Example 4.3.37. Consider the kernel function $g(t, s)=1$ for all $t, s \in[0,1]$ which even satisfies (A) and (B). By Theorem 4.3.1, $I_{g}: B V \rightarrow B V$ is well-defined and bounded. The function $x=\mathbb{1}$ belongs to $B V$ and is mapped by $I_{g}$ into itself. Thus, $\mathbb{1}$ is an eigenvector with corresponding eigenvalue 1.

Example 4.3.38. Consider the Volterra kernel $g$, defined by

$$
g(t, s)= \begin{cases}\frac{1}{s+t} & \text { for } 0 \leq s \leq t \leq 1 \\ 0 & \text { for } 0 \leq t<s \leq 1\end{cases}
$$

Since this kernel coincides on the triangle $T:=\{(t, s) \mid 0 \leq s \leq t \leq 1\}$ with the kernel investigated in Example 4.3 .28 it satisfies (VC) as we have seen therein. By Theorem 4.3 .29 the Volterra operator $V_{g}$ maps the space $B V$ into itself and is bounded. As such, the function $x(t)=t$ belongs to $B V$ and is mapped by $V_{g}$ into the function $(\log 2) x$. Thus, $x$ is an eigenvector of $V_{g}$ with corresponding eigenvalue $\log 2$.
The following theorem shows that, due to the special structure 4.3.9) of the kernel function $g$, a Volterra operator maps a quite large space continuously into $B V$ [31].

Theorem 4.3.39. Suppose that $g$ satisfies condition (A) and (VB), where $m \in L_{p}$ for some $p \in[1, \infty)$. Then the operator $V_{g}$ maps the space $L_{p /(p-1)}$ into $B V$ and is bounded.

So Theorem 4.3.39 shows that, the milder the condition on the majorant $m$ in (VB) with $L_{1}$ replaced by $L_{p}$ (i.e. the smaller $p$ ), the smaller we may choose the space of departure $L_{p /(p-1)}$ for $V_{g}$. It also implies that if $\left(x_{n}\right)$ is a sequence that converges in $L_{p /(p-1)}$ to $\mathbb{O}$ for some $p \in[1, \infty)$, then the sequence $\left(V_{g}\left(x_{n}\right)\right)$ converges to $\mathbb{0}$ in $B V$. One may show that this is also true if $\left(x_{n}\right)$ converges merely almost everywhere to $\mathbb{0}$ and not necessarily in $L_{p /(p-1)}$; see Proposition 4.3 .22 and 4.3 .35 for $p=1$. However, this is no longer true for $p=\infty$, that is, for $L_{p /(p-1)}=L_{1}$, as the following example shows [31]:
Example 4.3.40. For the kernel function take $g(t, s)=\chi_{[0, t]}(s)$ which satisfies (A) and (VB). The sequence $x_{n}:=n \chi_{[0,1 / n]}$ is a bounded sequence in $L_{1}$ with $\left\|x_{n}\right\|_{L_{1}}=1$ and converges almost everywhere but not in $L_{1}$ to $\mathbb{O}$. But

$$
V_{g} x_{n}(t)=\int_{0}^{t} x_{n}(s) \mathrm{d} s=n \min \{t, 1 / n\} \quad \text { for } 0 \leq t \leq 1
$$

which shows $\left\|V_{g} x_{n}\right\|_{B V}=2$ for all $n \in \mathbb{N}$.
For Waterman spaces $\Lambda B V$ an exact analogue of Theorem 4.3.39 holds where condition $(\mathrm{VB})$ is replaced by $\left(\mathrm{VB}_{\Lambda B V}\right)$ [30].

Theorem 4.3.41. Suppose that $g$ satisfies condition (A) and (VBABV), where $m \in L_{p}$ for some $p \in[1, \infty)$. Then the operator $V_{g}$ maps the space $L_{p /(p-1)}$ into $\Lambda B V$ and is bounded.

Note that Example 4.3.25 may serve to show that in the Theorems 4.3.39 and 4.3.41 we cannot expect the operator $V_{g}: L_{p /(p-1)} \rightarrow B V$ respectively $V_{g}: L_{p /(p-1)} \rightarrow \Lambda B V$ to be compact for any $p \geq 1$.

## Chapter 5

## Nonlinear Operators between $B V$-Spaces

The purpose of this chapter is to study two nonlinear operators mainly in $B V$-spaces $X$ and $Y$, where the symbols $X$ and $Y$ represent one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$, $\Lambda B V$ or $R B V_{p}$ introduced in Chapter 1. In detail we will consider

- the composition operator $C_{g}: X \rightarrow Y$, generated by $g: \mathbb{R} \rightarrow \mathbb{R}$ and defined by

$$
\begin{equation*}
C_{g} x(t)=g(x(t)), \tag{5.0.1}
\end{equation*}
$$

- the superposition operator $N_{g}: X \rightarrow Y$, generated by $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and defined by

$$
\begin{equation*}
N_{g} x(t)=g(t, x(t)) . \tag{5.0.2}
\end{equation*}
$$

The superposition operator $N_{g}$ is often called Nemytskij operator, especially in Russian literature. This and the fact that the character $S$ is reserved for the substitution operator that we have studied briefly in Section 4.2 is the reason why we use the symbol $N$ for the superposition operator.
For both the composition and the superposition operator we are particularly interested in analytic properties like acting conditions, continuity, boundedness and compactness. But we will also investigate set-theoretic properties like injectivity, surjectivity and bijectivity. Although the composition operator $C_{g}$ is similarly defined as the substitution operator $S_{g}$ that we have studied in Section 4.2, it exhibits due to its nonlinearity a completely different behavior than its linear counterpart. However, almost all its analytic properties may be fully characterized in terms of the generating function $g$; we will do this in Section 5.1 and give a summary at the end in Table 5.1.2.
The superposition operator $N_{g}$ is only a slight generalization of the composition operator $C_{g}$, but the dependence on $t$ leads to quite unexpected properties and will make both the investigations and the formulation of results much more complicated. Not all analytic properties are fully understood; we give a summary especially referring to the disparities of the composition operator $C_{g}$ and the superposition operator $N_{g}$ at the end of Section 5.2.

### 5.1 Composition Operators

In this section we are going to investigate the composition operator $C_{g}: X \rightarrow Y$, generated by some function $g: \mathbb{R} \rightarrow \mathbb{R}$, which is defined by

$$
C_{g} x(t)=g(x(t)) \quad \text { for } 0 \leq t \leq 1
$$

where $X$ and $Y$ are one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$ which have been introduced in Chapter 1. However, we primarily focus on the case when $X$ and $Y$ are the same $B V$-space and give only a few results for $X \neq Y$. For $X=Y$, the composition operator is well-defined if and only if $g \circ x$ belongs to $X$ whenever $x$ does; in short: $C_{g}(X) \subseteq X$. For instance, it is easy to show that this is the case for $X=B$ and $X=C$ if and only if $g$ is locally bounded respectively continuous, and we have given these and other examples in Section 2.3. Observe that, in contrast to the substitution operator $S_{g}$, the operator $C_{g}$ is nonlinear, and so boundedness and continuity are independent here.
For our $B V$-type spaces, things are a little more difficult. Recall that Josephy proved in [75] that $C_{g}$ maps $B V$ into itself if and only if $g$ is locally Lipschitz continuous which we denote by $g \in \operatorname{Lip}_{l o c}(\mathbb{R})$, and the same had been proven later on for $X=R B V_{p}$ by Marcus and Mizel [101]. Moreover, Ciemnoczolowski and Orlicz proved in [42] that $C_{g}$ maps $W B V_{p}$ into itself if and only if $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. More generally, they proved that $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ is necessary and sufficient also in $Y B V_{\varphi}$, where for necessity the assumption $\varphi, \varphi^{-1} \in \delta_{2}$ is needed. We do not know what happens when $\varphi$ or $\varphi^{-1}$ do not satisfy a $\delta_{2}$-condition. Finally, Pierce and Waterman proved $C_{g}(\Lambda B V) \subseteq \Lambda B V$ if and only if $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ in [130]. We summarize these results in the following

Proposition 5.1.1. Let $g: \mathbb{R} \rightarrow \mathbb{R}$. The following statements are true.
(a) If $X$ is one of the spaces $B V, W B V_{p}, \Lambda B V$ or $R B V_{p}$, then $C_{g}$ maps $X$ into itself if and only if $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$.
(b) If $g \in \operatorname{Lip}$ loc $(\mathbb{R})$, then $C_{g}$ maps the space $Y B V_{\varphi}$ into itself. If both $\varphi$ and $\varphi^{-1}$ satisfy a $\delta_{2}$-condition, the converse is also true.

Note that (a) for $X=W B V_{p}$ follows indeed from (b), since in this case $\varphi(t)=t^{p}$ has the property that both $\varphi$ and $\varphi^{-1}(t)=t^{1 / p}$ satisfy a $\delta_{2}$-condition.
We also remark that acting conditions for $C_{g}: X \rightarrow Y$ are sometimes also known if $X$ and $Y$ are distinct spaces. For instance, $C_{g}\left(W B V_{p}\right) \subseteq W B V_{q}$ holds for $p \leq q$ if and only if $g \in \operatorname{Lip}_{l o c}^{p / q}(\mathbb{R})$, where $\operatorname{Lip}_{\text {loc }}^{\alpha}(\mathbb{R})$ denotes the space of all locally Hölder continuous functions with exponent $\alpha \leq 1$.

If $X$ is one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$ and $\|\cdot\|_{X}$ is its respective norm, then the inequality

$$
\|g \circ x\|_{X} \leq|g(0)|+\operatorname{lip}(g,[-R, R])\|x\|_{X}
$$

holds for $g \in \operatorname{Lip}[-R, R]$ and $x \in X$ with $\|x\|_{\infty} \leq R$, where

$$
\operatorname{lip}(g,[-R, R])=\sup \left\{\left.\frac{|g(u)-g(v)|}{|u-v|} \right\rvert\, u, v \in[-R, R], u \neq v\right\}
$$

denotes the optimal Lipschitz constant of $g$ on $[-R, R]$. This means that $C_{g}$ is (locally) bounded in this case. Of course, the situation in Proposition 5.1.1 for $Y B V_{\varphi}$ is unsatisfactory because we have to deal with an additional $\delta_{2}$-condition. However, if we additionally assume boundedness of $C_{g}$, then we can show that $C_{g}$ maps any of our spaces $X$ into itself and is bounded if and only if $g \in \operatorname{Lip} p_{l o c}(\mathbb{R})$. We will reformulate and prove this statement later in Theorem 5.1.19, when we talk about analytic properties of $C_{g}$ like compactness and continuity. Since $C_{g}$, in contrast to the multiplication and substitution operator, is not linear, conditions on $g$ characterizing pointwise, locally uniform and locally Lipschitz continuity, may differ. We present a full characterization of uniform and Lipschitz continuity on bounded sets and on the entire space. However, pointwise continuity is a much harder problem and - as far as we known - only solved in $B V$ and $R B V_{p}$; we will give some sample results at the end of this section. In Theorem 6.2 .8 in Section 6.2 we will present a new proof for the pointwise continuity of $C_{g}: B V \rightarrow B V$. But for the moment we will focus on more basic properties.

The following statements are almost immediate consequences of the definitions and the fact that constant functions belong to either of the mentioned $B V$-spaces.

Proposition 5.1.2. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ with $\varphi, \varphi^{-1} \in \delta_{2}$, $\Lambda B V$ or $R B V_{p}$, and let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. Then the following statements are true.
(a) The operator $C_{g}$ is injective if and only if $g$ is injective.
(b) If the operator $C_{g}$ is surjective, then $g$ is surjective.
(c) The operator $C_{g}$ is bijective if and only if $g$ is bijective and $g^{-1} \in \operatorname{Lip} p_{\text {loc }}(\mathbb{R})$. In this case, $C_{g}^{-1}=C_{g^{-1}}$.

Proof. (a) Assume that $C_{g}: X \rightarrow X$ is injective and fix $u, v \in \mathbb{R}$ with $g(u)=g(v)$. The constant functions $x \equiv u$ and $y \equiv v$ belong to $X$ and satisfy $C_{g} x=g \circ x=g \circ y=C_{g} y$, and since $C_{g}$ is injective, we conclude $x=y$ and hence $u=v$. This shows that $g$ is also injective.
Conversely, assume that $g$ is injective, and fix $x, y \in X$ with $C_{g} x=C_{g} y$. For fixed $t \in[0,1]$ we then have $g(x(t))=C_{g} x(t)=C_{g} y(t)=g(y(t))$, and since $g$ is injective, we obtain $x(t)=y(t)$. Since this is true for each $t \in[0,1]$, it follows that $x=y$ and hence the injectivity of $C_{g}$.
(b) Assume that $C_{g}$ is surjective and fix $v \in \mathbb{R}$. The constant function $y \equiv v$ belongs to $X$, and since $C_{g}$ is surjective, there is a function $x \in X$ with $C_{g} x=y$. In particular, $v=y(0)=g(x(0))=g(u)$ with $u:=x(0)$ which shows that $g$ is surjective, as well.
(c) If $C_{g}$ is bijective, then from (a) and (b) follows that $g$ must be bijective. If $y \in X$ is fixed, we find some $x \in X$ such that $C_{g} x=y$. Consequently, $x=g^{-1} \circ y=C_{g^{-1}} y$,
and since $y$ was arbitrary we conclude that the operator $C_{g^{-1}}$ maps $X$ into itself. By Proposition 5.1.1, $g^{-1} \in \operatorname{Lip} p_{l o c}(\mathbb{R})$, and since $C_{g} C_{g^{-1}} x=x$ for all $x \in X$, we obtain $C_{g}^{-1}=C_{g^{-1}}$.
If, conversely, $g$ is bijective and satisfies $g^{-1} \in \operatorname{Lip} p_{l o c}(\mathbb{R})$, then the operator $C_{g^{-1}}$ maps $X$ into itself. As $C_{g} C_{g^{-1}} x=x=C_{g^{-1}} C_{g} x$ for all $x \in X$, the operator $C_{g}$ must be bijective with $C_{g}^{-1}=C_{g^{-1}}$.

We remark that the assumption $\varphi, \varphi^{-1} \in \delta_{2}$ is only needed for the "only if"-part (c) of Proposition 5.1.2. The parts (a) and (c) fully characterize injectivity and bijectivity of the operator $C_{g}: X \rightarrow X$ in all the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Condition (b), however, provides only a necessary condition on $g$ that makes $C_{g}$ surjective, namely that $g$ is surjective itself.
In Table 5.1.1 we summarize basic properties concerning injectivity and surjectivity of the multiplication operator $M_{g}$ from (4.0.1), the substitution operator $S_{g}$ from 4.0.2) and the composition operator $C_{g}$ from (5.0.1) in the space $B V$.

Table 5.1.1: Some mapping properties of some operators in $B V$.

| $M_{g}$ is injective | $\Longleftrightarrow \operatorname{supp}(g)=[0,1]$ |
| :--- | :--- | :--- |
| $M_{g}$ is surjective | $\Longleftrightarrow \operatorname{supp}_{\delta}(g)=[0,1]$ for some $\delta>0$ |
| $S_{g}$ is injective | $\Longleftrightarrow g$ is surjective |
| $S_{g}$ is surjective | $\Longleftrightarrow g$ is injective |
| $C_{g}$ is injective | $\Longleftrightarrow g$ is injective |
| $C_{g}$ is surjective | $\Longleftrightarrow g$ is surjective |

We have seen that if the operator $C_{g}$ is surjective, then $g$ must be surjective, as well. But does a surjective $g$ generate a surjective operator $C_{g}$ ? The answer for all our BVtype spaces is negative, and we illustrate this by the composition operator $C_{g}: X \rightarrow X$, generated by $g(u)=u^{3}$, and the functions $\mathfrak{J}_{\left(\alpha_{j}\right)}$, defined in 1.2.1). The first example lives in $X=B V$.

Example 5.1.3. The function $g: \mathbb{R} \rightarrow \mathbb{R}, u \mapsto u^{3}$, is surjective (even bijective), but $C_{g}$ is not surjective. Take, for instance $y=\mathfrak{J}_{\left(1 / j^{3}\right)}$, that is, $y(1 /(2 j))=1 / j^{3}$ for $j \in \mathbb{N}$ and $y(t)=0$ elsewhere on $[0,1]$. Then $y \in B V$ by Corollary 1.2.1.
But any $x$ satisfying $C_{g} x=y$ also satisfies $x(t)=\sqrt[3]{y(t)}$ for all $t \in[0,1]$ which gives $x(1 /(2 j))=1 / j$ for $j \in \mathbb{N}$ and $x(t)=0$ elsewhere on $[0,1]$, that is, $x=\mathfrak{J}_{(1 / j)}$ which does not belong to $B V$, again by Corollary 1.2.1.

The next example treats the case $X=Y B V_{\varphi}$ and therefore generalizes the idea of the previous example.
Example 5.1.4. Let $g(u)=u^{3}$ be as in Example 5.1.3. Define $\Phi:(0, \infty) \times[0, \infty) \rightarrow$ $[0, \infty)$ by

$$
\Phi(\lambda, t)=\varphi\left(\lambda \sqrt[3]{\varphi^{-1}(t)}\right)
$$

Then $\Phi(\cdot, t)$ is increasing for each $t \in[0, \infty)$. Since $\varphi$ is a homeomorphism of $[0, \infty)$, we have for all $\lambda>0$,

$$
\limsup _{t \rightarrow 0+} \frac{\Phi(\lambda, t)}{t}=\limsup _{s \rightarrow 0+} \frac{\varphi(\lambda s)}{\varphi\left(s^{3}\right)} \geq \limsup _{s \rightarrow 0+} \frac{\varphi\left(s^{2}\right)}{s \varphi\left(s^{2}\right)}=\infty
$$

By Lemma 1.2 .16 we find a sequence $\left(u_{j}\right)$ of positive numbers such that

$$
\sum_{j=1}^{\infty} u_{j}<\infty \quad \text { and } \quad \sum_{j=1}^{\infty} \Phi\left(\lambda, u_{j}\right)=\infty \quad \text { for all } \lambda>0
$$

and the substitution $v_{j}:=\sqrt[3]{\varphi^{-1}\left(u_{j}\right)}$ yields

$$
\sum_{j=1}^{\infty} \varphi\left(v_{j}^{3}\right)<\infty \quad \text { and } \quad \sum_{j=1}^{\infty} \varphi\left(\lambda v_{j}\right)=\infty \quad \text { for all } \lambda>0
$$

But this implies that the function $y=\mathfrak{J}_{\left(v_{j}^{3}\right)}$ belongs to $Y B V_{\varphi}$ by Corollary 1.2.11, while
 by Corollary 1.2.11. Thus, $C_{g}: Y B V_{\varphi} \rightarrow Y B V_{\varphi}$ is not surjective.
The third example in this series shows an analogous behavior of $C_{g}$ in $\Lambda B V$.
Example 5.1.5. Let $g(u)=u^{3}$ as in Example 5.1.3, and let $\left(\lambda_{j}\right)$ denote the Waterman sequence $\Lambda$. If we define $\Lambda_{n}:=\lambda_{1}+\ldots+\lambda_{n}$, then a theorem of Abel and Dini [77] says

$$
\sum_{j=1}^{\infty} \frac{\lambda_{j}}{\Lambda_{j}^{3}}<\infty \quad \text { and } \quad \sum_{j=1}^{\infty} \frac{\lambda_{j}}{\Lambda_{j}}=\infty
$$

This implies for any permutation $\sigma$ of $\mathbb{N}$ that

$$
\sum_{j=1}^{\infty} \lambda_{\sigma(j)} \frac{1}{\Lambda_{j}^{3}} \leq \sum_{j=1}^{\infty} \frac{\lambda_{j}}{\Lambda_{j}^{3}}<\infty
$$

as both sequences $\left(\lambda_{j}\right)$ and $\left(1 / \Lambda_{j}^{3}\right)$ are decreasing. Thus, the function $y=\mathfrak{J}_{\left(1 / \Lambda_{j}^{3}\right)}$ belongs to $\Lambda B V$ by Corollary 1.2 .21 , while the only function $x$ with $C_{g} x=y$ is $x=$ $\mathfrak{J}_{\left(1 / \Lambda_{j}\right)}$ which cannot belong to $\Lambda B V$, again by Corollary 1.2 .21 . Thus, again, $C_{g}$ : $\Lambda B V \rightarrow \Lambda B V$ is not surjective.
The last example handles the case $X=R B V_{p}$.
Example 5.1.6. Let $g(u)=u^{3}$ as in Example 5.1.3, and let $p>1$ and $q:=2(p-1) / p$. The function $y:[0,1] \rightarrow \mathbb{R}$, defined by $y(t)=t^{q}$, belongs to $R B V_{p}$, since $y^{\prime}(t)=q t^{q-1}$ belongs to $L_{p}$ as $p(q-1)=2(p-1)-p=p-2>-1$. Since $g$ is bijective, the only preimage of $y$ is the function $x(t)=t^{q / 3}$. However, $x$ does not belong to $R B V_{p}$, since $y^{\prime}(t)=\frac{q}{3} t^{q / 3-1}$ and $(q / 3-1) p=2 / 3(p-1)-p=-p / 3-2 / 3<-1$. Consequently, $C_{g}: R B V_{p} \rightarrow R B V_{p}$ cannot be surjective.
The function $g(u)=u^{3}$ used in the last four examples defined injective composition operators by Proposition 5.1.2. These examples therefore also show that injectivity of $C_{g}$ does not imply surjectivity of $C_{g}$. However, in contrast to the multiplication operator, where surjectivity implies injectivity, there are composition operators that are surjective but not injective. We will give an example in $B V$ below (see Example 5.1.8 for which we need some technical result in advance.

Lemma 5.1.7. Let $y$ be a member of one of the classes $B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$, and let $a, b, c \in \mathbb{R}$ with $a<b<c$. Then there is a set $A \subseteq[0,1]$ with finitely many connected components such that

$$
y^{-1}([a, b]) \subseteq A \subseteq y^{-1}([a, c))
$$

Proof. For better readability we write $A_{b}:=y^{-1}([a, b])$ and $A_{c}:=y^{-1}([a, c))$. Let $\mathcal{I}$ be the system of the connected components of $A_{c}$. Then the sets in $\mathcal{I}$ are pairwise disjoint intervals. We show that

$$
A:=\bigcup\left\{I \in \mathcal{I} \mid I \cap A_{b} \neq \emptyset\right\}
$$

has the desired properties. First, $A$ is clearly a subset of $A_{c}$. Moreover, $A_{b}$ is a subset of $A$. To see this fix $t \in A_{b}$. Since $b<c$, we have $A_{b} \subseteq A_{c}$ and hence $t \in A_{c}$; in particular, there is some $I \in \mathcal{I}$ such that $t \in I$. But then $I \cap A_{b} \neq \emptyset$ and hence $I \subseteq A$ which implies $t \in A$. This shows $A_{b} \subseteq A \subseteq A_{c}$.
We now show that $A$ has only finitely many connected components. Assume the opposite, that is, $A$ has infinitely many connected components. Then we can extract from them pairwise disjoint intervals $I_{1}, I_{2}, I_{3}, \ldots \in \mathcal{I}$. By construction, $I_{j} \cap A_{b} \neq \emptyset$ and this ensures that we can pick $t_{j} \in I_{j} \cap A_{b}$ for all $j \in \mathbb{N}$; in particular, $a \leq y\left(t_{j}\right) \leq b$ for all $j \in \mathbb{N}$. Since the sequence $\left(t_{j}\right)$ is bounded, we can assume (after passing to a suitable subsequence if necessary) that $\left(t_{j}\right)$ is strictly monotone, and without loss of generality we may assume that $\left(t_{j}\right)$ is strictly increasing; the other case is similar.
We claim that for each $j \in \mathbb{N}$ there is some $s_{j} \in\left(t_{j}, t_{j+1}\right)$ with $y\left(s_{j}\right) \geq c$. If not, we have $y(s)<c$ for all $s \in\left(t_{j}, t_{j+1}\right)$, and since $y\left(t_{j}\right) \leq b<c$ and $y\left(t_{j+1}\right) \leq b<c$ we even have $y(s)<c$ for all $s \in\left[t_{j}, t_{j+1}\right]$ and consequently $\left[t_{j}, t_{j+1}\right] \subseteq A_{c}$. Since $t_{j} \in I_{j}$ and $\left[t_{j}, t_{j+1}\right]$ is connected, we must have $\left[t_{j}, t_{j+1}\right] \subseteq I_{j}$. But the same argument also shows $\left[t_{j}, t_{j+1}\right] \subseteq I_{j+1}$ and hence $\left[t_{j}, t_{j+1}\right] \subseteq I_{j} \cap I_{j+1}=\emptyset$ which is clearly impossible. Thus, we indeed find $s_{j} \in\left(t_{j}, t_{j+1}\right)$ with $y\left(s_{j}\right) \geq c$ for all $j \in \mathbb{N}$.
Now, if $X=Y B V_{\varphi}$, then for all $\lambda>0$,

$$
\operatorname{Var}_{\varphi}(\lambda y) \geq \sum_{j=1}^{\infty} \varphi\left(\lambda\left|y\left(s_{j}\right)-y\left(t_{j}\right)\right|\right) \geq \sum_{j=1}^{\infty} \varphi(\lambda(c-b))=\infty
$$

and hence $y \notin Y B V_{\varphi}$, a contradiction. If $X=\Lambda B V$, then

$$
\operatorname{Var}_{\Lambda}(y) \geq \sum_{j=1}^{\infty} \lambda_{j}\left|y\left(s_{j}\right)-y\left(t_{j}\right)\right| \geq(b-c) \sum_{j=1}^{\infty} \lambda_{j}=\infty
$$

and so again $y \notin \Lambda B V$.
We remark that Lemma 5.1.7 also holds for $y \in R B V_{p}$, but this will not be needed in the sequel.

Now, here comes the promised example of a composition operator $C_{g}: B V \rightarrow B V$ which is surjective, but not injective.

Example 5.1.8. Define the function $g: \mathbb{R} \rightarrow \mathbb{R}$ by $g(u):=\min \{u+2,|u|\}$ which is shown in Figure 5.1.1.


Figure 5.1.1: The function $g$ on $[-3,2]$.
Then for fixed $v \in \mathbb{R}$ we have

$$
g^{-1}(\{v\})= \begin{cases}\{v-2\} & \text { for } v<0 \\ \{v-2,-v, v\} & \text { for } 0 \leq v \leq 1 \\ \{v\} & \text { for } v>1\end{cases}
$$

In particular, $g$ is surjective but not injective, and so $C_{g}: B V \rightarrow B V$ is not injective by Proposition5.1.2 (a). However, we claim that $C_{g}$ is surjective. To see this, fix $y \in B V$. Then $y([0,1]) \subseteq[a, b]$ for some $a, b \in \mathbb{R}$ with $a<1 / 3 \leq b$. By Lemma 5.1.7 there is a set $A \subseteq[0,1]$ with only finitely many connected components such that

$$
y^{-1}([a, 1 / 3]) \subseteq A \subseteq y^{-1}([a, 2 / 3)) .
$$

Define $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)=\left\{\begin{array}{ll}
y(t)-2 & \text { for } t \in A, \\
y(t) & \text { for } t \in[0,1] \backslash A
\end{array}\right\}=(y(t)-2) \chi_{A}(t)+y(t) \chi_{[0,1] \backslash A}(t) .
$$

Since $A$ and hence $[0,1] \backslash A$ have only finitely many connected components, both functions $\chi_{A}$ and $\chi_{[0,1] \backslash A}$ belong to $B V$, and so does $x$, as $B V$ is an algebra. Moreover, by construction, $g(x(t))=y(t)$ for all $t \in[0,1]$.

The same example also works if the space $B V$ is replaced by the other spaces $W B V_{p}$, $Y B V_{\varphi}$ or $\Lambda B V$. However, we will see later on that it will not work in the Riesz space $R B V_{p}$.

The fact that for each $v \in \mathbb{R}$ there is some $u \in \mathbb{R}$ such that $g(u)=v$ (and hence pure surjectivity) is only necessary but not sufficient for $C_{g}$ to be surjective, as was shown by the Examples 5.1.3, 5.1.4, 5.1.5 and 5.1.6. We therefore need to impose more on those $u$ to ensure surjectivity of $C_{g}$.

Definition 5.1.9. We call a function $g: \mathbb{R} \rightarrow \mathbb{R}$ nonflat at $u \in \mathbb{R}$ if there are compact intervals $I, J \subseteq \mathbb{R}$ such that $u \in I^{\circ},\left.g\right|_{I}: I \rightarrow J$ is bijective and $\left(\left.g\right|_{I}\right)^{-1} \in \operatorname{Lip}(J)$.
Example 5.1.10. The function $g_{1}(u)=u^{3}$ from the Examples 5.1.3, 5.1.4, 5.1.5 and 5.1 .6 which generates a surjective operator $C_{g_{1}}$ in neither of the spaces $B V, W B V_{p}$, $\Lambda B V$ and $R B V_{p}$ is nonflat at all $u \in \mathbb{R} \backslash\{0\}$, but not at $u=0$ which is the only preimage for $v=0$.
The function $g_{2}(u)=\min \{u-2,|u|\}$ from Example 5.1.8. however, which did generate a surjective operator $C_{g_{2}}: X \rightarrow X$ in all the spaces $B V, W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$, is nonflat at all $u \in \mathbb{R} \backslash\{-1,0\}$, where $g_{2}(-1)=1$ and $g_{2}(0)=0$. But for $v=0$ we can choose $u=-2$ as a preimage at which $g_{2}$ is nonflat, while for $v=1$ we can choose $u=1$ where $g_{2}$ is nonflat. Consequently, this function has the property that for each $v \in \mathbb{R}$ there is always some $u \in \mathbb{R}$ that $g_{2}(u)=v$ and that $g_{2}$ is nonflat at $u$.

The last example suggests that the missing property for surjectivity of $C_{g}$ is that for each real number the generating function $g$ has at least one preimage at which $g$ is nonflat. This is indeed true and content of the following result which gives at least a sufficient condition for the surjectivity of $C_{g}$.

Theorem 5.1.11. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$, and let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. Assume that for each $v \in \mathbb{R}$ there is some $u \in \mathbb{R}$ at which $g$ is nonflat such that $g(u)=v$. Then $C_{g}: X \rightarrow X$ is surjective.

Proof. Fix $y \in X$ and let $[c, d]:=y([0,1])$. By hypothesis, for each $v \in[c, d]$ there exists some $u \in \mathbb{R}$ at which $g$ is nonflat such that $g(u)=v$. This means that for each $v \in \mathbb{R}$ there is some $u \in \mathbb{R}$ and compact intervals $I_{v}, J_{v}$ such that $u \in I_{v}^{\circ}, g(u)=v$, $\left.g\right|_{I_{v}}: I_{v} \rightarrow J_{v}$ is bijective and $\left(\left.g\right|_{I_{v}}\right)^{-1} \in \operatorname{Lip}\left(J_{v}\right)$. In particular, $\left.g\right|_{I_{v}}$ is strictly monotone on $I_{v}$ which implies $v=g(u) \in g\left(I_{v}^{\circ}\right)=J_{v}^{\circ}$. Hence, the system

$$
\left\{J_{v}^{\circ} \mid v \in[c, d]\right\}
$$

forms an open cover of $[c, d]$, and since the interval $[c, d]$ is compact, we need only finitely many of these intervals to cover it. Let $v_{1}, \ldots, v_{n} \in[c, d]$ be points generating these covering intervals, and let $I_{j}:=I_{v_{j}}$ and $J_{j}:=J_{v_{j}}=\left[c_{j}, d_{j}\right]$ with $c_{j}<d_{j}$ be so that $\left.g\right|_{I_{j}}: I_{j} \rightarrow J_{j}$ is bijective, $\left(\left.g\right|_{I_{j}}\right)^{-1} \in \operatorname{Lip}\left(J_{j}\right)$ and $[c, d] \subseteq \bigcup_{j=1}^{n} J_{j}^{\circ}$; in particular,

$$
\begin{equation*}
[0,1]=y^{-1}([c, d])=\bigcup_{j=1}^{n} y^{-1}\left(J_{j}^{\circ}\right)=\bigcup_{j=1}^{n} y^{-1}\left(\left[c_{j}, d_{j}\right)\right) \tag{5.1.1}
\end{equation*}
$$

Without loss of generality we can assume that

$$
\begin{align*}
& c_{j}<d_{j-1}<c_{j+1}<d_{j} \quad \text { for } j \in\{2, \ldots, n-1\} \\
& c_{1} \leq c \quad \text { and } \quad c_{n} \leq d \leq d_{n} \tag{5.1.2}
\end{align*}
$$

Taking (5.1.2) into account we find by Lemma 5.1.7 sets $A_{j} \subseteq[0,1]$ with only finitely many connected components such that

$$
y^{-1}\left(\left[c_{j}, c_{j+1}\right]\right) \subseteq A_{j} \subseteq y^{-1}\left(\left[c_{j}, d_{j}\right)\right) \quad \text { for } j \in\{1, \ldots, n-1\}
$$

Writing $A_{n}:=[0,1]$, the sets $B_{j}$, recursively defined by

$$
B_{j}:=\left([0,1] \backslash \bigcup_{i=1}^{j-1} B_{i}\right) \cap A_{j} \quad \text { for } j \in\{1, \ldots, n\}
$$

also have only finitely many connected components and are pairwise disjoint.
We now show

$$
\begin{equation*}
[0,1]=\bigcup_{j=1}^{n} B_{j} . \tag{5.1.3}
\end{equation*}
$$

To see this first note that each $B_{j}$ is a subset of $[0,1]$, and thus we only need to show that $[0,1] \subseteq \bigcup_{j=1}^{n} B_{j}$. But this is clear, since if $t_{0} \in[0,1] \backslash \bigcup_{j=1}^{n-1} B_{j}$, then

$$
t_{0} \in[0,1] \backslash \bigcup_{j=1}^{n-1} B_{j}=\left([0,1] \backslash \bigcup_{i=1}^{n-1} B_{i}\right) \cap A_{n}=B_{n}
$$

which shows $t_{0} \in \bigcup_{j=1}^{n} B_{j}$ and hence 5.1 .3 . Consequently, the sets $B_{j}$ form a partition of the interval $[0,1]$.
Writing $h_{j}=\left(\left.g\right|_{I_{j}}\right)^{-1}: J_{j} \rightarrow I_{j}$ for $j \in\{1, \ldots, n\}$, each function $\varphi_{j}:[c, d] \rightarrow \mathbb{R}$, defined by

$$
\varphi_{j}(v):= \begin{cases}h_{j}(v) & \text { for } v \in J_{j} \\ h_{j}\left(c_{j}\right) & \text { for } v \in\left[c, c_{j}\right) \\ h_{j}\left(d_{j}\right) & \text { for } v \in\left(d_{j}, d\right]\end{cases}
$$

belongs to $\operatorname{Lip}[c, d]$ for $j \in\{1, \ldots, n\}$. Let us now define the function $x:[0,1] \rightarrow \mathbb{R}$ by

$$
x(t)=\sum_{j=1}^{n} \varphi_{j}(y(t)) \chi_{B_{j}}(t) .
$$

Since each $\varphi_{j}$ is Lipschitz continuous, we have $\varphi_{j} \circ y \in X$ for each $j \in\{1, \ldots, n\}$, and since each $B_{j}$ has only finitely many connected components, we also have $\chi_{B_{j}} \in X$ for each $j \in\{1, \ldots, n\}$. Finally, since $X$ is an algebra, $x \in X$.
It remains to show that $g(x(t))=y(t)$ holds for each $t \in[0,1]$. To this end, fix $t_{0} \in[0,1]$. Then there is exactly one $j \in\{1, \ldots, n\}$ such that $t_{0} \in B_{j}$. If $j<n$, then $t_{0} \in A_{j}$ and hence $y\left(t_{0}\right) \in\left[c_{j}, d_{j}\right) \subseteq J_{j}$ which implies

$$
g\left(x\left(t_{0}\right)\right)=g\left(\sum_{k=1}^{n} \varphi_{k}(y(t)) \chi_{B_{k}}\left(t_{0}\right)\right)=g\left(\varphi_{j}\left(y\left(t_{0}\right)\right)\right)=y\left(t_{0}\right) .
$$

If $j=n$, then $t_{0} \notin A_{k}$ for all $k \in\{1, \ldots, n-1\}$, since otherwise we had $t_{0} \in A_{k}$ for some $k \in\{1, \ldots, n-1\}$ and hence $t_{0} \in\left([0,1] \backslash \cup_{i=1}^{k-1} B_{i}\right) \cap A_{k}=B_{k}$ which is not possible. But this implies $y\left(t_{0}\right) \notin\left[c_{i}, c_{i+1}\right]$ for all $i \in\{1, \ldots, n-1\}$ and hence

$$
y\left(t_{0}\right) \in[c, d] \backslash \bigcup_{i=1}^{n-1}\left[c_{i}, c_{i+1}\right]=[c, d] \backslash\left[c_{1}, c_{n}\right]=\left(c_{n}, d\right] \subseteq\left[c_{n}, d_{n}\right]=J_{n} .
$$

Again we obtain

$$
g\left(x\left(t_{0}\right)\right)=g\left(\sum_{k=1}^{n} \varphi_{k}(y(t)) \chi_{B_{k}}\left(t_{0}\right)\right)=g\left(\varphi_{n}\left(y\left(t_{0}\right)\right)\right)=y\left(t_{0}\right)
$$

and this shows indeed $C_{g} x=y$ and hence the surjectivity of $C_{g}$.
It is, however, not clear if the condition given in Theorem 5.1.11 is also necessary. In order to find out if weakening this condition slightly still remains sufficient, we need to have a closer look at the term "nonflat".
Recall that local Lipschitz continuity geometrically means that the slope of the function is locally bounded. For a function to be nonflat at a point it is therefore reasonable to ensure that the slope in a neighborhood of that point needs to be bounded away from zero. This is indeed true and the content of the following

Proposition 5.1.12. A continuous function $g: \mathbb{R} \rightarrow \mathbb{R}$ is nonflat at $u \in \mathbb{R}$ if and only if there are numbers $\delta, m>0$ such that $\left|g\left(u_{1}\right)-g\left(u_{2}\right)\right| \geq m\left|u_{1}-u_{2}\right|$ for $u_{1}, u_{2} \in$ $[u-\delta, u+\delta]$.

Proof. Let $g$ be nonflat at $u$. Then there exist compact intervals $I, J$ such that $u \in I^{\circ}$, $\left.g\right|_{I}: I \rightarrow J$ is bijective and $h:=\left(\left.g\right|_{I}\right)^{-1} \in \operatorname{Lip}(J)$. Then there is some $\delta>0$ such that $[u-\delta, u+\delta] \subseteq I$, and by replacing $I$ with $[u-\delta, u+\delta]$ and $J$ with $g(I)$ we can assume that $I=[u-\delta, u+\delta]$ and $J=g(I)$. Note that due to the continuity of $g$, the set $g(I)$ is again a compact interval. Since $h \in \operatorname{Lip}(J)$ there is some $L>0$ such that $\left|h\left(v_{1}\right)-h\left(v_{2}\right)\right| \leq L\left|v_{1}-v_{2}\right|$ for all $v_{1}, v_{2} \in J$. Substituting $u_{1}=h\left(v_{1}\right)$ and $u_{2}=h\left(v_{2}\right)$ we obtain $\left|u_{1}-u_{2}\right| \leq L\left|g\left(u_{1}\right)-g\left(u_{2}\right)\right|$ and hence $\left|g\left(u_{1}\right)-g\left(u_{2}\right)\right| \geq m\left|u_{1}-u_{2}\right|$ for $m:=1 / L$ and all $u_{1}, u_{2} \in I=[u-\delta, u+\delta]$, as claimed.
Now assume that there are constants $\delta, m>0$ such that $\left|g\left(u_{1}\right)-g\left(u_{2}\right)\right| \geq m\left|u_{1}-u_{2}\right|$ for $u_{1}, u_{2} \in[u-\delta, u+\delta]$. Then $g$ is injective on $I:=[u-\delta, u+\delta]$. Since $g$ is continuous, the set $J:=g(I)$ is also a compact interval, and $\left.g\right|_{I}: I \rightarrow J$ is bijective. Let $h$ be its inverse, i.e. $h=\left(\left.g\right|_{I}\right)^{-1}: J \rightarrow I$. Then for $v_{1}, v_{2} \in J$ we set $u_{1}:=h\left(v_{1}\right)$ and $u_{2}:=h\left(v_{2}\right)$. By writing $L:=1 / m$ we obtain $\left|h\left(v_{1}\right)-h\left(v_{2}\right)\right|=\left|u_{1}-u_{2}\right| \leq L\left|g\left(u_{1}\right)-g\left(u_{2}\right)\right|=$ $L\left|g\left(h\left(v_{1}\right)\right)-g\left(h\left(v_{2}\right)\right)\right|=L\left|v_{1}-v_{2}\right|$, and this shows $\left(\left.g\right|_{I}\right)^{-1}=h \in \operatorname{Lip}(J)$. Consequently, $g$ is nonflat at $u$.

Thus, $g$ being nonflat at a point $u_{0}$ means that the slope of $g$ in a neighborhood of $u_{0}$ is bounded away from zero. In particular,

$$
\begin{equation*}
\liminf _{u \rightarrow u_{0}} \frac{\left|g(u)-g\left(u_{0}\right)\right|}{\left|u-u_{0}\right|}>0 \tag{5.1.4}
\end{equation*}
$$

It is now reasonable to ask whether the condition being nonflat at $u_{0}=u$ in Theorem 5.1 .11 may be replaced by the weaker condition (5.1.4). Surprisingly, the answer is negative, even if this weaker condition is satisfied only at one single point while the function remains nonflat at all other points. Even this case may cause the corresponding operator $C_{g}$ to be not surjective anymore. We illustrate this in the following example, where we will construct a function $g: \mathbb{R} \rightarrow \mathbb{R}$ with $g(0)=0$ which is bijective, globally

Lipschitz continuous and nonflat at every point of $\mathbb{R}$ except at $u_{0}=0$, where it at least satisfies (5.1.4), that is,

$$
\begin{equation*}
\liminf _{u \rightarrow 0}\left|\frac{g(u)}{u}\right|>0 . \tag{5.1.5}
\end{equation*}
$$

Example 5.1.13. Consider $g: \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
g(u)= \begin{cases}\frac{u}{n}+2^{-n} \frac{n-1}{n} & \text { for } 2^{-n} \leq u<2^{-n} \frac{3 n-1}{2 n-1} \text { and } n \in \mathbb{N}, \\ 2 u-2^{-n+1} & \text { for } 2^{-n} \frac{3 n-1}{2 n-1} \leq u<2^{-n+1} \text { and } n \in \mathbb{N}, \\ u & \text { for } u \in(-\infty, 0] \cup[1, \infty)\end{cases}
$$

Figure 5.1.2 shows the relevant part of the graph of $g$.


Figure 5.1.2: Graph of $g$ on $[0,1 / 2]$.

Then $g$ is globally Lipschitz continuous with $\operatorname{lip}(g)=2$,

$$
g\left(2^{-n}\right)=2^{-n} \quad \text { and } \quad g\left(2^{-n} \frac{3 n-1}{2 n-1}\right)=\frac{2^{-n+1} n}{2 n-1} \quad \text { for } n \in \mathbb{N} .
$$

Moreover, $g$ is strictly increasing and bijective with inverse

$$
g^{-1}(v)= \begin{cases}n v-2^{-n}(n-1) & \text { for } 2^{-n} \leq v<\frac{2^{-n+1} n}{2 n-1} \text { and } n \in \mathbb{N}, \\ \frac{v}{2}+2^{-n} & \text { for } \frac{2^{-n+1} n}{2 n-1} \leq v<2^{-n+1} \text { and } n \in \mathbb{N}, \\ v & \text { for } v \in(-\infty, 0] \cup[1, \infty)\end{cases}
$$

By Proposition 5.1 .2 (a), the operator $C_{g}: B V \rightarrow B V$ is injective. If it was surjective and so bijective, then by Proposition 5.1.2 (c) the function $g$ had a locally Lipschitz continuous inverse. However, $g^{-1}$ is not locally Lipschitz continuous at $v=0$.

We also can see directly that $C_{g}$ cannot be surjective. To this end, define $T_{n} \subseteq$ $\left[2^{-n}, 2^{-n+1}\right), y_{n}>0$ and $m_{n} \in \mathbb{N}$ so that

$$
y_{n}:=\frac{2^{-n-1}}{n} \quad \text { and } \quad m_{n} \leq \frac{1}{2 y_{n} n^{2}}<2 m_{n}
$$

and

$$
T_{n}:=\left\{\left.2^{-n}+\frac{2^{-n}}{m_{n}} \cdot j \right\rvert\, j=0, \ldots, m_{n}-1\right\}
$$

and set $y:[0,1] \rightarrow \mathbb{R}$ by $y(0)=0, y(1)=1 / 2$ and

$$
y(t)= \begin{cases}2^{-n}+y_{n} & \text { for } t \in T_{n} \\ 2^{-n} & \text { for }\left[2^{-n}, 2^{-n+1}\right) \backslash T_{n}\end{cases}
$$

Then $y \in B V$ with

$$
\begin{aligned}
\operatorname{Var}(y) & =\sum_{n=1}^{\infty} \operatorname{Var}\left(y,\left[2^{-n}, 2^{-n+1}\right]\right)=\sum_{n=1}^{\infty}\left(2 y_{n} m_{n}+2^{-n+1}-2^{-n}\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{n^{2}}+1=\frac{\pi^{2}}{6}+1<\infty
\end{aligned}
$$

Moreover, $y\left(\left[2^{-n}, 2^{-n+1}\right]\right) \subseteq\left[2^{-n}, \frac{2^{-n+1} n}{2 n-1}\right)$, and hence the only function $x:[0,1] \rightarrow \mathbb{R}$ satisfying $C_{g} x=y$ is given by $x(0)=0, x(1)=1 / 2$ and

$$
x(t)= \begin{cases}2^{-n}+n y_{n} & \text { for } t \in T_{n} \\ 2^{-n} & \text { for }\left[2^{-n}, 2^{-n+1}\right) \backslash T_{n}\end{cases}
$$

However, $x \notin B V$, since

$$
\operatorname{Var}(x)=\sum_{n=1}^{\infty} \operatorname{Var}\left(x,\left[2^{-n}, 2^{-n+1}\right]\right)=\sum_{n=1}^{\infty}\left(2 n y_{n} m_{n}+2^{-n+1}-2^{-n}\right) \geq \sum_{n=1}^{\infty} \frac{1}{2 n}+1=\infty
$$

Consequently, $C_{g}: B V \rightarrow B V$ cannot be surjective.
Finally, $g$ is obviously nonflat at any $u \neq 0$ but cannot be nonflat at $u=0$, as the gray line segments near the origin (see Figure 5.1.2) have slopes that get arbitrarily close to 0 . However, $g$ satisfies (5.1.5), because for $u<0$ we have $g(u)=u$, and for $2^{-n} \leq u<2^{-n+1}$ with $n \in \mathbb{N}$ we have due to the monotonicity of $g$,

$$
g(u) \geq g\left(2^{-n}\right)=2^{-n} \geq u / 2
$$

Consequently,

$$
\liminf _{u \rightarrow 0} \frac{g(u)}{u} \geq \frac{1}{2}
$$

and so 5.1.5 is indeed true.
The last example shows that weakening the condition given in Theorem 5.1.11 only slightly turns down the surjectivity of $C_{g}$. We therefore conjecture that this condition is also necessary, but we were not able to prove it.

The previous results referred to $B V$-spaces which contain characteristic functions and therefore excluded our last space $R B V_{p}$. Here, the situation is again different, but apparently as complicated as in $B V$. However, the condition given in Theorem 5.1.11 is not sufficient to guarantee that $C_{g}$ from $R B V_{p}$ into itself is surjective.

Example 5.1.14. Define $g(u):=\min \{u+2,|u|\}$ as in Example 5.1.8. There we have seen that $C_{g}$ maps the space $B V$ into itself and is surjective. However, since $g$ is Lipschitz continuous, $C_{g}$ maps also the space $R B V_{p}$ into itself. But this time, $C_{g}: R B V_{p} \rightarrow R B V_{p}$ is not surjective. Recall that for fixed $v \in \mathbb{R}$,

$$
g^{-1}(\{v\})= \begin{cases}\{v-2\} & \text { for } v<0 \\ \{v-2,-v, v\} & \text { for } 0 \leq v \leq 1 \\ \{v\} & \text { for } v>1\end{cases}
$$

The function $y(t)=3 t-1$ maps the interval $[0,1]$ bijectively onto [ $-1,2$ ]. If $x \in R B V_{p}$ is a function satisfying $C_{g} x=y$, then $x$ must be injective and continuous. But since $y(0)=-1<0$ and $y(1)=2>1$, we must have $x(t)=y(t)-2$ for $t \in[0,2 / 3]$ but simultaneously $x(t)=y(t)$ for $t \in[1 / 3,1]$ which is not possible.
The following result is a sufficient condition on $g$ to ensure that $C_{g}: R B V_{p} \rightarrow R B V_{p}$ is surjective. It says basically that those "zigzag" patterns like in Example 5.1.14 must be compensated somewhere else.

Proposition 5.1.15. Let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. Then the composition operator $C_{g}: R B V_{p} \rightarrow$ $R B V_{p}$ is surjective if for any compact interval $J \subseteq \mathbb{R}$ we find a compact interval $I \subseteq \mathbb{R}$ such that $\left.g\right|_{I}: I \rightarrow J$ is bijective and $\left(\left.g\right|_{I}\right)^{-1} \in \operatorname{Lip}(J)$.

Proof. Assume that $g$ possesses the property that for any compact interval $J \subseteq \mathbb{R}$ we find a compact interval $I \subseteq \mathbb{R}$ such that $\left.g\right|_{I}: I \rightarrow J$ is bijective and $\left(\left.g\right|_{I}\right)^{-1} \in \operatorname{Lip}(J)$. Fix $y \in R B V_{p}$. Then $y$ is bounded and continuous, and by the Intermediate Value Theorem, $J:=y([0,1])$ is a compact interval. By assumption, there is some compact interval $I \subseteq \mathbb{R}$ such that $\left.g\right|_{I}: I \rightarrow J$ is bijective and $\left.g\right|_{I} ^{-1} \in \operatorname{Lip}(J)$. Therefore, the function $x:=\left.g\right|_{I} ^{-1} \circ y$ is well-defined, belongs to $R B V_{p}$ and satisfies $g \circ x=y$, that is, $C_{g} x=y$. Since $y$ was arbitrary, $C_{g}: R B V_{p} \rightarrow R B V_{p}$ is surjective.

The function $g$ from the Examples 5.1.8 and 5.1.14 does not have the property assumed in Proposition 5.1.15. Indeed, if one takes $J=[-1,3]$, then $g$ maps no interval bijectively onto $J$. This explains why $g$ in Example 5.1.14 did not generate a surjective operator $C_{g}: R B V_{p} \rightarrow R B V_{p}$.
One could argue that the condition given in Proposition 5.1.15 is equivalent to $g$ being nonflat at any $u \in \mathbb{R}$. This is not true. In fact, neither of these two conditions implies the other. The next example shows that being nonflat at any $u \in \mathbb{R}$ does not imply the condition given in Proposition 5.1.15.

Example 5.1.16. The function $g(u)=e^{u}$ is nonflat at any $u \in \mathbb{R}$. However, for the compact interval $J=[-1,0]$ there is no compact interval $I \subseteq \mathbb{R}$ such that $\left.g\right|_{I}: I \rightarrow J$ is bijective.

The reason for this is that the condition in Proposition 5.1.15 implies the surjectivity of $g$ whereas being nonflat at each $u \in \mathbb{R}$ does not. However, if one requires $g$ to be nonflat at any $u \in \mathbb{R}$ while being surjective, then $g$ must be a homeomorphism of $\mathbb{R}$ with locally Lipschitz continuous inverse. On the other hand, there are functions satisfying the condition of Proposition 5.1.15 which are not bijective on $\mathbb{R}$.

Example 5.1.17. The function $g: \mathbb{R} \rightarrow \mathbb{R}$, defined by $g(u):=u^{2} \cos (u)$, is locally Lipschitz continuous, surjective but not injective. Therefore, it cannot be nonflat at any $u \in \mathbb{R}$. Indeed, $g$ is differentiable with $g^{\prime}(0)=0$, and so (5.1.4) is violated at $u=0$ (and, similarly, at the infinitely many locally extremal points of $g$ ).
However, $g$ does meet the requirements of Proposition 5.1.15. Indeed, if $J \subseteq \mathbb{R}$ is a compact interval, then one can choose $k \in \mathbb{N}$ so large that

$$
J \subseteq(g(k \pi), g((k+1) \pi))=g((k \pi,(k+1) \pi))
$$

But since $g$ is injective on $[k \pi,(k+1) \pi]$, there is a compact interval $I \subseteq[k \pi,(k+1) \pi]$ such that $g$ maps $I$ bijectively onto $J$ with $g^{-1} \in \operatorname{Lip}(J)$.

We now come back to analytic properties of $C_{g}$ and formulate and prove the promised result concerning the boundedness of $C_{g}$. For this and the rest of this section we need the following technical auxiliary result.

Lemma 5.1.18. Let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g: \mathbb{R} \rightarrow \mathbb{R}$ be so that $C_{g}$ maps $X$ into itself. For fixed $R \geq 1$ there is $\varrho>0$ such that for $u, v \in \mathbb{R}, \alpha \in(0, \varrho], \beta \in[0, \alpha]$ and $\gamma \in(0,1]$ there are functions $x, y \in X$ which satisfy
(i) $\|x\|_{X} \leq \max \{|u|,|u+\alpha|\}+2 R / \gamma$ and $\|y\|_{X} \leq \max \{|v|,|v+\beta|\}+2 R / \gamma$,
(ii) $\|x-y\|_{X}=|u-v|$ for $\alpha=\beta$,
(iii) $\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\beta)-g(v)}{\alpha}\right| \leq 16 \gamma\left\|C_{g} x-C_{g} y\right\|_{X}$.

The functions $x$ and $y$ can be chosen of the form $x(t)=u+\alpha h(t)$ and $y(t)=v+\beta h(t)$, where $h \in X$ satisfies $\|h\|_{\infty}=1$.

The most important inequality is of course the one given in (iii). It basically says that the difference of the slopes of $g$ at two prescribed points $u$ and $v$ can be estimated from above by the norm of $C_{g} x-C_{g} y$, where $x$ and $y$ are suitably chosen functions that are close to $u$ and $v$, respectively. In this sense the growth of $g$ may be estimated by the mapping behavior of $C_{g}$; in particular, if $C_{g} x$ stays close to $C_{g} y$, then $g$ cannot grow too rapidly. This is of course a very vague interpretation of Lemma 5.1.18, but it will be of great use later on, where it will be applied in detail.

Proof of Lemma 5.1.18. Fix $u, v \in \mathbb{R}$ and $R \geq 1$. We handle the three cases $X=$ $Y B V_{\varphi}, X=\Lambda B V$ and $X=R B V_{p}$ separately and start with $X=Y B V_{\varphi}$.
First, pick $\varrho>0$ so that $0<\varphi(\varrho) \leq R$. This is possible since $\varphi(r) \rightarrow 0$ as $r \rightarrow 0+$. Fix $\alpha \in(0, \varrho], \beta \in[0, \alpha]$ and $\gamma \in(0,1]$. Then we have $R / \varphi(\alpha \gamma) \geq R / \varphi(\varrho) \geq 1$, and this is why we find some $n \in \mathbb{N}$ so large that

$$
\begin{equation*}
n \leq \frac{R}{\varphi(\alpha \gamma)} \leq 2 n \tag{5.1.6}
\end{equation*}
$$

Define the functions $x, y:[0,1] \rightarrow \mathbb{R}$ by

$$
\begin{align*}
& x:=u+\mathfrak{J}_{\left(\alpha_{j}\right)}  \tag{5.1.7}\\
& \text { with } \quad \alpha_{j}:= \begin{cases}\alpha & \text { for } 1 \leq j \leq n, \\
0 & \text { for } j>n,\end{cases}  \tag{5.1.8}\\
& y:=v+\mathfrak{J}_{\left(\beta_{j}\right)} \quad \text { with } \quad \beta_{j}:= \begin{cases}\beta & \text { for } 1 \leq j \leq n, \\
0 & \text { for } j>n,\end{cases}
\end{align*}
$$

where we use the functions defined in 1.2.1. Then $x, y \in Y B V_{\varphi}$ with

$$
\begin{equation*}
\|x\|_{\infty}=\max \{|u|,|u+\alpha|\} \quad \text { and } \quad\|y\|_{\infty}=\max \{|v|,|v+\beta|\} . \tag{5.1.9}
\end{equation*}
$$

Moreover, since $R \geq 1$, we have due to the convexity of $\varphi$ the estimate $\varphi(\alpha \gamma / R) \leq$ $\varphi(\alpha \gamma) / R$ and hence by Corollary 1.2.11 and 5.1.6),

$$
\begin{aligned}
& \operatorname{Var}_{\varphi}\left(\frac{x}{2 R / \gamma}\right)=\operatorname{Var}_{\varphi}\left(\frac{u+\mathfrak{J}_{\left(\alpha_{j}\right)}}{2 R / \gamma}\right) \\
&=\operatorname{Var}_{\varphi}\left(\frac{\mathfrak{J}_{\left(\alpha_{j}\right)}}{2 R / \gamma}\right) \leq n \varphi\left(\frac{\alpha \gamma}{R}\right) \leq n \frac{\varphi(\alpha \gamma)}{R} \leq 1, \\
& \operatorname{Var}_{\varphi}\left(\frac{y}{2 R / \gamma}\right)=\operatorname{Var}_{\varphi}\left(\frac{v+\mathfrak{J}_{\left(\beta_{j}\right)}}{2 R / \gamma}\right)=\operatorname{Var}_{\varphi}\left(\frac{\mathfrak{J}_{\left(\beta_{j}\right)}}{2 R / \gamma}\right) \leq n \varphi\left(\frac{\beta \gamma}{R}\right) \leq n \varphi\left(\frac{\alpha \gamma}{R}\right) \leq 1
\end{aligned}
$$

This implies $\mathfrak{M}(x) \leq 2 R / \gamma$ and $\mathfrak{M}(y) \leq 2 R / \gamma$, and therefore

$$
\|x\|_{Y B V_{\varphi}} \leq \max \{|u|,|u+\alpha|\}+2 R / \gamma, \quad\|y\|_{Y B V_{\varphi}} \leq \max \{|v|,|v+\beta|\}+2 R / \gamma,
$$

which is property (i).
If $\alpha=\beta$, then $x-y \equiv u-v$, and hence $\mathfrak{M}(x-y)=0$. In this case, $\|x-y\|_{Y B V_{\varphi}}=$ $\|x-y\|_{\infty}=|u-v|$ which is property (ii).
To show (iii), let $\lambda>0$ be so that

$$
\operatorname{Var}_{\varphi}\left(\frac{C_{g} x-C_{g} y}{\lambda}\right) \leq 1
$$

In order to estimate the Young variation of $C_{g} x-C_{g} y$, note that $C_{g} x-C_{g} y-g(u)+$ $g(v)=\mathfrak{J}_{\left(\eta_{j}\right)}$, where $\eta_{j}=g(u+\alpha)-g(u)-g(v+\beta)+g(v)$ for $1 \leq j \leq n$ and $\eta_{j}=0$ for $j>n$. Thus, from Corollary 1.2.11 we obtain by using 5.1.6 and $R \geq 1$,

$$
\begin{aligned}
1 & \geq \operatorname{Var}_{\varphi}\left(\frac{g \circ x-g \circ y}{\lambda}\right) \geq 2 n \varphi\left(\frac{|g(u+\alpha)-g(u)-g(v+\beta)+g(v)|}{\lambda}\right) \\
& \geq \frac{1}{\varphi(\alpha \gamma)} \varphi\left(\frac{|g(u+\alpha)-g(u)-g(v+\beta)+g(v)|}{\lambda}\right)
\end{aligned}
$$

Multiplying by $\varphi(\alpha \gamma)$, applying $\varphi^{-1}$, dividing by $\alpha \gamma$ and multiplying by $\lambda$ on both sides gives

$$
\frac{1}{\gamma}\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\beta)-g(v)}{\alpha}\right| \leq \lambda .
$$

If we now take the infimum over all such $\lambda$, we get

$$
\frac{1}{\gamma}\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\beta)-g(v)}{\alpha}\right| \leq \mathfrak{M}\left(C_{g} x-C_{g} y\right) \leq\left\|C_{g} x-C_{g} y\right\|_{Y B V_{\varphi}},
$$

and this proves (iii).
We now prove the statement for $X=\Lambda B V$, where $\Lambda=\left(\lambda_{j}\right)$ is the Waterman sequence for $\Lambda B V$, and $\Lambda_{n}:=\lambda_{1}+\lambda_{2}+\ldots+\lambda_{n}$ its partial sums. This time, choose $\varrho$ so that $R / \varrho=\lambda_{1}$. Fix $\alpha \in(0, \varrho], \beta \in[0, \alpha]$ and $\gamma \in(0,1]$. Then we have $R /(\alpha \gamma) \geq R / \varrho=$ $\lambda_{1}=\Lambda_{1}$, and this is why we find some $n \in \mathbb{N}$ so large that

$$
\begin{equation*}
\Lambda_{n} \leq \frac{R}{\alpha \gamma} \leq 2 \Lambda_{n} \tag{5.1.10}
\end{equation*}
$$

Note that since $\left(\lambda_{j}\right)$ is decreasing we have $\Lambda_{n+1} \leq 2 \Lambda_{n}$ for all $n \in \mathbb{N}$, and this implies that the intervals $\left(\left[\Lambda_{n}, 2 \Lambda_{n}\right]\right)_{n \in \mathbb{N}}$ cover $\left[\Lambda_{1}, \infty\right)$, because $\Lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
Define the functions $x$ and $y$ as in 5.1.7) and 5.1.8. Then $x, y \in \Lambda B V$ with (5.1.9. Moreover, by (5.1.10) and Corollary 1.2.21,

$$
\begin{aligned}
& \operatorname{Var}_{\Lambda}(x)=\operatorname{Var}_{\Lambda}\left(\mathfrak{J}_{\left(\alpha_{j}\right)}\right) \leq 2 \sum_{j=1}^{n} \lambda_{j} \alpha=2 \alpha \Lambda_{n} \leq \frac{2 R}{\gamma} \\
& \operatorname{Var}_{\Lambda}(y)=\operatorname{Var}_{\Lambda}\left(\mathfrak{J}_{\left(\beta_{j}\right)}\right) \leq 2 \sum_{j=1}^{n} \lambda_{j} \beta=2 \beta \Lambda_{n} \leq 2 \alpha \Lambda_{n} \leq \frac{2 R}{\gamma}
\end{aligned}
$$

These estimates imply property (i).
Property (ii) is again fulfilled as for $\alpha=\beta$ we have $\operatorname{Var}_{\Lambda}(x-y)=0$.
To show (iii) we argue similarly as for $X=Y B V_{\varphi}$, but this time we use Corollary 1.2 .21 and 5.1 .10 together with $R \geq 1$. Accordingly, we obtain

$$
\begin{aligned}
\left\|C_{g} x-C_{g} y\right\|_{\Lambda B V} & \geq \operatorname{Var}_{\Lambda}(g \circ x-g \circ y) \geq \Lambda_{n}|g(u+\alpha)-g(u)-g(v+\beta)+g(v)| \\
& \geq \frac{1}{2 \gamma}\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\beta)-g(v)}{\alpha}\right|
\end{aligned}
$$

and so (iii) is established. Note that in the last two cases the functions $x$ and $y$ have indeed the form $x=u+\alpha h$ and $y=v+\beta h$, where $h=\mathfrak{J}_{\left(\zeta_{j}\right)}$ with $\zeta_{j}=1$ for $1 \leq j \leq n$ and $\zeta_{j}=0$ for $j>n$ satisfies $\|h\|_{\infty}=1$.
Finally, we show the statement for $X=R B V_{p}$, but for that we need to proceed a little different than before. First, we choose $\varrho$ so that $R /(8 \varrho)=1$, because then we have for $\alpha \in(0, \varrho], \beta \in[0, \alpha]$ and $\gamma \in(0,1]$ that $R /(8 \alpha \gamma) \geq 1$. For such fixed $\alpha$ and $\gamma$ we therefore find an $n \in \mathbb{N}$ so large that

$$
\begin{equation*}
n^{2-1 / p} \leq \frac{R}{8 \alpha \gamma} \leq(n+1)^{2-1 / p} \tag{5.1.11}
\end{equation*}
$$

The function $h:[0,1] \rightarrow \mathbb{R}$, defined by

$$
h(t)= \begin{cases}0 & \text { for } 0 \leq t \leq \frac{1}{2 n+1} \\ {\left[\cos \left(\frac{\pi}{2 t}\right)\right]^{2}} & \text { for } \frac{1}{2 n+1}<t \leq 1\end{cases}
$$

belongs to $R B V_{p}$, because $h \in A C$, and by Theorem 1.2 .25 .

$$
\begin{aligned}
\operatorname{RVar}_{p}(h)^{1 / p} & =\left(\int_{1 /(2 n+1)}^{1}\left|h^{\prime}(t)\right|^{p} \mathrm{~d} t\right)^{1 / p}=\frac{\pi}{2}\left(\int_{1 /(2 n+1)}^{1} \frac{|\sin (\pi / t)|^{p}}{t^{2 p}} \mathrm{~d} t\right)^{1 / p} \\
& \leq \frac{\pi}{2}\left(\int_{1 /(2 n+1)}^{1} \frac{1}{t^{2 p}} \mathrm{~d} t\right)^{1 / p}=\frac{\pi}{2}\left(\frac{(2 n+1)^{2 p}-2 n-1}{(2 n+1)(2 p-1)}\right)^{1 / p} \leq 16 n^{2-1 / p}
\end{aligned}
$$

Moreover, $0 \leq h(t) \leq 1$ for all $t \in[0,1]$ with

$$
h\left(\frac{1}{2 j}\right)=1 \quad \text { and } \quad h\left(\frac{1}{2 j-1}\right)=0 \quad \text { for } j \in\{1, \ldots, n\} ;
$$

in particular, $\|h\|_{\infty}=1$. The functions $x:=u+\alpha h$ and $y:=v+\beta h$ then also belong to $R B V_{p}$ and satisfy

$$
\begin{aligned}
& \operatorname{RVar}_{p}(x)^{1 / p}=\operatorname{RVar}_{p}(\alpha h) \leq 16 \alpha n^{2-1 / p} \leq 2 R / \gamma \\
& \operatorname{RVar}_{p}(y)^{1 / p}=\operatorname{Rar}_{p}(\beta h) \leq 16 \beta n^{2-1 / p} \leq 16 \alpha n^{2-1 / p} \leq 2 R / \gamma,
\end{aligned}
$$

by 5.1.11). In addition, $\|x\|_{\infty} \leq \max \{|u|,|u+\alpha|\}$ and $\|y\|_{\infty} \leq \max \{|v|,|v+\beta|\}$, and this shows part (i).
Again, (ii) is satisfied for $\alpha=\beta$ as then $\operatorname{RVar}_{p}(x-y)=0$.
For (iii) note that

$$
\begin{align*}
\left\|C_{g} x-C_{g} y\right\|_{R B V_{p}} & \geq\left(\sum_{j=1}^{n} \frac{\left|(g \circ x-g \circ y)\left(\frac{1}{2 j-1}\right)-(g \circ x-g \circ y)\left(\frac{1}{2 j}\right)\right|^{p}}{\left|\frac{1}{2 j-1}-\frac{1}{2 j}\right|^{p-1}}\right)^{1 / p} \\
& =|g(u)-g(u+\alpha)-g(v)+g(v+\beta)|\left(\sum_{j=1}^{n}\left(4 j^{2}-2 j\right)^{p-1}\right)^{1 / p} \\
& \geq \frac{(n+1)^{2-1 / p}}{2}|g(u)-g(u+\alpha)-g(v)+g(v+\beta)| \tag{5.1.12}
\end{align*}
$$

where we have used the identity

$$
\begin{equation*}
\sum_{j=1}^{n}\left(4 j^{2}-2 j\right)^{p-1} \geq \frac{(n+1)^{2 p-1}}{2^{p}} \tag{5.1.13}
\end{equation*}
$$

which we are going to prove now by induction. For $n=1$ the estimate 5.1.13) is clearly true (even with equality). Assume that (5.1.13) has already been established for some fixed $n \in \mathbb{N}$. Then we obtain

$$
\sum_{j=1}^{n+1}\left(4 j^{2}-2 j\right)^{p-1} \geq \frac{(n+1)^{2 p-1}}{2^{p}}+2^{p-1}\left(2 n^{2}+3 n+1\right)^{p-1}
$$

We show that the inequality

$$
\begin{equation*}
\frac{(n+1)^{2 p-1}}{2^{p}}+2^{p-1}\left(2 n^{2}+3 n+1\right)^{p-1} \geq \frac{(n+2)^{2 p-1}}{2^{p}} \tag{5.1.14}
\end{equation*}
$$

holds, because then (5.1.13) is proven for $n$ replaced by $n+1$. Note that (5.1.14) is equivalent to the estimate

$$
\begin{equation*}
\psi(n+2)-\psi(n+1) \leq 2^{p-1}\left(2 n^{2}+3 n+1\right)^{p-1} \tag{5.1.15}
\end{equation*}
$$

where $\psi(t):=t^{2 p-1} / 2^{p}$. From the Mean Value Theorem we obtain $\psi(n+2)-\psi(n+1)=$ $\psi^{\prime}(\xi)$ for some $\xi \in[n+1, n+2]$, and this yields

$$
\begin{equation*}
\psi(n+2)-\psi(n+1) \leq \frac{2 p-1}{2^{p}}\left(n^{2}+4 n+4\right)^{p-1} \tag{5.1.16}
\end{equation*}
$$

However,

$$
\begin{equation*}
(2 p-1)\left(n^{2}+4 n+4\right)^{p-1} \leq 2^{2 p-1}\left(2 n^{2}+3 n+1\right)^{p-1} \tag{5.1.17}
\end{equation*}
$$

is true for our $n$. Indeed, if $n=1$, then the inequality (5.1.17) reduces to $2 p-1 \leq$ $2^{2 p-1}(2 / 3)^{p-1}$ which is true for all $p \geq 1$, and if $n=2$, then the estimate 5.1.17) reads $2 p-1 \leq 2^{2 p-1}(15 / 16)^{p-1}$ which again is true for all $p \geq 1$. If $n \geq 3$, then (5.1.17) is also true as $2 p-1 \leq 2^{2 p-1}$ and $n^{2}+4 n+4 \leq 2 n^{2}+3 n+1$. Consequently, 5.1.17) holds for our $n$. Combining (5.1.17) and (5.1.16) we see that (5.1.15) and hence also (5.1.14) is true. Finally, 5.1.13) is indeed established.

Using (5.1.11) and $R \geq 1$, we obtain from (5.1.12),

$$
\left\|C_{g} x-C_{g} y\right\|_{R B V_{p}} \geq \frac{1}{16 \gamma}\left|\frac{g(u)-g(u+\alpha)}{\alpha}-\frac{g(v)-g(v+\beta)}{\alpha}\right|
$$

which again shows (iii) and finally completes the proof of the Lemma.
We are now in a position to formulate our result about the acting conditions and boundedness of $C_{g}$. Recall that

$$
\mathbb{B}_{R}(X)=\left\{x \in X \mid\|x\|_{X} \leq R\right\}
$$

denotes the closed ball around 0 with radius $R$ in a normed vector space ( $X,\|\cdot\|_{X}$ ).
Theorem 5.1.19. Let $g: \mathbb{R} \rightarrow \mathbb{R}$, and let $X$ be one of the spaces $B V, W B V_{p}, Y B V_{\varphi}$, $\Lambda B V$ or $R B V_{p}$. Then $C_{g}$ maps $X$ into itself and is bounded if and only if $g \in \operatorname{Lip} p_{\text {loc }}(\mathbb{R})$.

Proof. We have already seen in the comments around Proposition 5.1.1 that if $g \in$ $\operatorname{Lip}_{\text {loc }}(\mathbb{R})$, then $C_{g}$ maps $X$ into itself and is bounded. We now prove the converse which, again by Proposition 5.1.1, is only necessary for $X=Y B V_{\varphi}$. To this end, fix $R \geq 1$ and consider

$$
A:=\mathbb{B}_{34 R}\left(Y B V_{\varphi}\right)=\left\{x \in Y B V_{\varphi} \mid\|x\|_{Y B V_{\varphi}} \leq 34 R\right\}
$$

which is a bounded subset of $Y B V_{\varphi}$. Since $C_{g}$ is assumed to be bounded, there is some $L>0$ such that $\left\|C_{g} x\right\|_{Y B V_{\varphi}} \leq L / 2$ for all $x \in A$.
By Lemma 5.1.18 there is some $\varrho \in(0, R]$ such that for $u \in[-R, R], v=0, \alpha \in(0, \varrho]$, $\beta=0$ and $\gamma=1 / 16$ there are functions $x, y \in Y B V_{\varphi}$ of the form $x=u+\alpha h$ and $y=v+\beta h=0$ with $h \in Y B V_{\varphi},\|x\|_{Y B V_{\varphi}} \leq \max \{|u|,|u+\alpha|\}+2 R / \gamma \leq 34 R$, $\|y\|_{Y B V_{\varphi}}=0$ and

$$
\left|\frac{g(u+\alpha)-g(u)}{\alpha}\right| \leq\left\|C_{g} x-C_{g} y\right\|_{Y B V_{\varphi}} \leq\left\|C_{g} x\right\|_{Y B V_{\varphi}}+\left\|C_{g} \mathbb{O}\right\|_{Y B V_{\varphi}} \leq L
$$

note that $x, y \in A$. We get $|g(u+\alpha)-g(u)| \leq L \alpha$ or equivalently $\left|g\left(u^{\prime}\right)-g(u)\right| \leq$ $L\left(u^{\prime}-u\right)$ for $u, u^{\prime} \in[-R, R], 0<u^{\prime}-u \leq \varrho$. This implies that $g$ is Lipschitz continuous on $[-R, R]$, and since $R$ was arbitrary, it is locally Lipschitz continuous on all of $\mathbb{R}$.

Lemma 5.1 .18 can also be used to characterize compactness. Recall that an arbitrary operator $T: X \rightarrow X$ from a normed space $X$ into itself is compact if and only if every bounded sequence is mapped by $T$ into a sequence from which a convergent subsequence may be extracted. It turns out that, in contrast to the multiplication operator, compactness of the composition operator $C_{g}$ leads to a very strong degeneracy of $g$. Here and in the upcoming results we will frequently combine Lemma 5.1.18 with Lemma 1.1.27.

Theorem 5.1.20. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. Then $C_{g}: X \rightarrow X$ is compact if and only if $g$ is constant.
Proof. It is clear that $C_{g}: X \rightarrow X$ is compact if $g$ is constant, and so it remains to prove the converse. To this end, let $D \subseteq \mathbb{R}$ be the set of points of differentiability of $g$ which has full measure as $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. According to part (d) of Lemma 1.1.27 in order to show that $g$ is constant it suffices to show that $\left.g^{\prime}\right|_{D}$ is zero. So let us fix $u \in D$. By Lemma 5.1.18 (with $v=u$ ) we find for $R=1$ some $\varrho>0$ and for $\gamma=1 / 16, \beta=0$ and $\alpha_{n}=1 / n, n \in \mathbb{N}, n \geq 1 / \varrho$ functions $x_{n}$ and $y_{n}$ with $\left\|x_{n}\right\|_{X} \leq$ $\max \left\{|u|,\left|u+\alpha_{n}\right|\right\}+32 R \leq|u|+1+32 R$ and

$$
\begin{equation*}
\left|\frac{g\left(u+\alpha_{n}\right)-g(u)}{\alpha_{n}}\right| \leq\left\|C_{g} x_{n}-C_{g} y_{n}\right\|_{X}, \tag{5.1.18}
\end{equation*}
$$

where $x_{n}=u+\alpha_{n} h_{n}$ for proper $h_{n} \in X$ with $\left\|h_{n}\right\|_{\infty}=1$, and $y_{n} \equiv u$. In particular, the $x_{n}$ form a bounded sequence in $X$.
Since $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$, the functions $x_{n}$ converge pointwise to $y \equiv u$. Moreover, since $g$ is continuous, the compositions $C_{g} x_{n}$ converge pointwise to $C_{g} y \equiv g(u)$; in particular, the limit function of any subsequence of $\left(C_{g} x_{n}\right)$ which converges in $X$ must be $C_{g} y \equiv g(u)$.
But since $C_{g}$ is compact, there must be a convergent subsequence $\left(C_{g} x_{n_{k}}\right)_{k}$ of $\left(C_{g} x_{n}\right)$ in $X$, and since $g$ is differentiable at $u$, we obtain from 5.1.18,

$$
\begin{aligned}
\left|g^{\prime}(u)\right| & =\lim _{k \rightarrow \infty}\left|\frac{g\left(u+\alpha_{n_{k}}\right)-g(u)}{\alpha_{n_{k}}}\right| \leq \lim _{k \rightarrow \infty}\left\|C_{g} x_{n_{k}}-C_{g} y_{n_{k}}\right\|_{X} \\
& =\lim _{k \rightarrow \infty}\left\|C_{g} x_{n_{k}}-C_{g} y\right\|_{X}=0 .
\end{aligned}
$$

Thus, $g^{\prime}(u)=0$, and as $u \in D$ has been chosen arbitrarily, the result follows indeed from part (d) of Lemma 1.1.27.

We now turn to more delicate questions, a characterization of Lipschitz, uniform and pointwise continuity of $C_{g}: X \rightarrow X$ for $X$ being one of our $B V$-type spaces. We start with Lipschitz continuity, both on the entire space and on bounded sets.
By a local Lipschitz continuity of $C_{g}: X \rightarrow X$ we mean a condition of the type

$$
\begin{equation*}
\left\|C_{g} x-C_{g} y\right\|_{X} \leq L(R)\|x-y\|_{X} \quad \text { for } \quad\|x\|_{X},\|y\|_{X} \leq R \tag{5.1.19}
\end{equation*}
$$

that is, Lipschitz continuity on closed balls in $X$. It turns out that $C_{g}$ satisfies an estimate of the form 5.1.19) if and only if $g$ is continuously differentiable with locally Lipschitz continuous derivative. Denoting the space of such functions by $\operatorname{Lip} p_{l o c}^{1}(\mathbb{R})$ the following result is known.

Theorem 5.1.21. Let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, and let $X$ be one of the spaces $B V, W B V_{p}$, $Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Then $C_{g}: X \rightarrow X$ is locally Lipschitz continuous in the sense of 5.1.19) if and only if $g \in \operatorname{Lip}_{\text {loc }}^{1}(\mathbb{R})$.
Proofs of this theorem can be found in [9] for $B V, W B V_{p}, Y B V_{\varphi}$ and $R B V_{p}$, and even for other $B V$-type spaces like, for instance, the space of functions of bounded variation in the sense of Korenblum [117]. For our $B V$-spaces, the "if"-part can alternatively be proved using Lemma 5.48 of [6] and Lemma 1.2.26, we will show how to do that in a moment. However, the proofs for the "only if"-part in the aforementioned literature do not cover all our variations at once or are quite complicated, because they are mostly based on Helly's Selection Principle. Therefore, we show that our all-round Lemma 5.1.18 also provides a quite short proof for all our $B V$-spaces $X$ at once without any additional ingredients.

Proof of Theorem 5.1.21. First assume that $g \in \operatorname{Lip}_{\text {loc }}^{1}(\mathbb{R})$, fix $R>0$ and $x, y \in X$ with $\|x\|_{X},\|y\|_{X} \leq R$; in particular, $x(t), y(t) \in[-R, R]$ for all $t \in[0,1]$. By Lemma 5.48 of [6] there are $L_{1}(R), L_{2}(R)>0$ only depending on $R$ such that

$$
\begin{aligned}
\mid g(x(s))- & g(y(s))-g(x(t))+g(y(t)) \mid \\
\leq & L_{1}(R)(|x(s)-x(t)|+|y(s)-y(t)|)(|x(s)-y(s)|+|x(t)-y(t)|) \\
& \quad+L_{2}(R)|x(s)-y(s)-x(t)+y(t)| \\
\leq & 2 L_{1}(R)(|x(s)-x(t)|+|y(s)-y(t)|)\|x-y\|_{\infty} \\
& \quad+L_{2}(R)|x(s)-y(s)-x(t)+y(t)| \quad \text { for all } s, t \in[0,1] .
\end{aligned}
$$

From Lemma 1.2 .26 we obtain

$$
\begin{aligned}
\Phi_{X}(g \circ x-g \circ y) & \leq 2 L_{1}(R)\left(\Phi_{X}(x)+\Phi_{X}(y)\right)\|x-y\|_{\infty}+L_{2}(R) \Phi_{X}(x-y) \\
& \leq 4 R L_{1}(R)\|x-y\|_{\infty}+L_{2}(R) \Phi_{X}(x-y)
\end{aligned}
$$

where $\Phi_{X}$ denotes the seminorm part of $\|\cdot\|_{X}$ as in Table 1.2.1.
Moreover, since $g \in C^{1}(\mathbb{R})$ and hence $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ there is some $L_{3}(R)>0$ only depending on $R$ such that

$$
\begin{aligned}
\|g \circ x-g \circ y\|_{\infty} & =\sup _{t \in[0,1]}|g(x(t))-g(y(t))| \\
& \leq L_{3}(R) \sup _{t \in[0,1]}|x(t)-y(t)|=L_{3}(R)\|x-y\|_{\infty} .
\end{aligned}
$$

In total, we obtain

$$
\left\|C_{g} x-C_{g} y\right\|_{X}=\|g \circ x-g \circ y\|_{\infty}+\Phi_{X}(g \circ x-g \circ y) \leq L(R)\|x-y\|_{X},
$$

where

$$
L(R):=\max \left\{L_{3}(R)+4 R L_{1}(R), L_{2}(R)\right\} .
$$

Since $R$ was arbitrary, $C_{g}$ is locally Lipschitz continuous.
We now show the converse and assume that $C_{g}: X \rightarrow X$ is locally Lipschitz continuous in the sense of (5.1.19). In order to show that $g$ is differentiable with locally Lipschitz continuous derivative, by Lemma 1.1 .27 (b) it suffices to show that $\left.g^{\prime}\right|_{D}$ is Lipschitz continuous on $[-R, R]$ for each $R \geq 1$, where $D$ is the set of points at which $g$ is differentiable. So let $R \geq 1$ be fixed. Since the set

$$
A:=\mathbb{B}_{34 R}(X)=\left\{x \in X \mid\|x\|_{X} \leq 34 R\right\}
$$

is bounded in $X$, we find some $L>0$ such that $\left\|C_{g} x-C_{g} y\right\|_{X} \leq L\|x-y\|_{X}$ for all $x, y \in A$. By Lemma 5.1.18 we find some $\varrho \in(0, R]$ and for $u, v \in[-R, R] \cap D$, $\alpha=\beta \in(0, \varrho]$ and $\gamma=1 / 16$ functions $x, y \in A$ with $\|x-y\|_{X}=|u-v|$ and

$$
\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\alpha)-g(v)}{\alpha}\right| \leq\left\|C_{g} x-C_{g} y\right\|_{X} \leq L\|x-y\|_{X}=L|u-v| .
$$

But letting $\alpha \rightarrow 0+$ immediately yields $\left|g^{\prime}(u)-g^{\prime}(v)\right| \leq L|u-v|$, and the claim is proven.

Thus, the local Lipschitz condition (5.1.19) imposed on $C_{g}$ leads to a stronger regularity condition of $g$, as expected. However, the natural question arises what happens when $C_{g}$ is supposed to be even globally Lipschitz continuous. This is possible only for highly degenerate functions $g$, namely only if $g$ is affine. This phenomenon has been discussed, even in the nonautonomous case, for many function spaces and especially for spaces of functions of bounded variation of various types. A detailed survey can be found in [6]. In many cases, especially in all our $B V$-spaces, this degeneracy occurs even if "globally Lipschitz continuous" is replaced by "globally uniformly continuous"; we give a short proof again with the help of Lemma 5.1.18.

Theorem 5.1.22. Let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, and let $X$ be one of the spaces $B V, W B V_{p}$, $Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Then $C_{g}: X \rightarrow X$ is globally uniformly continuous if and only if $g$ is affine.

Proof. If $g(u)=a u+b$ is affine, then the uniform continuity is immediate. Indeed, for all $x, y \in X$ we have

$$
C_{g} x-C_{g} y=M_{h}(x-y)
$$

where $h(t)=a$ for all $t \in[0,1]$. By Corollary 4.1.8, $\left\|C_{g} x-C_{g} y\right\|_{X} \leq\|h\|_{X}\|x-y\|_{X}=$ $|a|\|x-y\|_{X}$. Thus, we even have globally Lipschitz continuity in this case.

For the converse, assume that $C_{g}: X \rightarrow X$ is uniformly continuous on all of $X$. In order to show that $g$ is affine, it suffices to show that $\left.g^{\prime}\right|_{D}$ is constant, where $D$ is the set of points at which $g$ is differentiable, according to Lemma 1.1.27 (c). Due to the globally uniform continuity of $C_{g}$ there is some $\delta>0$ such that for all $x, y \in X$ with $\|x-y\|_{X} \leq \delta$ we have $\left\|C_{g} x-C_{g} y\right\|_{X} \leq 1$. Now, fix $u, v \in D$ with $|u-v| \leq \delta$. By Lemma 5.1.18 (with $R=1$ ) there is some $\varrho \in(0,1]$ such that for $u, v \in D$ with $|u-v| \leq \delta, \alpha=\beta \in(0, \varrho]$ and $\gamma \in(0,1]$ there are functions $x, y \in X$ with $\|x-y\|_{X}=|u-v|$ and

$$
\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\alpha)-g(v)}{\alpha}\right| \leq 16 \gamma\left\|C_{g} x-C_{g} y\right\|_{X} .
$$

But since $|u-v| \leq \delta$ we have $\|x-y\|_{X} \leq \delta$, so $\left\|C_{g} x-C_{g} y\right\|_{X} \leq 1$ and hence

$$
\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\alpha)-g(v)}{\alpha}\right| \leq 16 \gamma .
$$

Now, if we let first $\alpha \rightarrow 0+$ and afterwards $\gamma \rightarrow 0+$, then we get $g^{\prime}(u)=g^{\prime}(v)$. And since the points $u, v \in D$ have been chosen arbitrarily, $\left.g^{\prime}\right|_{D}$ is constant.

The last question to answer in the framework of uniform continuity is what conditions have to be imposed on $g$ to guarantee that $C_{g}: X \rightarrow X$ is locally uniformly continuous, that is, uniformly continuous on bounded subsets of $X$, where $X$ is one of our $B V$ spaces introduced in Chapter 1. The authors of [31] and [32] proved for $X=B V$ and $X=\Lambda B V$ that $g \in C^{1}(\mathbb{R})$ generates a continuous operator $C_{g}: X \rightarrow X$, and they did that by approximating the operator $C_{g}$ by locally Lipschitz continuous composition operators uniformly converging on bounded subsets of $X$ to $C_{g}$. We will come back to this principle later in Section 6.2. However, they actually proved (but did not mention) that this operator $C_{g}$ is then even locally uniformly continuous. Another proof for this was given earlier in 1969 for $X=B V$ in [55]. We give here a more elementary proof for this fact and show even more: $g \in C^{1}(\mathbb{R})$ is in fact equivalent to the locally uniform continuity of $C_{g}$ in all our $B V$-spaces.

Theorem 5.1.23. Let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, and let $X$ be any of the spaces $B V, W B V_{p}$, $Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Then $C_{g}: X \rightarrow X$ is uniformly continuous on bounded subsets of $X$ if and only if $g$ is continuously differentiable on $\mathbb{R}$.

Proof. We first assume that $C_{g}$ is uniformly continuous on bounded subsets of $X$. In order to show that $g$ is differentiable and has a continuous derivative, we show that $\left.g^{\prime}\right|_{D}$ is uniformly continuous on $[-R, R]$ for each $R \geq 1$, where $D$ is the set of points at
which $g$ is differentiable, in accordance with Lemma 1.1.27 (a). To this end, let $R \geq 1$ and $\varepsilon>0$ be fixed, and consider the ball

$$
A:=\mathbb{B}_{34 R}(X)=\left\{x \in X \mid\|x\|_{X} \leq 34 R\right\}
$$

which is bounded in $X$. Since $C_{g}$ is uniformly continuous on $A$, there is some $\delta \in(0, R)$ such that for all $x, y \in A$ with $\|x-y\|_{X} \leq \delta$, we have $\left\|C_{g} x-C_{g} y\right\|_{X} \leq \varepsilon$. Now, fix $u, v \in D$ with $|u-v| \leq \delta$. By Lemma 5.1.18 (with $\gamma=1 / 16$ ) there is some $\varrho \in(0, R]$ such that for all $\alpha=\beta \in(0, \varrho]$ we get $x, y \in A$ with $\|x-y\|_{X}=|u-v|$ and

$$
\left|\frac{g(u+\alpha)-g(u)}{\alpha}-\frac{g(v+\alpha)-g(v)}{\alpha}\right| \leq\left\|C_{g} x-C_{g} y\right\|_{X} \leq \varepsilon .
$$

Letting $\alpha \rightarrow 0+$ yields $\left|g^{\prime}(u)-g^{\prime}(v)\right| \leq \varepsilon$, and this proves the claim.
For the converse, assume that $g$ is continuously differentiable in all of $\mathbb{R}$, and fix $\varepsilon>0$ and a bounded set $A \subseteq X$. Then there is some $R>0$ such that $\|x\|_{X} \leq R$ for all $x \in A$. Because of the continuity of $g^{\prime}$, the function $G: \mathbb{R}^{2} \rightarrow \mathbb{R}$, defined by

$$
G(u, v):= \begin{cases}\frac{g(u)-g(v)}{u-v} & \text { for } u \neq v \\ g^{\prime}(u) & \text { for } u=v\end{cases}
$$

is continuous with respect to the norm $\|(u, v)\|_{\mathrm{m}}:=\max \{|u|,|v|\}$ for $\mathbb{R}^{2}$ and the Euclidean norm for $\mathbb{R}$, and in particular uniformly continuous on compact subsets of $\mathbb{R}^{2}$. Thus, we find a $\delta \in(0, \varepsilon]$ such that

$$
\left|G\left(u_{1}, v_{1}\right)-G\left(u_{2}, v_{2}\right)\right| \leq \varepsilon
$$

for all $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right) \in[-R, R]^{2}$ with $\left\|\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right)\right\|_{\mathrm{m}} \leq \delta$, and why $G$ is bounded on $[-R, R]^{2}$, i.e. $|G(u, v)| \leq M$ for some $M>0$ and all $u, v \in[-R, R]$. Moreover, since $g$ itself is uniformly continuous on $[-R, R]$, we can assume that $\delta$ is so small that $|g(u)-g(v)| \leq \varepsilon$ holds for all $u, v \in[-R, R]$ with $|u-v| \leq \delta$.
We now fix $x, y \in A$ with $\|x-y\|_{X} \leq \delta$; in particular, we have $\|x\|_{\infty},\|y\|_{\infty} \leq R$ and $\|x-y\|_{\infty} \leq \delta$ which implies $x(t), y(t) \in[-R, R]$ and $|x(t)-y(t)| \leq \delta$ for all $t \in[0,1]$. For fixed $s, t \in[0,1]$ we write for abbreviation $x_{s}:=x(s), y_{s}:=y(s), x_{t}:=x(t), y_{t}:=$ $y(t)$. Then $\left\|\left(x_{s}, x_{t}\right)-\left(y_{s}, y_{t}\right)\right\|_{\mathrm{m}} \leq\|x-y\|_{\infty} \leq \delta$, and thus

$$
\left|G\left(x_{s}, x_{t}\right)-G\left(y_{s}, y_{t}\right)\right| \leq \varepsilon .
$$

This implies

$$
\begin{align*}
\mid\left(C_{g} x-C_{g} y\right) & (s)-\left(C_{g} x-C_{g} y\right)(t)\left|=\left|g\left(x_{s}\right)-g\left(y_{s}\right)-g\left(x_{t}\right)+g\left(y_{t}\right)\right|\right. \\
& =\left|G\left(x_{s}, x_{t}\right)\left(x_{s}-x_{t}\right)-G\left(y_{s}, y_{t}\right)\left(y_{s}-y_{t}\right)\right| \\
& \leq\left|G\left(x_{s}, x_{t}\right)-G\left(y_{s}, y_{t}\right)\right|\left|x_{s}-x_{t}\right|+\left|G\left(y_{s}, y_{t}\right)\right|\left|x_{s}-x_{t}-y_{s}+y_{t}\right| \\
& \leq \varepsilon|x(s)-x(t)|+M|x(s)-y(s)-x(t)+y(t)| \tag{5.1.20}
\end{align*}
$$

Let $\Phi$ be the seminorm part of $\|\cdot\|_{X}$ as in Table 1.2.1. Then by (5.1.20) and Lemma 1.2.26,

$$
\begin{equation*}
\Phi\left(C_{g} x-C_{g} y\right) \leq \varepsilon \Phi(x)+M \Phi(x-y) . \tag{5.1.21}
\end{equation*}
$$

Finally, by our choice of $\delta$,

$$
\begin{equation*}
\left\|C_{g} x-C_{g} y\right\|_{\infty}=\sup _{t \in[0,1]}|g(x(t))-g(y(t))| \leq \varepsilon \tag{5.1.22}
\end{equation*}
$$

Combining (5.1.21) with (5.1.22) while taking $\delta \leq \varepsilon$ into account gives

$$
\left\|C_{g} x-C_{g} y\right\|_{X} \leq \varepsilon+\varepsilon\|x\|_{X}+M\|x-y\|_{X} \leq \varepsilon(1+R+M),
$$

and this completes the proof.
As a last result, we discuss the most difficult problem which is a characterization of pointwise continuity of $C_{g}: X \rightarrow X$ if $X$ is one of our BV spaces. This problem is far from being fully understood and seems to be extremely complicated. The first one who discussed this problem was Morse [118] who proved 1937 that $C_{g}: B V \rightarrow B V$ is pointwise continuous if and only if $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. In other words, as soon as the composition operator $C_{g}: B V \rightarrow B V$ is well-defined (that is, $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ ), we get boundedness and pointwise continuity of $C_{g}$ for free. However, Morse's proof including all auxiliary results is around 30 pages long which shows that the continuity problem seems to be highly nontrivial indeed. In the recent paper [96], the author gives a more straightforward and elegant proof. In Section 6.2 we will discuss this problem in more detail and give a third proof in Theorem 6.2.8. We will follow another idea and give some insight into the convergence behavior of sequences of composition operators in the space $B V$. However, it seems that all the aforementioned ideas cannot be generalized to $\Lambda B V$ or $Y B V_{\varphi}$, not even to $W B V_{p}$.

In the Riesz space $R B V_{p}$, however, we may use a trick to get continuity. As was shown by Marcus and Mizel [101], the composition operator $C_{g}$ for $g \in \operatorname{Lip} p_{l o c}(\mathbb{R})$ maps the Sobolev space $W^{1, p}$ for $p>1$ into itself and is continuous. Since $R B V_{p}$ contains the continuous representatives of $W^{1, p}$, and since their $R B V_{p}$-norms agree with their $W^{1, p_{-}}$ norms, we conclude that $C_{g}: R B V_{p} \rightarrow R B V_{p}$ is also continuous. Summarizing these observations, we obtain

Theorem 5.1.24. Let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, and let $X$ be $B V$ or $R B V_{p}$. Then $C_{g}: X \rightarrow X$ is continuous.

As said, we do not know if the same result is true for $X$ being one of the spaces $W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$. However, similar continuity results are known. For instance, the authors of [31] proved that for $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ the operator $C_{g}$ maps $B V$ into $W B V_{p}$ and is continuous for any $p>1$. The same authors achieved in [32] a particularly noteworthy result: If $g: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and $\Lambda$ is a given Waterman sequence, then one can construct another Waterman sequence $\Gamma$ such that $C_{g}$ maps $\Lambda B V$ into
$\Gamma B V$ and is continuous. It is, however, not clear under which circumstances $\Lambda=\Gamma$ holds.
Finally, note that many of the mapping properties of the composition operator discussed here in both $B V$-spaces and other spaces may also be found in the survey paper [8].

Table 5.1.2 summarizes what we know about the composition operator $C_{g}: X \rightarrow X$ for $X$ being one of our BV spaces $B V, W B V_{p}, Y B V_{\varphi}$ with $\varphi \in \delta_{2}, \Lambda B V$ or $R B V_{p}$ :

Table 5.1.2: Mapping properties of $C_{g}$ reflected by those of $g$.

| $C_{g}: X \rightarrow X$ is | if and only if |
| :--- | :--- |
| well-defined | $g \in \operatorname{Lip}_{l o c}(\mathbb{R})$ |
| bounded | $g \in \operatorname{Lip}_{l o c}(\mathbb{R})$ |
| continuous |  |
| (known only for $X=B V$ and $\left.X=R B V_{p}\right)$ | $g \in \operatorname{Lip}_{l o c}(\mathbb{R})$ |
| locally uniformly continuous | $g \in C^{1}(\mathbb{R})$ |
| locally Lipschitz continuous | $g \in \operatorname{Lip}_{l o c}^{1}(\mathbb{R})$ |
| globally uniformly continuous | $g$ is affine |
| globally Lipschitz continuous | $g$ is affine |
| compact | $g$ is constant |

Although boundedness and continuity are in general independent for a nonlinear operator, as mentioned before, the table shows that for the operator $C_{g}$ they are in fact equivalent, at least in the spaces $B V$ and $R B V_{p}$.

### 5.2 Superposition Operators

In this section we investigate the superposition operator $N_{g}: X \rightarrow Y$ defined by 5.0.2 between two function spaces $X$ and $Y$ of real-valued functions on $[0,1]$, that is,

$$
N_{g} x(t)=g(t, x(t)) \quad \text { for } 0 \leq t \leq 1
$$

where $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a given function. The behavior of $N_{g}$ is much more complex than that of its little brother $C_{g}$ which we have studied in the previous section. This section is dedicated to investigate the superposition operator (5.0.2) in our $B V$-spaces with respect to analytic properties like continuity and compactness. Unfortunately, not so much is known in the spaces $W B V_{p}, Y B V_{\varphi}$ and $R B V_{p}$, and the superposition operator in contrast to the composition operator $C_{g}$ reveals very often quite weird and unexpected properties. We therefore focus ourselves mainly on the space $B V$ and give comments for the other $B V$-spaces.

For making the presentation more coherent and for not overburdening the formulation of the upcoming results, we collect here right from the beginning seven technical conditions (A)-(G) on the generating function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$.

$$
\begin{align*}
\exists L>0 \forall u, v \in \mathbb{R}: \quad\|g(\cdot, u)-g(\cdot, v)\|_{\infty} \leq L|u-v|,  \tag{A}\\
\forall R>0 \exists L_{R}>0 \forall u, v \in[-R, R]: \quad\|g(\cdot, u)-g(\cdot, v)\|_{\infty} \leq L_{R}|u-v|,  \tag{B}\\
\exists M>0 \forall u \in \mathbb{R}: \quad \operatorname{Var}(g(\cdot, u)) \leq M,  \tag{C}\\
\forall R>0 \exists M_{R}>0 \forall u \in[-R, R]: \quad \operatorname{Var}(g(\cdot, u)) \leq M_{R},  \tag{D}\\
\exists M>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n-1} \in \mathbb{R}: \\
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right| \leq M,  \tag{E}\\
\forall R>0 \exists M_{R}>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n-1} \in[-R, R]: \\
\sum_{j=1}^{n-1}\left|u_{j-1}-u_{j}\right| \leq R \Longrightarrow \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right| \leq M_{R},  \tag{F}\\
\forall R>0 \exists M_{R}>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n} \in[-R, R]: \\
\sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq R \\
\Longrightarrow \quad \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right| \leq M_{R} \\
\quad \text { and } \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right| \leq M_{R} . \tag{G}
\end{align*}
$$

One could call (A) a Lipschitz condition for $g(t, \cdot)$, uniformly in $t,(\mathrm{~B})$ a local Lipschitz condition for $g(t, \cdot)$, uniformly in $t,(\mathrm{C})$ a variation condition for $g(\cdot, u)$, uniformly in $u$, (D) a variation condition for $g(t, \cdot)$, locally uniformly in $u$, (E) a mixed condition for $g$, (F) a local mixed condition for $g$ and (G) a local crossed mixed condition for $g$.

Note that for functions $g$ not depending on its first argument, that is, $g(t, u)=h(u)$ for all $t \in[0,1], u \in \mathbb{R}$ and some function $h: \mathbb{R} \rightarrow \mathbb{R}$, condition (A) reduces to $h \in \operatorname{Lip}(\mathbb{R})$, (B) is the same as $h \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, and the conditions (C)-(F) are always satisfied. Condition (G) is equivalent to $h \in S B V[-R, R]$, where $S B V$ is the class of function of super bounded variation introduced in Section 1.2. But in Theorem 1.1 .22 we have seen that $S B V[-R, R]=\operatorname{Lip}[-R, R]$ and so $(G)$ is equivalent to $h \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$.
Let us come back to the general case when $g$ depends on both arguments. There are some obvious interconnections between the conditions (A)-(G) which we collect in Figure 5.2.1. Here, $(\mathrm{X}) \longrightarrow(\mathrm{Y})$ means that $(\mathrm{X})$ implies $(\mathrm{Y})$.
(G)
(A)


Figure 5.2.1: Relations between the conditions (A)-(G).

None of these implications can be inverted, and we will show this in the sequel by a series of examples. In order to give such examples, we will frequently consider generating functions $g$ that have the form

$$
g(t, u)= \begin{cases}\varphi_{j}(u) & \text { for } t=\frac{1}{2 j}, j \in \mathbb{N}  \tag{5.2.1}\\ 0 & \text { otherwise }\end{cases}
$$

where $\varphi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ for $j \in \mathbb{N}$ are arbitrary functions. In the following result we give precise criteria on the sequence $\left(\varphi_{j}\right)$ under which the function $g$ in (5.2.1) satisfies the conditions (A)-(G). Note that for fixed $u \in \mathbb{R}$ we have for $g$ in (5.2.1) the identity

$$
\begin{equation*}
g(t, u)=\mathfrak{J}_{\left(\varphi_{j}(u)\right)}(t) \tag{5.2.2}
\end{equation*}
$$

where $\mathfrak{J}$ denotes the functions defined in 1.2.1.
Proposition 5.2.1. Let $\varphi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ for $j \in \mathbb{N}$ be arbitrary functions. Then $g$ in (5.2.1) satisfies condition
(A) if and only if there is an $L>0$ such that $\left|\varphi_{j}(u)-\varphi_{j}(v)\right| \leq L|u-v|$ for all $j \in \mathbb{N}$ and all $u, v \in \mathbb{R}$,
(B) if and only if for each $R>0$ there is an $L_{R}>0$ such that $\left|\varphi_{j}(u)-\varphi_{j}(v)\right| \leq$ $L_{R}|u-v|$ for all $j \in \mathbb{N}$ and all $u, v \in[-R, R]$,
(C) if and only if there is an $M>0$ such that $\sum_{j=1}^{\infty}\left|\varphi_{j}(u)\right| \leq M$ for all $u \in \mathbb{R}$,
(D) if and only if for each $R>0$ there is an $M_{R}>0$ such that $\sum_{j=1}^{\infty}\left|\varphi_{j}(u)\right| \leq M_{R}$ for all $u \in[-R, R]$,
(E) if and only if there is an $M>0$ such that $\sum_{j=1}^{\infty}\left|\varphi_{j}\left(u_{j}\right)\right| \leq M$ for all sequences $\left(u_{j}\right)$ in $\mathbb{R}$,
(F) if and only if for each $R>0$ there is an $M_{R}>0$ such that $\sum_{j=1}^{\infty}\left|\varphi_{j}\left(u_{j}\right)\right| \leq M_{R}$ for all sequences $\left(u_{j}\right)$ in $[-R, R]$ satisfying $\sum_{j=1}^{\infty}\left|u_{j-1}-u_{j}\right| \leq R$,
$(G)$ if and only if it satisfies $(F)$.

Proof. Let the conditions mentioned here in Proposition 5.2.1 be labeled by ( $\mathrm{A}^{*}$ )$\left(G^{*}\right)$. We need to prove that $(A) \Leftrightarrow\left(A^{*}\right),(B) \Leftrightarrow\left(B^{*}\right)$ and so on. First note that the equivalences $(\mathrm{A}) \Leftrightarrow\left(\mathrm{A}^{*}\right),(\mathrm{B}) \Leftrightarrow\left(\mathrm{B}^{*}\right),(\mathrm{C}) \Leftrightarrow\left(\mathrm{C}^{*}\right)$ and $(\mathrm{D}) \Leftrightarrow\left(\mathrm{D}^{*}\right)$ are clear, where for the latter two we use (5.2.2) and 1.2 .2 . For the remaining proof let $\tau_{j}:=1 /(2 j)$ for $j \in \mathbb{N}$.
For " $(\mathrm{E}) \Rightarrow\left(\mathrm{E}^{*}\right)$ " assume that $g$ in (5.2.1) satisfies condition (E) with $M>0$. Let $\left(v_{j}\right)$ be a sequence in $\mathbb{R}$ and $n \in \mathbb{N}$ be fixed. For $j \in\{0, \ldots, n-1\}$ set $t_{2 j+1}:=\tau_{n-j}, t_{0}:=0$, $t_{2 n}:=1$ and then pick $t_{2 j} \in\left(t_{2 j-1}, t_{2 j+1}\right)$ arbitrarily for $j \in\{1, \ldots, n-1\}$. Moreover, set $u_{2 j}:=u_{2 j+1}:=v_{n-j}$ for $j \in\{0, \ldots, n-1\}$. Condition (E) yields

$$
M \geq \sum_{j=1}^{2 n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right|=2 \sum_{j=1}^{n}\left|\varphi_{j}\left(v_{j}\right)\right|
$$

and letting $n \rightarrow \infty$ gives ( $\mathrm{E}^{*}$ ).
For the converse assume that $g$ satisfies $\left(\mathrm{E}^{*}\right)$ with $M>0$ and fix a partition $0=t_{0}<$ $\ldots<t_{n}=1$ of $[0,1]$ and numbers $u_{0}, \ldots, u_{n-1} \in \mathbb{R}$. If we set $u_{j}:=0$ for $j \geq n$, we get by ( $\mathrm{E}^{*}$ ),

$$
\begin{aligned}
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right| & \leq \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)\right|+\sum_{j=1}^{n}\left|g\left(t_{j}, u_{j-1}\right)\right| \\
& \leq \sum_{j=2}^{\infty}\left|\varphi_{j-1}\left(u_{j-1}\right)\right|+\sum_{j=1}^{\infty}\left|\varphi_{j}\left(u_{j-1}\right)\right| \leq 2 M
\end{aligned}
$$

which establishes (E).
For " $(\mathrm{F}) \Rightarrow\left(\mathrm{F}^{*}\right)$ " assume that $g$ in (5.2.1) satisfies condition (F) with $M_{R}>0$ for $R>0$. Let $\left(v_{j}\right)$ be a sequence in $[-R, R]$ with $\sum_{j=1}^{\infty}\left|v_{j-1}-v_{j}\right| \leq R$, and let $n \in \mathbb{N}$ be fixed. For $j \in\{0, \ldots, n-1\}$ set $t_{2 j+1}:=\tau_{n-j}, t_{0}:=0, t_{2 n}:=1$ and then pick $t_{2 j} \in\left(t_{2 j-1}, t_{2 j+1}\right)$ arbitrarily for $j \in\{1, \ldots, n-1\}$. Moreover, set $u_{2 j}:=u_{2 j+1}:=v_{n-j}$ for $j \in\{0, \ldots, n-1\}$. Then $u_{0}, \ldots, u_{2 n+1} \in[-R, R]$ with

$$
\sum_{j=1}^{2 n-1}\left|u_{j-1}-u_{j}\right|=\sum_{j=2}^{n}\left|v_{j-1}-v_{j}\right| \leq \sum_{j=1}^{\infty}\left|v_{j-1}-v_{j}\right| \leq R .
$$

Consequently, condition (F) yields

$$
M_{R} \geq \sum_{j=1}^{2 n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right|=2 \sum_{j=1}^{n}\left|\varphi_{j}\left(v_{j}\right)\right|
$$

and letting $n \rightarrow \infty$ gives ( $\mathrm{F}^{*}$ ).
For the converse assume that $g$ satisfies $\left(\mathrm{F}^{*}\right)$ with $M_{R}$ for fixed $R>0$, and fix a partition $0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$ and numbers $u_{0}, \ldots, u_{n-1} \in[-R, R]$ with $\sum_{j=1}^{n-1}\left|u_{j-1}-u_{j}\right| \leq R$. Let $T:=\left\{\tau_{j}, \mid j \in \mathbb{N}\right\}$, where the $\tau_{j}$ have been defined at the beginning of this proof. From the numbers $t_{0}, \ldots, t_{n}$ we extract those which belong to $T$ and relabel them $t_{j_{0}}, \ldots, t_{j_{m}}=\tau_{l_{0}}, \ldots, \tau_{l_{m}}$; note that $t_{n} \notin T$ and hence $m<n$. The numbers $u_{j_{k}}$ as well as the numbers $u_{j_{k}-1}$ then satisfy

$$
\sum_{k=1}^{m}\left|u_{j_{k-1}}-u_{j_{k}}\right|, \sum_{k=1}^{m}\left|u_{j_{k-1}-1}-u_{j_{k}-1}\right| \leq \sum_{j=1}^{n-1}\left|u_{j-1}-u_{j}\right| \leq R .
$$

Consequently, we can apply ( $\mathrm{F}^{*}$ ) and obtain

$$
\begin{aligned}
& \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right| \leq \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)\right|+\sum_{j=1}^{n}\left|g\left(t_{j}, u_{j-1}\right)\right| \\
& \quad=\sum_{k=0}^{m}\left|g\left(t_{j_{k}}, u_{j_{k}}\right)\right|+\sum_{k=0}^{m}\left|g\left(t_{j_{k}}, u_{j_{k}-1}\right)\right|=\sum_{k=0}^{m}\left|\varphi_{l_{k}}\left(u_{j_{k}}\right)\right|+\sum_{k=0}^{m}\left|\varphi_{l_{k}}\left(u_{j_{k}-1}\right)\right| \leq 2 M_{R}
\end{aligned}
$$

which establishes (F).
Since in general (G) implies (F) we only have to prove that (F) also implies (G) for the function (5.2.1). Thus, assume that $g$ satisfies (F). We already know that then it satisfies also ( $\mathrm{F}^{*}$ ). Because of

$$
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right| \leq \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)\right|+\sum_{j=1}^{n}\left|g\left(t_{j}, u_{j}\right)\right|
$$

and

$$
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right| \leq \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)\right|+\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)\right|
$$

we can use the same argument as in the implication " $\left(\mathrm{F}^{*}\right) \Rightarrow(\mathrm{F})$ " to prove that $g$ also satisfies the condition (G).

We can now use Proposition 5.2.1 to construct examples showing that none of the implications given in Figure 5.2.1 can be inverted, with one exception: Since for the function $g$ in (5.2.1) the conditions (F) and (G) are equivalent, in order to show that (F) does not imply (G) we need an example that has not the form (5.2.1). Here is one:

Example 5.2.2. It suffices to consider a function $g$ which is independent of $t$. Indeed, take any function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ and set $g(t, u):=\varphi(u)$. Then (C), (D), (E) and (F) are clearly satisfied, because $g(s, u)-g(t, u)=0$ for all $s, t \in[0,1]$ and $u \in \mathbb{R}$. Condition $(\mathrm{G})$ now translates to the following condition:

$$
\begin{gathered}
\forall R>0 \exists M_{R}>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n} \in[-R, R]: \\
\sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq R \quad \Longrightarrow \quad \sum_{j=1}^{n}\left|\varphi\left(u_{j-1}\right)-\varphi\left(u_{j}\right)\right| \leq M_{R} .
\end{gathered}
$$

By Theorem 1.1.22, this is equivalent to $\varphi \in \operatorname{Lip}[-R, R]$ for each $R>0$. Thus, for any function $\varphi$ which is not locally Lipschitz continuous the corresponding generator $g$ will satisfy (F) but not (G). For instance, $\varphi(u)=\sqrt{|u|}$ will do the job. Note that this function cannot satisfy (A) or (B), because it is not locally Lipschitz continuous with respect to $u$.
None of the ostensibly strong conditions (A) and (B) does imply any of the other conditions (C), (D), (E), (F) or (G).

Example 5.2.3. Let $\varphi_{j}:=\mathbb{1}$ for $j \in \mathbb{N}$ and consider $g$ in (5.2.1). Then clearly (A) and (B) are met, but neither (C), (D), (E), (F) nor (G) hold, because none of the series in Proposition 5.2.1 can converge.

The next example shows that neither (C), (D) nor (F) implies (E).
Example 5.2.4. Let $\varphi_{j}:=\chi_{(j, j+1)}$ for $j \in \mathbb{N}$ and consider $g$ in (5.2.1). Any fixed $u \in \mathbb{R}$ belongs to at most one interval $(j, j+1)$. Thus, $\varphi_{j}(u)=0$ for all but at most one $j \in \mathbb{N}$; in particular, $g$ satisfies (C) and (D) by Proposition 5.2.1 with $M=1$ and $M_{R}=1$, respectively.
Moreover, for fixed $R>0$ and any sequence $\left(u_{j}\right)$ in $[-R, R]$ we have that $\varphi_{n}\left(u_{j}\right)=0$ for all $j \in \mathbb{N}$ and $n \geq R$; in particular, $g$ satisfies (F) and hence (G) by Proposition 5.2.1 with $M_{R}=R$. But by the same Proposition, $g$ cannot satisfy (E), because for the sequence $u_{j}:=j+1 / 2$ we have that $\varphi_{j}\left(u_{j}\right)=1$ for all $j \in \mathbb{N}$. Note that $g$ can also not fulfill (A) or (B), because none of the functions $\varphi_{j}$ is locally Lipschitz continuous. $\diamond$
A slight modification of the previous example shows that neither (C) nor (D) implies any of the conditions (E), (F) and (G).
Example 5.2.5. Let $\varphi_{j}:=\chi_{\left(\frac{1}{j+1}, \frac{1}{j}\right)}$ for $j \in \mathbb{N}$ and consider $g$ in (5.2.1). Any fixed $u \in \mathbb{R}$ belongs to at most one interval $\left(\frac{1}{j+1}, \frac{1}{j}\right)$. Thus, $\varphi_{j}(u)=0$ for all but at most one $j \in \mathbb{N}$; in particular, $g$ satisfies (C) and (D) by Proposition 5.2.1 with $M=1$ and $M_{R}=1$, respectively.
Moreover, $g$ cannot satisfy (E), (F) or (G), again by Proposition 5.2.1, because for $R=1$ and the sequence $u_{j}:=\frac{1}{2}\left(\frac{1}{j+1}+\frac{1}{j}\right)$ for $j \in \mathbb{N}$ in $[-1,1]=[-R, R]$ we have on the one hand

$$
\sum_{j=2}^{\infty}\left|u_{j-1}-u_{j}\right|=u_{1}-\lim _{n \rightarrow \infty} u_{n}=\frac{3}{4} \leq 1=R
$$

and on the other hand $\varphi_{j}\left(u_{j}\right)=1$ for all $j \in \mathbb{N}$. Finally, $g$ cannot satisfy (A) and (B), because none of the functions $\varphi_{j}$ is locally Lipschitz continuous.
The last example in this series proves that (D) does not imply (C) and that (A) cannot be deduced from (B).
Example 5.2.6. Let $\varphi_{j}(u):=u^{2} / j^{2}$ for $u \in \mathbb{R}$ and $j \in \mathbb{N}$. Then

$$
\begin{equation*}
\sum_{j=1}^{\infty} \varphi_{j}\left(u_{j}\right)=\sum_{j=1}^{\infty} \frac{u_{j}^{2}}{j^{2}} \tag{5.2.3}
\end{equation*}
$$

for any real sequence $\left(u_{j}\right)$. In particular, if $u_{j}=u$ for some fixed $u \in \mathbb{R}$ and all $j \in \mathbb{N}$, (5.2.3) becomes

$$
\sum_{j=1}^{\infty} \varphi_{j}\left(u_{j}\right)=\frac{\pi^{2}}{6} u^{2}
$$

and so $g$ in (5.2.1) satisfies (D) but not (C), as well as (B) but not (A) by Proposition 5.2.1. Moreover, ( E ) is not satisfied, because for the sequence $u_{j}:=j$ the series in (5.2.3) diverges. Condition (F) and hence also (G), however, are satisfied, because if $\left(u_{j}\right)$ is bounded by $R>0$, then the series in 5.2 .3 is majorized by $R^{2} \pi^{2} / 6$.
We remark that even if (A) and (B) alone do not imply any of the other conditions, (B) together with (F) implies (G). This explains why the function $\varphi$ in Example 5.2.2 had to be chosen so that it was not locally Lipschitz continuous.

We summarize in the following table which of the previous five example satisfies the conditions (A)-(G).

Table 5.2.1: Conditions (A)-(G) in the above examples.

| Example | (A) | (B) | (C) | (D) | (E) | (F) | (G) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.2 .2 | no | no | yes | yes | yes | yes | no |
| 5.2.3 | yes | yes | no | no | no | no | no |
| 5.2.4 | no | no | yes | yes | no | yes | yes |
| 5.2.5 | no | no | yes | yes | no | no | no |
| 5.2.6 | no | yes | no | yes | no | yes | yes |

From this table we see immediately that none of the implications in Figure 5.2.1 can be inverted. We therefore present the same diagram again here in Figure 5.2.2, but this time, the numbers labeling the arrows refer to the examples which show that the corresponding implications cannot be inverted.


Figure 5.2.2: Relations between the conditions (A)-(G).
We now come back to the general superposition operator $N_{g}: B V \rightarrow B V$. Let us check the sufficiency (or necessity) of the conditions (A)-(G) for the acting condition $N_{g}(B V) \subseteq B V$ and the analytic properties of $N_{g}$. To begin with, we remark that Lyamin [94] claimed that the conditions (B) and (D) together imply $N_{g}(B V) \subseteq B V$. However, Maćkowiak showed in [95] by means of a sophisticated example that this is in fact false, even if (A) and (D) are assumed to be true. With the help of our special functions (5.2.1) and Proposition 5.2.1 we can now give a much simpler example.

Example 5.2.7. For $j \in \mathbb{N}$ we define $\varphi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\varphi_{j}(u)=\max \{0,1 / j-||u|-1 / j|\} .
$$

Figure 5.2 .3 shows the relevant part of $\varphi_{j}$ for fixed $j \in \mathbb{N}$.


Figure 5.2.3: The function $\varphi_{j}$ for fixed $j \in \mathbb{N}$.

Then the $\varphi_{j}$ are globally Lipschitz continuous with $\operatorname{lip}\left(\varphi_{j}\right)=1$ for all $j \in \mathbb{N}$; in particular, the corresponding function $g$ in (5.2.1) satisfies (A) by Proposition 5.2.1. Moreover, $\varphi_{j}(0)=0$ for all $j \in \mathbb{N}$, and for fixed $u \in \mathbb{R} \backslash\{0\}$ we have $\varphi_{j}(u)=0$ if $|u| \geq 2 / j$. Since $0 \leq \varphi_{j}(u) \leq|u|$ for all $j \in \mathbb{N}$ and $u \in \mathbb{R}$ we obtain in this case

$$
\sum_{j=1}^{\infty} \varphi_{j}(u) \leq \sum_{j \leq 2 /|u|}|u| \leq 2
$$

which shows that $g$ satisfies (C) and hence (D), again by Proposition 5.2.1. But $N_{g}$ does not map $B V$ into itself. For instance, the function $x(t):=t$ clearly belongs to $B V$, but

$$
N_{g}(t, x(t))=\left\{\begin{array}{ll}
\varphi_{j}\left(\frac{1}{2 j}\right) & \text { for } t=\frac{1}{2 j}, \\
0 & \text { otherwise },
\end{array}= \begin{cases}\frac{1}{2 j} & \text { for } t=\frac{1}{2 j}, \\
0 & \text { otherwise }\end{cases}\right.
$$

does not.
The same idea leads to the sequence $u_{j}:=\frac{1}{2 j}$ for $j \in \mathbb{N}$ and $u_{0}:=1$ with $\sum_{j=1}^{\infty} \mid u_{j-1}-$ $u_{j} \mid=1$ and

$$
\sum_{j=1}^{\infty} \varphi_{j}\left(u_{j}\right)=\sum_{j=1}^{\infty} \varphi_{j}\left(\frac{1}{2 j}\right)=\sum_{j=1}^{\infty} \frac{1}{2 j}=\infty .
$$

Consequently, neither of the conditions (E), (F) and (G) can be satisfied, again by our Proposition 5.2.1.

The first correct sufficient conditions for the inclusion $N_{g}(B V) \subseteq B V$ have been obtained by Bugajewska in 2010 [25] and Bugajewska et al. in 2016 [26] and read as follows.

Theorem 5.2.8. If the generating function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies ( $A$ ) and ( $E$ ), then $N_{g}$ maps $B V$ into itself.

Theorem 5.2.9. If the generating function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies ( $B$ ) and ( $F$ ), then $N_{g}$ maps $B V$ into itself and is bounded.

Since $(\mathrm{A}) \Rightarrow(\mathrm{B})$ and $(\mathrm{E}) \Rightarrow(\mathrm{F})$, but neither $(\mathrm{B}) \Rightarrow(\mathrm{A})$ nor $(\mathrm{F}) \Rightarrow(\mathrm{E})$, Theorem 5.2.9 is actually stronger than Theorem 5.2.8. Moreover, the Theorems 5.2.8 and 5.2.9 explain why $g$ in Example 5.2 .7 could not satisfy (E) and (F), because $N_{g}(B V) \nsubseteq B V$ in this case.
However, the conditions given in the Theorems 5.2.8 and 5.2.9 are only sufficient for the boundedness of the operator $N_{g}$. We illustrate this for the condition (B) by the following simple
Example 5.2.10. Define $\varphi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ by $\varphi_{1}(u)=\min \{\sqrt{|u|}, 1\}$ and $\varphi_{j}=\mathbb{0}$ for $j \geq 2$. Then by Proposition 5.2.1 the corresponding function $g$ in (5.2.1) satisfies (C), (D), (E), (F) and (G), but neither (A) nor (B). Nonetheless, $N_{g}$ maps $B V$ into itself, because for $x \in B V$ we have

$$
N_{g} x(t)=g(t, x(t))= \begin{cases}\min \{\sqrt{|x(1 / 2)|}, 1\} & \text { for } t=1 / 2 \\ 0 & \text { for } t \in[0,1] \backslash\{1 / 2\}\end{cases}
$$

and hence

$$
\left\|N_{g} x\right\|_{B V}=3 \min \{\sqrt{|x(1 / 2)|}, 1\} \leq 3 \sqrt{\|x\|_{B V}}
$$

which also shows that $N_{g}: B V \rightarrow B V$ is bounded.
However, the condition (B) and (D) are "almost" necessary for the boundedness of $N_{g}$. The precise formulation is as follows [55].

Theorem 5.2.11. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be so that $N_{g}$ maps $B V$ into itself and is bounded. Then $g$ can be written as

$$
g(t, u)=g_{1}(t, u)+g_{2}(t, u)
$$

where the functions $g_{1}, g_{2}:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ have the following properties.
(a) The function $g_{1}$ satisfies the conditions (B) and (D).
(b) The function $g_{2}$ vanishes on $([0,1] \backslash \mathcal{C}) \times \mathbb{R}$, where $\mathcal{C} \subseteq[0,1]$ is some countable set.

It turns out that condition (G) alone is exactly what we need to characterize bounded superposition operators in $B V$ [26]:

Theorem 5.2.12. The superposition operator $N_{g}$ maps $B V$ into itself and is bounded if and only if the generating function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies condition $(G)$.

This explains why the function $g$ in Example 5.2.10 had to satisfy condition (G), in contrast to the function $g$ in Example 5.2.7.

The fact that boundedness is included in Theorem 5.2 .12 is somewhat unsatisfactory: One could ask whether or not condition $(\mathrm{G})$ is also necessary for the mere inclusion $N_{g}(B V) \subseteq B V$ without the boundedness requirement on $N_{g}$. This is not true, because in contrast to the composition operator $C_{g}$ which we have studied in the previous section the superposition operator $N_{g}$ need neither be bounded nor continuous if it maps $B V$ into itself. This is illustrated by the following example which is a slight modification of Example 5.2.10.

Example 5.2.13. Define $\varphi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\varphi_{1}(u)= \begin{cases}1 / u & \text { for } u \neq 0 \\ 0 & \text { for } u=0\end{cases}
$$

and $\varphi_{j}=\mathbb{O}$ for $j \geq 2$. Then by Proposition 5.2.1 the corresponding function $g$ in (5.2.1) satisfies none of the conditions (A)-(G). Nonetheless, $N_{g}$ maps $B V$ into itself, because for $x \in B V$ with $x(1 / 2) \neq 0$ we have

$$
N_{g} x(t)=g(t, x(t))= \begin{cases}1 / x(1 / 2) & \text { for } t=1 / 2 \\ 0 & \text { for } t \in[0,1] \backslash\{1 / 2\}\end{cases}
$$

and $N_{g} x=\mathbb{O}$ if $x(1 / 2)=0$. This implies $\left\|N_{g} x\right\|_{B V}=3 /|x(1 / 2)|$ for functions $x \in B V$ with $x(1 / 2) \neq 0$ and becomes infinitely large the closer $x(1 / 2)$ gets to 0 . Consequently, in this case the operator $N_{g}$ maps $B V$ into itself but cannot be bounded.
The previous example shows that neither of the condition (A)-(G) is necessary for the acting condition $N_{g}(B V) \subseteq B V$ which again illustrates impressively the weird behavior of the operator $N_{g}$ in contrast to its quite well behaving little brother $C_{g}$.
As far as we know, a practical condition both necessary and sufficient for the acting condition $N_{g}(B V) \subseteq B V$ is not known. Tuch a criterion should be weaker than (G), but include the function $g$ from Example 5.2.13.
Concerning boundedness of $N_{g}$, the following result seems to be of independent interest. It shows that the boundedness of $g$ is reflected in the boundedness of $N_{g}$ [26].

Theorem 5.2.14. The following statements are true.
(a) Under the condition (B) the operator $N_{g}$ is bounded in $B V$ if and only if $g$ is locally bounded.
(b) If $N_{g}(B V) \subseteq B V$, then the set

$$
T_{R}:=\left\{t \in[0,1]\left|\sup _{|u| \leq r}\right| g(t, u) \mid=\infty\right\}
$$

is finite for each $R>0$.
Part (b) of Theorem 5.2.14 says, roughly speaking, that the points $t$ for which $g(t, \cdot)$ is unbounded on $[-R, R]$ must be isolated. That $T_{R}$ can be nonempty for all $R>0$ was shown in Example 5.2.13. For the function $g$ therein we have $T_{R}=\{1 / 2\}$ for all $R>0$. For the functions $g$ in all other examples considered in this section so far the set $T_{R}$ is empty for any $R>0$, as these functions are locally bounded with respect to $u \in \mathbb{R}$ for each fixed $t \in[0,1]$. However, even $T_{R}=\emptyset$ for all $R>0$ is not sufficient for $N_{g}(B V) \subseteq B V$, as Example 5.2.7 shows.

For Waterman spaces $\Lambda B V$ an analogue of Theorem 5.2 .9 is true where condition (F) has to be replaced by the following condition.

$$
\begin{align*}
& \forall R>0 \exists M_{R}>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n} \in[-R, R]: \\
& \quad \sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|u_{j-1}-u_{j}\right| \leq R \Longrightarrow \sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right| \leq M_{R},
\end{align*}
$$

and the suprema have to be taken over all permutations $\sigma$ of $\mathbb{N}$. In 30] the following result was shown.

Theorem 5.2.15. If the generating function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies ( $B$ ) and ( $F_{\Lambda}$ ), then $N_{g}$ maps $\Lambda B V$ into itself and is bounded.

[^8]Again, also for the Waterman space we have a perfect analogue to Theorem 5.2.12, but condition (G) has now to be adjusted in the following way.

$$
\begin{align*}
& \forall R>0 \exists M_{R}>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n} \in[-R, R]: \\
& \qquad \begin{aligned}
\sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|u_{j-1}-u_{j}\right| \leq R
\end{aligned} \\
& \\
& \Longrightarrow\left\{\begin{array}{l}
\sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right| \leq M_{R} \quad \text { and } \\
\sup _{\sigma} \sum_{j=1}^{n} \lambda_{\sigma(j)}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right| \leq M_{R},
\end{array}\right.
\end{align*}
$$

where the suprema are taken over all permutations $\sigma$ of $\mathbb{N}$. In [30] the authors proved
Theorem 5.2.16. The superposition operator $N_{g}$ maps $\Lambda B V$ into itself and is bounded if and only if $g$ satisfies condition $\left(G_{\Lambda}\right)$.

We do not know if there are any conditions similar to (G) and $\left(\mathrm{G}_{\Lambda}\right)$ for the spaces $Y B V_{\varphi}$ and $R B V_{p}$. However, we prove a necessary condition for an operator $N_{g}$ that maps $R B V_{p}$ into itself and is bounded which will be needed in the sequel and might be of its own interest.

Proposition 5.2.17. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be so that $N_{g}$ maps $R B V_{p}$ into itself and is bounded. Then $g(t, \cdot)$ is continuous in $\mathbb{R}$ for each fixed $t \in[0,1]$.

Proof. Fix $u \in \mathbb{R}, s \in[0,1]$ and $\varepsilon>0$. We assume $s \in[0,1)$; the proof for $s=1$ is similar. Since $N_{g}$ maps the space $R B V_{p}$ into itself the function $g(\cdot, u)$ is continuous at $s$. This is why we find some $\delta>0$ such that

$$
\begin{equation*}
|t-s| \leq \delta \quad \Rightarrow \quad|g(s, u)-g(t, u)| \leq \varepsilon / 2 \tag{5.2.4}
\end{equation*}
$$

Moreover, since $N_{g}$ is bounded there is some $M>0$ such that

$$
\begin{equation*}
\|x\|_{R B V_{p}} \leq|u|+2 \quad \Rightarrow \quad \operatorname{RVar}_{p}\left(N_{g} x\right)^{1 / p} \leq M / 2 . \tag{5.2.5}
\end{equation*}
$$

Fix $v \in[u-1, u+1] \backslash\{u\}$ so that

$$
\begin{equation*}
|u-v| \leq \min \left\{(1-s)^{(p-1) / p}, \delta^{(p-1) / p}, \frac{\varepsilon}{M}\right\} \tag{5.2.6}
\end{equation*}
$$

and define $t:=s+|u-v|^{p /(p-1)}$ which implies $0 \leq s<t \leq 1$ and $0<t-s=$ $|u-v|^{p /(p-1)} \leq \delta$. From (5.2.4) we get

$$
\begin{equation*}
|g(s, u)-g(t, u)| \leq \varepsilon / 2 . \tag{5.2.7}
\end{equation*}
$$

The function $x:[0,1] \rightarrow \mathbb{R}$, defined to be piecewise linear and continuous by $x(0)=$ $v=x(s)$ and $x(t)=u=x(1)$, has norm

$$
\|x\|_{R B V_{p}}=\max \{|u|,|v|\}+\frac{|u-v|}{(t-s)^{(p-1) / p}} \leq|u|+2 .
$$

Therefore, by $5.2 .5, \operatorname{RVar}_{p}\left(N_{g} x\right)^{1 / p} \leq M / 2$ which implies

$$
\frac{M}{2} \geq \frac{|g(s, x(s))-g(t, x(t))|}{(t-s)^{(p-1) / p}}=\frac{|g(s, v)-g(t, u)|}{|u-v|} .
$$

From this, 5.2.6 and 5.2.7 we obtain

$$
|g(s, v)-g(s, u)| \leq|g(s, v)-g(t, u)|+|g(t, u)-g(s, u)| \leq \frac{M}{2}|u-v|+\frac{\varepsilon}{2} \leq \varepsilon
$$

and this finishes the proof.
There are three questions naturally arising when we look at Proposition 5.2.17. The first is whether the statement follows from the inclusion $R B V_{p} \subseteq C$ for $p>1$. However, this inclusion gives us that if $N_{g}$ maps $R B V_{p}$ into itself, then $g(\cdot, u)$ is continuous on $[0,1]$ for each fixed $u \in \mathbb{R}$. Proposition 5.2.17, on the other hand, guarantees that under the additional assumption that $N_{g}$ is bounded in $R B V_{p}$, also $g(t, \cdot)$ is continuous on $\mathbb{R}$ for each fixed $t \in[0,1]$. Thus, $g$ is continuous with respect to both of its arguments separately.
Therefore, the second question is, whether under the hypotheses of Proposition 5.2.17 the function $g$ as a function of two variables is continuous on $[0,1] \times \mathbb{R}$. Unfortunately, we do not know the answer.
However, the third question, namely whether Proposition 5.2.17 is true in other $B V$ spaces like $B V$ itself, is easily answered by a counterexample.

Example 5.2.18. The function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
g(t, u)= \begin{cases}1 & \text { for }(t, u)=(0,0) \\ 0 & \text { for }(t, u) \neq(0,0)\end{cases}
$$

generates a bounded operator $N_{g}: X \rightarrow B V$ on any function space $X$, since

$$
N_{g} x= \begin{cases}\chi_{\{0\}} & \text { for } x(0)=0 \\ 0 & \text { for } x(0) \neq 0\end{cases}
$$

and thus $\left\|N_{g} x\right\|_{B V} \in\{0,2\}$. However, $g(0, \cdot)=\chi_{\{0\}}$ is discontinuous at $u=0$.
The previous example represents a more general fact about superposition operators. Indeed, Proposition 5.2 .17 is wrong in other "non-regular" $B V$-spaces, especially in $B V$ itself. The authors of [26] have shown that if $N_{g}$ maps $B V$ into itself, then nothing can be said about the function $u \mapsto g(t, u)$ for fixed $t \in[0,1]$.

We now turn to continuity properties of the superposition operator $N_{g}$ defined in (5.0.2). As we have seen in the previous section, boundedness and continuity as well as the pure acting condition are equivalent for the composition operator $C_{g}: B V \rightarrow B V$ and also equivalent to a certain regularity on $g$, namely a local Lipschitz continuity in $\mathbb{R}$. Moreover, locally uniform continuity of $C_{g}: X \rightarrow X$ was characterized in Theorem 5.1 .23 for all our $B V$-spaces. Accordingly, it is equivalent to $g$ being continuously
differentiable in $\mathbb{R}$. Consequently, there is a nice symmetry in the regularity of $g$ and its operator $C_{g}$ : The more regular $g$ is, the more regular $C_{g}$ is, as well, and we have illustrated and summarized this in Table 5.1.2

In the case of a superposition operator, however, things are completely different, not to say much worse. It turns out that the regularity of the generating function seems to have not so much to do with the regularity of the corresponding superposition operator $N_{g}$. Maćkowiak showed in [96] that even a globally Lipschitz continuous function $g$ : $[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ may generate a discontinuous superposition operator $N_{g}: B V \rightarrow B V$. His example is a piecewise linear function. In the following proposition we describe a general technique on how to construct such functions. The idea is that $g\left(\cdot, u_{n}\right)=g_{n}$ is a Lipschitz function for each $n \in \mathbb{N}$ with a uniform Lipschitz constant but so that its $B V$-norm is uniformly bounded away from 0 , where the number sequence $\left(u_{n}\right)$ decreases sufficiently fast to 0 . On the other hand, the functions $g_{n}$ have to converge uniformly to $\mathbb{0}$. We can then take the sequence $\left(x_{n}\right)$ of constant functions $x_{n}: \equiv u_{n}$ that converges in $B V$ to $\mathbb{0}$, but $N_{g} x_{n}(t)=g\left(t, x_{n}(t)\right)=g_{n}(t)$ has, as said, a $B V$-norm that is bounded away from 0 and hence cannot converge to $\mathbb{0}$. This implies that $N_{g}$ is discontinuous as an operator from $B V$ to $B V$. Here come the details.

Proposition 5.2.19. For every $n \in \mathbb{N}$ choose functions $g_{n} \in B V$ and numbers $u_{n} \in$ $(0,1]$ such that the following requirements are all met.
(i) $g_{n} \in \operatorname{Lip}[0,1]$ with $\operatorname{lip}\left(g_{n}\right) \leq L$ for some $L>0$ and all $n \in \mathbb{N}$,
(ii) $\operatorname{Var}\left(g_{n}\right) \geq 1$,
(iii) The sequence ( $u_{n}$ ) strictly decreases to 0 as $n \rightarrow \infty$,
(iv) There is some $M>0$ such that for all $n \in \mathbb{N}$,

$$
\frac{\left\|g_{n}\right\|_{\infty}+\left\|g_{n+1}\right\|_{\infty}}{u_{n}-u_{n+1}} \leq M
$$

Then the function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
g(\cdot, u)= \begin{cases}g_{1} & \text { for } u \geq u_{1},  \tag{5.2.8}\\ \frac{u-u_{n+1}}{u_{n}-u_{n+1}} g_{n}+\frac{u_{n}-u}{u_{n}-u_{n+1}} g_{n+1} & \text { for } u_{n+1} \leq u<u_{n}, n \in \mathbb{N}, \\ \mathbb{0} & \text { for } u \leq 0,\end{cases}
$$

is globally Lipschitz continuous and generates a superposition operator $N_{g}: B V \rightarrow B V$ that is discontinuous.

Proof. Condition (iii) guarantees that $g$ is well-defined.
We first show that $g$ is Lipschitz continuous on $[0,1] \times \mathbb{R}$. Observe that with the help of (i) we get $\operatorname{lip}(g(\cdot, u)) \leq L$ for all fixed $u \in \mathbb{R} \backslash\left(0, u_{1}\right)$, since for $u \geq u_{1}$ we
have $g(\cdot, u)=g_{1}$, and $g(\cdot, u)=0$ holds for $u \leq 0$. For fixed $u \in\left(0, u_{1}\right)$ we have $u_{n+1} \leq u<u_{n}$ for some $n \in \mathbb{N}$ and hence

$$
\left|\partial_{1} g(t, u)\right| \leq \frac{u-u_{n+1}}{u_{n}-u_{n+1}}\left|g_{n}^{\prime}(t)\right|+\frac{u_{n}-u}{u_{n}-u_{n+1}}\left|g_{n+1}^{\prime}(t)\right| \leq \frac{u-u_{n+1}}{u_{n}-u_{n+1}} L+\frac{u_{n}-u}{u_{n}-u_{n+1}} L=L
$$

by (i) for almost all $t \in[0,1]$. This implies

$$
|g(s, u)-g(t, u)| \leq L|s-t| \quad \text { for all } s, t \in[0,1], u \in \mathbb{R}
$$

Conversely, for fixed $t \in[0,1]$ the function $g(t, \cdot)$ is constant on $\mathbb{R} \backslash(0,1)$ and hence $\partial_{2} g(t, \cdot)=0$ there. On each interval $\left(u_{n+1}, u_{n}\right)$ we have

$$
\left|\partial_{2} g(t, \cdot)\right| \leq \frac{\left\|g_{n}\right\|_{\infty}+\left\|g_{n+1}\right\|_{\infty}}{u_{n}-u_{n+1}} \leq M
$$

by (iv) and hence

$$
|g(t, u)-g(t, v)| \leq M|u-v| \quad \text { for all } t \in[0,1], u, v \in \mathbb{R}
$$

This gives in total

$$
|g(s, u)-g(t, v)| \leq L|s-t|+M|u-v| \quad \text { for all } s, t \in[0,1], u, v \in \mathbb{R}
$$

showing that $g \in \operatorname{Lip}([0,1] \times \mathbb{R})$.
The sequence $\left(x_{n}\right)$ of functions $x_{n} \in B V$, defined by $x_{n}(t):=u_{n}$ for all $t \in[0,1]$, converges in $B V$ to $\mathbb{0}$, due to $\left\|x_{n}\right\|_{B V}=\left|u_{n}\right|$ and (iii). Moreover, $N_{g} x_{n}(t)=g\left(t, u_{n}\right)=$ $g_{n}(t)$ and thus,

$$
\left\|N_{g} x_{n}-N_{g} \mathbb{O}\right\|_{B V}=\left\|g_{n}\right\|_{B V} \geq \operatorname{Var}\left(g_{n}\right) \geq 1
$$

by (ii). But this means nothing than that the operator $N_{g}$ is not continuous at 0 with respect to the $B V$-norm.

We now give a practical example of such a construction.
Example 5.2.20. For $n \in \mathbb{N}$ the functions

$$
\begin{equation*}
g_{n}(t):=\frac{\sin \left(2^{n} \pi t\right)}{2^{n+1}} \quad \text { together with the numbers } \quad u_{n}:=\frac{1}{2^{n}} \tag{5.2.9}
\end{equation*}
$$

satisfy all four conditions (i)-(iv) of Proposition 5.2.19. Indeed,

$$
\left|g_{n}^{\prime}(t)\right|=\pi\left|\cos \left(2^{n} \pi t\right)\right| / 2 \leq \pi / 2 \quad \text { for } t \in[0,1]
$$

and hence (i) is fulfilled with $L=\pi / 2$. Moreover, by Theorem 1.1.20 we have

$$
\operatorname{Var}\left(g_{n}\right)=\int_{0}^{1}\left|g_{n}^{\prime}(t)\right| \mathrm{d} t=\frac{\pi}{2} \int_{0}^{1}\left|\cos \left(2^{n} \pi t\right)\right| \mathrm{d} t=1
$$

for all $n \in \mathbb{N}$ which proves (ii). The sequence $\left(u_{n}\right)$ clearly decreases to 0 , and finally

$$
\frac{\left\|g_{n}\right\|_{\infty}+\left\|g_{n+1}\right\|_{\infty}}{u_{n}-u_{n+1}} \leq \frac{2^{-n-1}+2^{-n-2}}{2^{-n}-2^{-n-1}}=\frac{3}{2}
$$

This shows that also (iii) and (iv) are met with $M=3 / 2$.


Figure 5.2.4: Lipschitz continuous $g$ generating a discontinuous operator $N_{g}$ in $B V$.
Figure 5.2.4 shows $g$ of (5.2.8) generated by the $g_{n}$ defined in 5.2.9) on $[0,1] \times$ $[1 / 64,1 / 2]$. The thick black waves represent the functions $g_{1}, \ldots, g_{6}$, where $g_{1}$ is in the back and $g_{6}$ is in the front.
Let us now check which of the conditions (A)-(G) are satisfied by $g$. Note that since $g$ is globally Lipschitz continuous we find some $K>0$ such that

$$
\begin{equation*}
|g(s, u)-g(t, v)| \leq K(|s-t|+|u-v|) \quad \text { for } s, t \in[0,1], u, v \in \mathbb{R} \tag{5.2.10}
\end{equation*}
$$

In particular, $\|g(\cdot, u)-g(\cdot, v)\|_{\infty} \leq K|u-v|$ for all $u, v \in \mathbb{R}$ showing that (A) and hence (B) are satisfied. Moreover, for a partition $0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$ and arbitrary numbers $u_{0}, \ldots, u_{n-1} \in \mathbb{R}$ we have

$$
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j}, u_{j-1}\right)\right| \leq K \sum_{j=1}^{n}\left|t_{j-1}-t_{j}\right|=K
$$

and thus condition (E) with $M=K$. But this implies that also the conditions (C), (D) and (F) are fulfilled, and that the operator $N_{g}$ maps $B V$ into itself and is bounded by Theorem 5.2.8. Furthermore, by Theorem 5.2.12, condition (G) must also be satisfied. Indeed, if $R>0$, a partition $0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$ and numbers $u_{0}, \ldots, u_{n} \in$ $[-R, R]$ with $\sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq R$ are given, then we obtain from 5.2.10 that

$$
\begin{array}{r}
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right| \leq K \sum_{j=1}^{n}\left|t_{j-1}-t_{j}\right|=K, \\
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right| \leq K \sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq K R,
\end{array}
$$

and this proves that $g$ also satisfies (G) with $M_{R}=\max \{K, K R\}$.
We have now a method to construct functions $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ that are globally Lipschitz continuous yet generate a discontinuous operator $N_{g}: B V \rightarrow B V$. Conversely, we now give an example of a discontinuous function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ that generates a constant (and therefore an utmost smooth) operator $N_{g}$.

Example 5.2.21. Let $\varphi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ for $j \in \mathbb{N}$ be defined by $\varphi_{1}=\mathbb{1}$ and $\varphi_{j}=\mathbb{0}$ for $j \geq 2$. Then the function $g$, defined by (5.2.1), has the form $g(t, u)=\chi_{\{1 / 2\}}(t)$ and is discontinuous at each point $(1 / 2, u) \in[0,1] \times \mathbb{R}$. For an arbitrary function $x:[0,1] \rightarrow \mathbb{R}$ we have $N_{g} x=\chi_{\{1 / 2\}}$ and so $N_{g}$ is constant. In particular, this operator $N_{g}$ maps any function space $X$ whatsoever into any of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$ and, if $X$ is normed, is globally Lipschitz continuous.

Interestingly, a function $g \in C^{1}$ does not only generate a locally uniformly continuous composition operator (see Theorem 5.1.23), but also a locally uniformly continuous superposition operator [96].

Theorem 5.2.22. If $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuously differentiable, then $N_{g}$ maps $B V$ into itself and is uniformly continuous on bounded subsets of $B V$.

As we have seen in Example 5.2.21, the converse of Theorem 5.2 .22 is far from being true. This is again in contrast to the composition operator $C_{g}: B V \rightarrow B V$, where $g$ : $\mathbb{R} \rightarrow \mathbb{R}$ being continuously differentiable is equivalent to $C_{g}$ being uniformly continuous on bounded subsets of $B V$ (see Theorem 5.1.23).

Sometimes one is not interested in global continuity on the entire space, but rather in continuity at a particular point. For fixed $x \in B V$ we impose the following condition.

$$
\begin{align*}
& \forall \varepsilon>0 \exists \delta>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n} \in[-\delta, \delta]: \sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq \delta \\
& \Longrightarrow \sum_{j=1}^{n} \mid\left[g\left(t_{j-1}, u_{j}+x\left(t_{j-1}\right)\right)-g\left(t_{j}, u_{j}+x\left(t_{j}\right)\right)\right] \\
& \\
& \quad-\left[g\left(t_{j-1}, x\left(t_{j-1}\right)\right)-g\left(t_{j}, x\left(t_{j}\right)\right)\right] \mid \leq \varepsilon  \tag{x}\\
& \quad \text { and } \quad \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}+x\left(t_{j-1}\right)\right)-g\left(t_{j-1}, u_{j}+x\left(t_{j-1}\right)\right)\right| \leq \varepsilon . \quad(\mathrm{H}(x
\end{align*}
$$

For the special case that $N_{g} \mathbb{O}=\mathbb{O}$, condition $(\mathrm{H}(\mathbb{O}))$ reduces to the following condition.

$$
\begin{aligned}
& \forall \varepsilon>0 \exists \delta>0 \forall 0=t_{0}<\ldots<t_{n}=1 \forall u_{0}, \ldots, u_{n} \in[-\delta, \delta]: \quad \sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq \delta \\
& \quad \Longrightarrow \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right| \leq \varepsilon \quad \text { and } \quad \sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right| \leq \varepsilon . \quad\left(\mathrm{H}_{0}\right)
\end{aligned}
$$

The conditions $\left(\mathrm{H}_{0}\right)$ and $(\mathrm{G})$ look very similar yet neither of them implies the other.
Example 5.2.23. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by $g(t, u)=h(u)$ with

$$
h(u)= \begin{cases}u & \text { for }|u| \leq 1 \\ 0 & \text { for }|u|>1\end{cases}
$$

In particular, $N_{g}=C_{h}$, that is, the superposition operator is in fact a composition operator with generator $h$ and satisfies $N_{g} \mathbb{O}=\mathbb{O}$.

We now show that $g$ satisfies $\left(\mathrm{H}_{0}\right)$ but not $(\mathrm{G})$. For $\varepsilon>0$ pick $\delta:=\min \{\varepsilon, 1\}$. Then for any partition $0=t_{0}<\ldots<t_{n}=1$ and any collection $u_{0}, \ldots, u_{n} \in[-\delta, \delta]$ of real numbers with

$$
\sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq \delta
$$

we have

$$
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right|=\sum_{j=1}^{n}\left|h\left(u_{j}\right)-h\left(u_{j}\right)\right|=0 \leq \varepsilon
$$

and, as $\left|u_{j}\right| \leq \delta \leq 1$ for all $j \in\{0, \ldots, n\}$,

$$
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right|=\sum_{j=1}^{n}\left|h\left(u_{j-1}\right)-h\left(u_{j}\right)\right|=\sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq \delta \leq \varepsilon
$$

Thus, $g$ satisfies $\left(\mathrm{H}_{0}\right)$. However, for $R:=3$ and $v_{j}:=1+(-1)^{j} 2^{-j}$ for $j \in \mathbb{N}_{0}$ we have

$$
\sum_{j=1}^{2 n}\left|v_{j-1}-v_{j}\right|=3-\frac{3}{4^{n}} \leq 3=R \quad \text { for } n \in \mathbb{N}
$$

but, as $v_{j}>1$ for even $j$ and $0<v_{j}<1$ for odd $j$,

$$
\sum_{j=1}^{2 n}\left|g\left(t_{j-1}, v_{j-1}\right)-g\left(t_{j-1}, v_{j}\right)\right|=\sum_{j=1}^{2 n}\left|h\left(v_{j-1}\right)-h\left(v_{j}\right)\right|=2 \sum_{j=1}^{n}\left(1-2^{-2 j+1}\right) \geq n
$$

which becomes unbounded as $n$ increases. Consequently, $g$ cannot satisfy condition $(\mathrm{G})$. This is also clear by the fact that for composition operators $C_{h}$ condition (G) is equivalent to $h \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. But our $h$ here is not even continuous.

In a moment we will see that also $(\mathrm{G})$ does not imply $\left(\mathrm{H}_{0}\right)$. But first we mention the following result which states that $(\mathrm{H}(x))$ provides a pointwise continuity criterion for $N_{g}$ [96].

Theorem 5.2.24. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be so that $N_{g}$ maps $B V$ into itself, and let $x \in B V$ be fixed. Then $N_{g}$ is continuous at $x \in B V$ if and only if for each $t \in[0,1]$ the function $g(t, \cdot)$ is continuous at $u=x(t)$ and $(H(x))$ holds.

Let us have a quick look back again at the function $g$ of Example 5.2 .20 which has been constructed in such a way that $N_{g}$ is discontinuous at $x=\mathbb{0}$. As we have seen there, $g$ satisfies all the conditions (A)-(G) and hence generates a superposition operator $N_{g}$ that maps $B V$ into itself and is bounded. Moreover, since $g$ is globally Lipschitz continuous, the function $g(t, \cdot)$ is continuous at $u=0$ for each fixed $t \in[0,1]$. However, by Theorem 5.2.24, condition $(\mathrm{H}(x))=\left(\mathrm{H}_{0}\right)$ cannot be satisfied at $x:=0$. Indeed, let $g_{n}$ be the functions defined in (5.2.9), and set $\varepsilon:=1 / 2$. Pick $\delta>0$ arbitrarily and choose $k \in \mathbb{N}$ so large that $v:=1 / 2^{k} \leq \delta$. Since $\operatorname{Var}\left(g_{k}\right)=1$ we find a partition $0=t_{0}<\ldots<t_{m}=1$ of $[0,1]$ such that

$$
\sum_{j=1}^{m}\left|g_{k}\left(t_{j-1}\right)-g_{k}\left(t_{j}\right)\right|>\frac{1}{2}
$$

Now, consider $u_{j}:=v=1 / 2^{k}$ for $j \in\{0, \ldots, m\}$. Then $u_{j} \in[-\delta, \delta]$ for all $j \in$ $\{0, \ldots, m\}$ and $\sum_{j=1}^{m}\left|u_{j-1}-u_{j}\right|=0$, but
$\sum_{j=1}^{m}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right|=\sum_{j=1}^{m}\left|g\left(t_{j-1}, v\right)-g\left(t_{j}, v\right)\right|=\sum_{j=1}^{m}\left|g_{k}\left(t_{j-1}\right)-g_{k}\left(t_{j}\right)\right|>\frac{1}{2}=\varepsilon$.
Thus, $\left(\mathrm{H}_{0}\right)$ cannot hold. In particular, none of the conditions $(\mathrm{A})-(\mathrm{G})$ implies $\left(\mathrm{H}_{0}\right)$.
We now consider the global Lipschitz condition of $N_{g}$, i.e. a condition of the form

$$
\begin{equation*}
\left\|N_{g} x-N_{g} y\right\|_{B V} \leq L\|x-y\|_{B V} \quad \text { for } x, y \in B V \tag{5.2.11}
\end{equation*}
$$

where $L>0$ is a constant independent of $x$ and $y$. The following result is similar to Theorem 5.1.22 and was proven in [108].

Theorem 5.2.25. Let $N_{g}$ map the space BV into itself.
(a) If $N_{g}$ is Lipschitz continuous in the sense of (5.2.11), then

$$
\begin{equation*}
|g(t, u)-g(t, v)| \leq L|u-v| \quad \text { for } t \in[0,1], u, v \in \mathbb{R} \tag{5.2.12}
\end{equation*}
$$

and the right regularization $g^{\#}$, defined by

$$
g^{\#}(t, u)= \begin{cases}\lim _{s \rightarrow t+} g(s, u) & \text { for } 0 \leq t<1  \tag{5.2.13}\\ g(1, u) & \text { for } t=1\end{cases}
$$

is affine, that is, there are two functions $a, b \in B V$ such that

$$
\begin{equation*}
g^{\#}(t, u)=a(t) u+b(t) \quad \text { for } t \in[0,1], u \in \mathbb{R} \tag{5.2.14}
\end{equation*}
$$

(b) Conversely, if $g$ coincides with $g^{\#}$ defined by (5.2.13) and is of the form (5.2.14) for two functions $a, b \in B V$, then $N_{g}$ is Lipschitz continuous in the sense of (5.2.11).

Let us remark that, unfortunately, there is a tiny gap between the statements (a) and (b) of Theorem 5.2.25. Part (a) says that from (5.2.11) it follows that $g^{\#}$ is affine with respect to $u$. However, part (b) states that if $g^{\#}$ is affine with respect to $u$ and $g=g^{\#}$, then $N_{g}$ satisfies (5.2.11). In particular, the function $g$ from Example 5.2.21 generating a constant and hence globally Lipschitz continuous operator $N_{g}: B V \rightarrow B V$ does not contradict Theorem 5.2.25, because although being not affine itself, $g^{\#} \equiv 0$ is. Thus, $g^{\#}$ being affine is only necessary for the global Lipschitz condition for $N_{g}$. We show in the following example, that it is not sufficient, and that (5.2.12) cannot be dropped.
Example 5.2.26. The function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
g(t, u)= \begin{cases}u^{2} & \text { for } t=0 \\ 0 & \text { for } 0<t \leq 1\end{cases}
$$

does not satisfy (5.2.12) and hence generates an operator $N_{g}$ that cannot be globally Lipschitz continuous in the sense of (5.2.11). Moreover, $g^{\#}(t, u)=0$ for all $t \in[0,1]$ and $u \in \mathbb{R}$, and so $g^{\#}$ has the form (5.2.14) with $a=b=0$.

It is clear that in the autonomous case $g(t, \cdot)=\tilde{g}$ for all $t \in[0,1]$ and some function $\tilde{g}: \mathbb{R} \rightarrow \mathbb{R}$ there is no difference between $g^{\#}$ and $\tilde{g}$ since the regularization refers only to the variable $t$. In this case, Theorem 5.2.25 reduces to Theorem 5.1.22.
One might ask whether under the hypothesis of part (a) of Theorem 5.2.25 the function $g$ itself must be affine with respect to $u$ and not only its regularization $g^{\#}$. We give here an example which shows that the answer is negative. Our example is a slight simplification of the example given in [108].

Example 5.2.27. Let $g$ be as in 5.2.1 with $\varphi_{j}(u):=2^{-j} \sin (u)$ for all $j \in \mathbb{N}$. By Proposition 5.2.1 the function $g$ satisfies the conditions (B) and (F) (even (A) and (E)) and therefore generates an operator $N_{g}$ that maps $B V$ into itself and is bounded by Theorem 5.2.9. For any partition $0=t_{0}<\ldots<t_{n}=1$ and $x, y \in B V$ we have

$$
\begin{aligned}
& \sum_{j=1}^{n}\left|N_{g} x\left(t_{j-1}\right)-N_{g} y\left(t_{j-1}\right)-N_{g} x\left(t_{j}\right)+N_{g} y\left(t_{j}\right)\right| \leq 2 \sum_{j=1}^{n}\left|N_{g} x\left(t_{j}\right)-N_{g} y\left(t_{j}\right)\right| \\
& \quad \leq 2 \sum_{j=1}^{\infty}\left|g\left(\frac{1}{2 j}, x\left(\frac{1}{2 j}\right)\right)-g\left(\frac{1}{2 j}, y\left(\frac{1}{2 j}\right)\right)\right|=2 \sum_{j=1}^{\infty} 2^{-j}\left|\sin x\left(\frac{1}{2 j}\right)-\sin y\left(\frac{1}{2 j}\right)\right| \\
& \quad \leq 2 \sum_{j=1}^{\infty} 2^{-j}\left|x\left(\frac{1}{2 j}\right)-y\left(\frac{1}{2 j}\right)\right| \leq 2\|x-y\|_{\infty} \sum_{j=1}^{\infty} 2^{-j} \leq 2\|x-y\|_{B V} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\left\|N_{g} x-N_{g} y\right\|_{\infty} & =\sup _{t \in[0,1]}|g(t, x(t))-g(t, y(t))| \leq \sup _{t \in[0,1]}|\sin x(t)-\sin y(t)| \leq\|x-y\|_{\infty} \\
& \leq\|x-y\|_{B V}
\end{aligned}
$$

which gives in total $\left\|N_{g} x-N_{g} y\right\|_{B V} \leq 3\|x-y\|_{B V}$. This proves that $N_{g}$ is globally Lipschitz continuous in $B V$. However, $g\left(\frac{1}{2 j}, u\right)$ is clearly not affine with respect to $u$ for any $j \in \mathbb{N}$.

Note that $g^{\#}(t, u)=0$ for all $t \in[0,1]$ and $u \in \mathbb{R}$ for $g$ in the last example, in accordance with Theorem 5.2.25 (a).
We point out that a stronger degeneracy phenomenon has been proved for many other normed function spaces $X$, namely, if $N_{g}$ maps $X$ into itself and is globally Lipschitz continuous, then $g$ is affine with respect to $u$, that is, $g(t, u)=a(t) u+b(t)$ for functions $a, b \in X$. For instance, this has been proved for $X=C^{n}$ in [104, 105], for the Sobolev space $X=W^{1, p}$ in [106] and for the space $X=W B V_{p}^{2}$ of functions of bounded ( $p, 2$ )-variation in [107]. Likewise, an analogous result was shown in [103] for the space $X=\operatorname{Lip}_{\alpha}$ of Hölder continuous functions with exponent $\alpha \leq 1$ and in 93 for the space $X=C^{n, \alpha}$ of functions with Hölder continuous $n$-th derivative.

As we have seen in Theorem 5.1.22, already uniform continuity of $C_{g}$ leads to a strong degeneracy of $g$. In fact, a similar result is true for the superposition operator in all our $B V$-spaces. The degeneracy of $g$ is then expressed in terms of its right regularization as in Theorem 5.2.25.

Theorem 5.2.28. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$. If $N_{g}$ maps $X$ into itself and is uniformly continuous, then $g^{\#}$ is of the form (5.2.14) for $a, b \in X$.

In fact, Theorem 5.2 .28 remains true if the operator $N_{g}$ is merely uniformly bounded [6].
In [1] the authors have shown that for the Riesz space an even stronger degeneracy occurs. To be more precise, they proved the following.

Theorem 5.2.29. If $N_{g}$ maps $R B V_{p}$ into itself and is uniformly continuous, then $g$ is of the form $g(t, u)=a(t) u+b(t)$ for some functions $a, b \in R B V_{p}$.

It is clear that the converse of Theorem 5.2 .29 is also true, even for all our $B V$-spaces $X$. Indeed, if $g$ is of the form $g(t, u)=a(t) u+b(t)$ for $a, b \in X$, then for $x, y \in X$ we have

$$
N_{g} x(t)-N_{g} y(t)=g(t, x(t))-g(t, y(t))=a(t)(x(t)-y(t)) \quad \text { for } t \in[0,1]
$$

and hence

$$
\left\|N_{g} x-N_{g} y\right\|_{\infty} \leq\|a\|_{\infty}\|x-y\|_{\infty}
$$

Moreover,

$$
\begin{aligned}
\mid N_{g} x(s)- & N_{g} y(s)-N_{g} x(t)+N_{g} y(t)|=|a(s)(x(s)-y(s))-a(t)(x(t)-y(t))| \\
& =|a(s)[x(s)-y(s)-x(t)+y(t)]+[a(s)-a(t)][x(t)-y(t)]| \\
& \leq\|a\|_{\infty}|x(s)-y(s)-x(t)+y(t)|+|a(s)-a(t)|\|x-y\|_{\infty}
\end{aligned}
$$

for any $s, t \in[0,1]$. Using the symbol $\Phi_{X}$ for the seminorm part of our $B V$-norms as summarized in Table 1.2.1 we obtain by Lemma 1.2.26,

$$
\Phi_{X}\left(N_{g} x-N_{g} y\right) \leq\|a\|_{\infty} \Phi_{X}(x-y)+\Phi_{X}(a)\|x-y\|_{\infty}
$$

and thus in total $\left\|N_{g} x-N_{g} y\right\|_{X} \leq\|a\|_{X}\|x-y\|_{X}$. This shows that $N_{g}: X \rightarrow X$ is even globally Lipschitz continuous.
The following is an extension of Example 5.2 .26 and shows that the converse of Theorem 5.2 .28 is not true in general.

Example 5.2.30. Let $g$ be as in Example 5.2.26, and let $X$ be any of the spaces $B V$, $W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$. Then $N_{g}$ maps $X$ into itself and is bounded, because for any $x \in X$ we have

$$
N_{g} x(t)=\chi_{\{0\}} x(0)^{2}
$$

Moreover, $g^{\#}(t, u)=0$ for all $t \in[0,1]$ and $u \in \mathbb{R}$, as we have seen in Example 5.2.26. But $N_{g}$ cannot be uniformly continuous. To see this, pick any $\delta, u>0$. The constant functions $x \equiv u$ and $y \equiv u+\delta$ belong to $X$ with $\|x-y\|_{X}=\delta$, but

$$
\left\|N_{g} x-N_{g} y\right\|_{X} \geq\left\|N_{g} x-N_{g} y\right\|_{\infty}=(u+\delta)^{2}-u^{2}=2 u \delta+\delta^{2}
$$

which gets infinitely large as $u \rightarrow \infty$.

Uniform continuity of $N_{g}$ implies that $g(t, \cdot)$ is uniformly continuous for each fixed $t \in[0,1]$ (which is not true for the function $g$ in the previous example), and so this and probably something else is missing in Theorem 5.2.28 to gain a necessary and sufficient condition for the uniform continuity of $N_{g}$ in $X$. But we do not know what exactly.

Later in Chapter 7 we apply some of the theoretical results presented here to integral equations which we will solve with fixed point theorems. For most applications the Banach-Caccioppoli Fixed Point Theorem will do the job. However, applying it to the entire space would require the underlying superposition operators to be globally Lipschitz continuous which in most cases is too restrictive, as we have seen before. Therefore, we will use it only locally in order to gain solutions that are at least locally unique. The advantage is that then the corresponding superposition operators need to be only locally Lipschitz continuous. As in (5.1.19) we mean by that a condition of the form

$$
\begin{equation*}
\left\|N_{g} x-N_{g} y\right\|_{X} \leq L_{R}\|x-y\|_{X} \quad \text { for } \quad\|x\|_{X},\|y\|_{X} \leq R, \tag{5.2.15}
\end{equation*}
$$

where $X$ is one of our $B V$-spaces. As far as we know apart from trivial sufficient conditions there are no conditions known for $g$ to make $N_{g}$ satisfy (5.2.15). We now give here a sufficient condition which is very similar to Theorem5.1.21. Therein we have seen that the composition operator $C_{h}$ maps any of our $B V$-spaces locally Lipschitz continuously into itself if and only if $h \in \operatorname{Lip}_{l o c}^{1}(\mathbb{R})$. A similar result is also true for the superposition operator.

Theorem 5.2.31. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the following conditions.
(i) $g(\cdot, 0) \in X$,
(ii) $g(t, \cdot) \in C^{1}(\mathbb{R})$ for each fixed $t \in[0,1]$,
(iii) $\partial_{2} g(\cdot, 0) \in B$,
(iv) For each $R>0$ there is some $A_{R}>0$ such that

$$
\left|\partial_{2} g(t, u)-\partial_{2} g(t, v)\right| \leq A_{R}|u-v|
$$

whenever $t \in[0,1], u, v \in[-R, R]$.
(v) For each $R>0$ there is some $B_{R}>0$ and a function $z_{R} \in X$ such that

$$
|g(s, u)-g(s, v)-g(t, u)+g(t, v)| \leq B_{R}\left|z_{R}(s)-z_{R}(t)\right||u-v|
$$

whenever $s, t \in[0,1]$ and $u, v \in[-R, R]$.
Then $N_{g}$ maps $X$ into itself and is locally Lipschitz continuous in the sense of (5.2.15).

Proof. First note that once 5.2.15 has been established, it follows from (i) that $N_{g}$ maps $X$ into itself, because

$$
\left\|N_{g} x\right\|_{X} \leq\left\|N_{g} x-N_{g} \mathbb{O}\right\|_{X}+\left\|N_{g} \mathbb{O}\right\|_{X} \leq L_{R}\|x\|_{X}+\left\|N_{g} \mathbb{O}\right\|_{X}<\infty .
$$

We thus have to focus only on (5.2.15). For that fix $R>0$. We first show that $g$ satisfies for fixed $u_{1}, u_{2}, v_{1}, v_{2} \in[-R, R]$ and $s, t \in[0,1]$ the estimate

$$
\begin{align*}
& \left|g\left(s, u_{1}\right)-g\left(s, v_{1}\right)-g\left(t, u_{2}\right)+g\left(t, v_{2}\right)\right| \\
& \leq A_{R}\left(\left|u_{1}-u_{2}\right|+\left|v_{1}-v_{2}\right|\right)\left(\left|u_{1}-v_{1}\right|+\left|u_{2}-v_{2}\right|\right) \\
& \quad \quad+M_{R}\left|u_{1}-v_{1}-u_{2}+v_{2}\right|+B_{R}\left|z_{R}(s)-z_{R}(t)\right|\left|u_{2}-v_{2}\right|, \tag{5.2.16}
\end{align*}
$$

where $M_{R}$ is given by

$$
\begin{equation*}
M_{R}:=R A_{R}+\left\|\partial_{2} g(\cdot, 0)\right\|_{\infty} \tag{5.2.17}
\end{equation*}
$$

note that (iii) guarantees that $M_{R}$ is finite. To this end, first note that for $u_{1}, u_{2}, v_{1}, v_{2} \in$ $[-R, R]$ and $s, t \in[0,1]$,

$$
\begin{aligned}
\mid g\left(s, u_{1}\right)- & g\left(s, v_{1}\right)-g\left(t, u_{2}\right)+g\left(t, v_{2}\right) \mid \\
\leq & \left|g\left(s, u_{1}\right)-g\left(s, v_{1}\right)-g\left(s, u_{2}\right)+g\left(s, v_{2}\right)\right| \\
& \quad+\left|g\left(s, u_{2}\right)-g\left(s, v_{2}\right)-g\left(t, u_{2}\right)+g\left(t, v_{2}\right)\right| \\
\leq & \left|g\left(s, u_{1}\right)-g\left(s, v_{1}\right)-g\left(s, u_{2}\right)+g\left(s, v_{2}\right)\right|+B_{R}\left|z_{R}(s)-z_{R}(t)\right|\left|u_{2}-v_{2}\right|
\end{aligned}
$$

by (v). To estimate the remaining term $\left|g\left(s, u_{1}\right)-g\left(s, v_{1}\right)-g\left(s, u_{2}\right)+g\left(s, v_{2}\right)\right|$ consider the function $h(u):=g(s, u)$ for fixed $s \in[0,1]$. This function is continuously differentiable in $\mathbb{R}$ by (ii) and satisfies $\left|h^{\prime}(u)-h^{\prime}(v)\right| \leq A_{R}|u-v|$ by (iv). By [6, Lemma 5.48] we obtain

$$
\begin{align*}
& \left|h\left(u_{1}\right)-h\left(v_{1}\right)-h\left(u_{2}\right)+h\left(v_{2}\right)\right| \\
& \leq \\
& \quad A_{R}\left(\left|u_{1}-u_{2}\right|+\left|v_{1}-v_{2}\right|\right)\left(\left|u_{1}-v_{1}\right|+\left|u_{2}-v_{2}\right|\right)  \tag{5.2.18}\\
& \quad+\tilde{M}_{R}(s)\left|u_{1}-v_{1}-u_{2}+v_{2}\right|
\end{align*}
$$

where

$$
\tilde{M}_{R}(s):=\left\|h^{\prime}\right\|_{[-R, R]}=\sup _{|u| \leq R}\left|\partial_{2} g(s, u)\right| .
$$

Since $\left|\partial_{2} g(s, u)\right| \leq\left|\partial_{2} g(s, u)-\partial_{2} g(s, 0)\right|+\left|\partial_{2} g(s, 0)\right| \leq A_{R}|u|+\left\|\partial_{2} g(\cdot, 0)\right\|_{\infty} \leq M_{R}$ for $|u| \leq R$ by (iv), the estimate (5.2.16) follows.
For functions $x, y:[0,1] \rightarrow \mathbb{R}$ and $s, t \in[0,1]$ we obtain from (5.2.16),

$$
\begin{aligned}
\mid N_{g} x(s)- & N_{g} y(s)-N_{g} x(t)+N_{g} y(t) \mid \\
= & |g(s, x(s))-g(s, y(s))-g(t, x(t))+g(t, y(t))| \\
\leq & A_{R}(|x(s)-x(t)|+|y(s)-y(t)|)(|x(s)-y(s)|+|x(t)-y(t)|) \\
& \quad+M_{R}|x(s)-y(s)-x(t)+y(t)|+B_{R}\left|z_{R}(s)-z_{R}(t)\right||x(t)-y(t)|
\end{aligned}
$$

and thus,

$$
\begin{align*}
& \left|N_{g} x(s)-N_{g} y(s)-N_{g} x(t)+N_{g} y(t)\right| \\
& \quad \leq 2 A_{R}\|x-y\|_{\infty}(|x(s)-x(t)|+|y(s)-y(t)|) \\
& \quad+M_{R}|x(s)-y(s)-x(t)+y(t)|+B_{R}\|x-y\|_{\infty}\left|z_{R}(s)-z_{R}(t)\right| . \tag{5.2.19}
\end{align*}
$$

By Lemma 1.2 .26 we get for $x, y \in \mathbb{B}_{R}(X)$,

$$
\begin{align*}
\Phi_{X}\left(N_{g} x-N_{g} y\right) \leq & 2 A_{R}\|x-y\|_{\infty}\left(\Phi_{X}(x)+\Phi_{X}(y)\right) \\
& +M_{R} \Phi_{X}(x-y)+B_{R}\|x-y\|_{\infty} \Phi_{X}\left(z_{R}\right) \\
\leq & \left(4 R A_{R}+B_{R} \Phi_{X}\left(z_{R}\right)\right)\|x-y\|_{\infty}+M_{R} \Phi_{X}(x-y) \tag{5.2.20}
\end{align*}
$$

where $\Phi_{X}$ is as in Table 1.2.1. Moreover, for $s=t \in[0,1]$ we obtain from (5.2.16) with $u_{1}=x(t), v_{1}=y(t), u_{2}=v_{2}=0$,

$$
\begin{align*}
\left|N_{g} x(t)-N_{g} y(t)\right| & =|g(t, x(t))-g(t, y(t))| \\
& \leq A_{R}(|x(t)|+|y(t)|)|x(t)-y(t)|+M_{R}|x(t)-y(t)| \\
& \leq\left(2 R A_{R}+M_{R}\right)\|x-y\|_{\infty} \tag{5.2.21}
\end{align*}
$$

Combining (5.2.20) and (5.2.21) yields

$$
\begin{aligned}
\left\|N_{g} x-N_{g} y\right\|_{X} & \leq\left(6 R A_{R}+B_{R} \Phi_{X}\left(z_{R}\right)+M_{R}\right)\|x-y\|_{\infty}+M_{R} \Phi_{X}(x-y) \\
& \leq\left(6 R A_{R}+B_{R} \Phi_{X}\left(z_{R}\right)+M_{R}\right)\|x-y\|_{X}
\end{aligned}
$$

Finally, taking (5.2.17) into account, we obtain for any of our $B V$-spaces $X$,

$$
\begin{equation*}
\left\|N_{g} x-N_{g} y\right\|_{X} \leq\left(7 R A_{R}+B_{R} \Phi_{X}\left(z_{R}\right)+\left\|\partial_{2} g(\cdot, 0)\right\|_{\infty}\right)\|x-y\|_{X} \tag{5.2.22}
\end{equation*}
$$

which is the desired estimate (5.2.15) with

$$
L_{R}=7 R A_{R}+B_{R} \Phi_{X}\left(z_{R}\right)+\left\|\partial_{2} g(\cdot, 0)\right\|_{\infty}
$$

The proof is complete.
As we have seen, under the assumptions of Theorem 5.2.31 the superposition operator $N_{g}$ satisfies the estimate

$$
\begin{equation*}
\left\|N_{g} x-N_{g} y\right\|_{X} \leq\left(7 R A_{R}+B_{R} \Phi_{X}\left(z_{R}\right)+\left\|\partial_{2} g(\cdot, 0)\right\|_{\infty}\right)\|x-y\|_{X} \tag{5.2.23}
\end{equation*}
$$

for all $x, y \in X$ with $\|x\|_{X},\|y\|_{X} \leq R$, where $\Phi_{X}$ is as in Table 1.2.1.
We remark that condition (iv) in Theorem 5.2.31 says that $\partial_{2} g$ satisfies condition (B). Moreover, any $g \in C^{2}([0,1] \times \mathbb{R})$ satisfies all the hypotheses of Theorem 5.2.31. Indeed, for such $g$ the conditions (i)-(iv) are clearly fulfilled. Moreover, the function

$$
G(t, u, v):= \begin{cases}\frac{g(t, u)-g(t, v)}{u-v} & \text { for } u \neq v \\ \partial_{2} g(t, u) & \text { for } u=v\end{cases}
$$

belongs to $C^{1}([0,1] \times \mathbb{R} \times \mathbb{R})$; in particular, for each $R>0$ there is some $B_{R}>0$ such that $|G(s, u, v)-G(t, u, v)| \leq B_{R}|s-t|$ for all $s, t \in[0,1], u, v \in[-R, R]$, and this implies (v) with $z(t)=t$. Thus, the hypotheses of Theorem 5.2.31 are not as artificial as they may appear at first glance.
However, Theorem 5.2.31 may also be applied to discontinuous functions $g$ satisfying the conditions (i)-(v). For instance, the function $g$ in Example 5.2.21 is discontinuous yet meets all the conditions of Theorem 5.2 .31 for $X=B V$. Indeed, we have seen that this $g$ generates a constant operator $N_{g}: B V \rightarrow B V$. Here is another more general example that deals with separated variables in one of our $B V$-spaces $X$.
Example 5.2.32. If $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is given by $g(t, u)=g_{1}(t) g_{2}(u)$ for $g_{1} \in X$ and $g_{2} \in \operatorname{Lip} p_{l o c}^{1}(\mathbb{R})$, then the conditions (i)-(iv) of Theorem 5.2.31 are satisfied. Indeed, $g(\cdot, 0)=g_{1} g_{2}(0)$ and $\partial_{2} g(\cdot, 0)=g_{1} g_{2}^{\prime}(0)$ are in $X$ and bounded, because $g_{1}$ is, and so (i) and (iii) are fulfilled with

$$
\left\|\partial_{2} g(\cdot, 0)\right\|_{\infty}=\left|g_{2}^{\prime}(0)\right|\left\|g_{1}\right\|_{\infty}
$$

Moreover, $g(t, \cdot)=g_{1}(t) g_{2}$ belongs to $C^{1}(\mathbb{R})$ for each $t \in[0,1]$ which is (ii). The partial derivatives with respect to the second argument fulfill

$$
\left|\partial_{2} g(t, u)-\partial_{2} g(t, v)\right|=\left|g_{1}(t)\right|\left|g_{2}^{\prime}(u)-g_{2}^{\prime}(v)\right| \leq\left\|g_{1}\right\|_{\infty} \operatorname{lip}\left(g_{2}^{\prime},[-R, R]\right)|u-v|
$$

for $u, v \in[-R, R]$ and thus (iv) holds with

$$
A_{R}=\left\|g_{1}\right\|_{\infty} \operatorname{lip}\left(g_{2}^{\prime},[-R, R]\right)
$$

Finally,

$$
|g(s, u)-g(s, v)-g(t, u)+g(t, v)|=\left|g_{1}(s)-g_{1}(t)\right|\left|g_{2}(u)-g_{2}(v)\right|
$$

for $s, t \in[0,1], u, v \in[-R, R]$, and because of $g_{1} \in X$ and $g_{2} \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ condition (v) is satisfied with

$$
z_{R}=g_{1} \quad \text { and } \quad B_{R}=\operatorname{lip}\left(g_{2},[-R, R]\right)
$$

In particular, $N_{g}: X \rightarrow X$ is locally Lipschitz continuous by Theorem 5.2.31, but $g_{1}$ and hence also $g$ can be discontinuous.

As a special case of Example 5.2.32, let $g_{1} \in X$ be arbitrary and $g_{2}(u)=u$ for all $u \in \mathbb{R}$. Then $N_{g}=M_{g_{1}}$ with

$$
\left\|M_{g_{1}} x-M_{g_{1}} y\right\|_{X} \leq\left\|g_{1}\right\|_{X}\|x-y\|_{X} \quad \text { for } x, y \in X
$$

and this shows that Theorem 5.2.31 covers Corollary 4.1.8.
If we take $g_{1}=\mathbb{1}$ and $g_{2} \in \operatorname{Lip}_{l o c}^{1}(\mathbb{R})$ in Example 5.2 .32 instead, then $N_{g}=C_{g_{2}}$ with

$$
\left\|C_{g_{2}} x-C_{g_{2}} y\right\|_{X} \leq\left(7 R \operatorname{lip}\left(g_{2}^{\prime},[-R, R]\right)+\left|g_{2}^{\prime}(0)\right|\right)\|x-y\|_{X} \quad \text { for } x, y \in \mathbb{B}_{R}(X)
$$

and this shows that Theorem 5.2.31 also covers Theorem 5.1.21. However, in contrast to Theorem 5.1.21 the hypotheses of Theorem 5.2.31 are not necessary.

Example 5.2.33. Consider the function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, defined by $g(t, u)=$ $\chi_{\{0\}}(t)|u|$. Then $g(0, u)=|u|$ is not differentiable with respect to $u$, and so $g$ does not meet (ii) in Theorem 5.2.31. However, $g$ generates an even globally Lipschitz continuous superposition operator $N_{g}: B V \rightarrow B V$. To see this, note that for any $x, y \in B V$,

$$
N_{g} x(t)-N_{g} y(t)=g(t, x(t))-g(t, y(t))= \begin{cases}|x(0)|-|y(0)| & \text { for } t=0 \\ 0 & \text { for } 0<t \leq 1\end{cases}
$$

in particular, $\left\|N_{g} x\right\|_{B V}=2|x(0)|$, and so $N_{g}$ maps $B V$ into itself. Moreover,

$$
\left\|N_{g} x-N_{g} y\right\|_{B V}=2| | x(0)|-|y(0)|| \leq 2\|x-y\|_{\infty} \leq 2\|x-y\|_{B V}
$$

for any $x, y \in B V$, and thus $N_{g}$ is indeed globally Lipschitz continuous in $B V$.
Note that Example 5.2.33 is not contradictory to Theorem 5.2.25, because for the generator $g(t, u)=\chi_{\{0\}}(t)|u|$, any $t \in[0,1]$ and $u \in \mathbb{R}$ we have $g^{\#}(t, u)=0$ which is affine in the sense of (5.2.14).

Instead of considering operators $N_{g}$ from a $B V$-space $X$ into itself it will be of great use later on in Chapter 7 to also consider $N_{g}$ as an operator from a $B V$-space $X$ into $L_{\infty}$. In order to find conditions for the local Lipschitz continuity of such operators one needs to find for each $R>0$ a number $L_{R}>0$ such that

$$
\begin{equation*}
\left\|N_{g} x-N_{g} y\right\|_{L_{\infty}} \leq L_{R}\|x-y\|_{X} \quad \text { for }\|x\|_{X},\|y\|_{X} \leq R . \tag{5.2.24}
\end{equation*}
$$

To establish that one can give much milder conditions on $g$ than those given in Theorem 5.2.31. We end up with

Theorem 5.2.34. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be given. Then the operator $N_{g}$ maps the space $X$ into $L_{\infty}$ and is locally Lipschitz continuous in the sense of (5.2.24) if $g$ satisfies the following two conditions.
(i) $g(\cdot, u)$ is measurable for each $u \in \mathbb{R}$, and $g(\cdot, 0) \in L_{\infty}$.
(ii) For each $R>0$ there is some $a_{R} \in L_{\infty}$ such that $|g(t, u)-g(t, v)| \leq a_{R}(t)|u-v|$ for all $t \in[0,1]$ and all $u, v \in[-R, R]$.

Proof. Assume that $g$ satisfies (i) and (ii) and fix $R>0$. Since $a_{R} \in L_{\infty}$, there is some constant $L_{R}>0$ such that $a_{R}(t) \leq L_{R}$ for almost all $t \in[0,1]$. For $x, y \in X$ with $\|x\|_{X},\|y\|_{X} \leq R$ we then have for almost all $t \in[0,1]$ by (ii),

$$
|g(t, x(t))-g(t, y(t))| \leq L_{R}|x(t)-y(t)| .
$$

Thus, since $\|z\|_{L_{\infty}} \leq\|z\|_{\infty} \leq\|z\|_{X}$ for all $z \in X$,

$$
\left\|N_{g} x-N_{g} y\right\|_{L_{\infty}} \leq L_{R}\|x-y\|_{L_{\infty}} \leq L_{R}\|x-y\|_{X} .
$$

This shows that (5.2.24) is satisfied. Moreover, from this and (i) we obtain

$$
\left\|N_{g} x\right\|_{L_{\infty}} \leq\left\|N_{g} x-N_{g} \mathbb{Q}\right\|_{L_{\infty}}+\left\|N_{g} \mathbb{O}\right\|_{L_{\infty}} \leq R L_{R}+\|g(\cdot, 0)\|_{L_{\infty}},
$$

and thus $N_{g}$ maps the space $X$ into $L_{\infty}$.
Clearly, Theorem 5.2.34 remains true if one replaces $L_{\infty}$ by the space $B$ of bounded functions; one then just has to replace (ii) by condition (B). Moreover, under the hypothesis of Theorem 5.2 .34 the operator $N_{g}$ maps even $L_{\infty}$ into itself and is locally Lipschitz continuous.

At this point we remark that condition (i) in Theorem 5.2.34 together with condition (ii) implies that $g(t, \cdot)$ is continuous for (almost) all $t \in[0,1]$. This means in particular that $g$ is a so called Carathéodory function which guarantees that the superposition operator $N_{g}$ maps the space of measurable functions into itself [37]. However, being a Carathéodory function is only sufficient but not necessary for this acting condition on the space of measurable functions, and the problem of finding sufficient and necessary conditions is delicate. For a detailed discussion of this and related problems see also [12].
Moreover, we remark that Theorem 5.2 .34 only provides a sufficient condition for the local Lipschitz continuity of $N_{g}: X \rightarrow L_{\infty}$, and we do not know if it is also necessary. The crucial part in condition (ii) is that the function $a_{R} \in L_{\infty}$ must be independent of $u$ and $v$, that is, (ii) is equivalent to the condition that for each $R>0$ there is some $L_{R}>0$ and some null set $N \subseteq[0,1]$ such that

$$
\begin{equation*}
|g(t, u)-g(t, v)| \leq L_{R}|u-v| \tag{5.2.25}
\end{equation*}
$$

for all $t \in[0,1] \backslash N$ and all $u, v \in[-R, R]$; in particular, $N$ is independent of $u$ and $v$. Therefore, one might think that (ii) could be weakened by

$$
\begin{equation*}
\forall R>0 \exists L_{R}>0: \quad\|g(\cdot, u)-g(\cdot, v)\|_{L_{\infty}} \leq L_{R}|u-v| \tag{5.2.26}
\end{equation*}
$$

because this means that only for each fixed $u, v \in[-R, R]$ there is a null set $N$ depending on $u$ and $v$ such that 5.2 .25 holds for all $t \in[0,1] \backslash N$. By considering constant functions it is easy to show that (5.2.26) is necessary for $N_{g}: X \rightarrow L_{\infty}$ to be locally Lipschitz continuous. However, as the following example shows, it is not sufficient, even when (i) is added.
Example 5.2.35. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
g(t, u)= \begin{cases}1 / t & \text { for } 0<t=u \leq 1 \\ 0 & \text { otherwise }\end{cases}
$$

Then $g(\cdot, u)$ is measurable for each $u \in \mathbb{R}$, and $g(t, 0)=0$ for any $t \in[0,1]$ showing that (i) in Theorem 5.2 .34 is satisfied. Moreover, for fixed $u, v \in \mathbb{R}$ we have $g(t, u)=0$ for all $t \in[0,1] \backslash\{u, v\}$ and hence $\|g(\cdot, u)-g(\cdot, v)\|_{L_{\infty}}=0$. Thus, 5.2 .26$)$ is also satisfied. However, the function $x(t)=t$ clearly belongs to any of our $B V$-spaces $X$,
but $g(t, x(t))=1 / t$ for $0<t \leq 1$ does not belong to $L_{\infty}$. Thus, $N_{g}$ does not map $X$ into $L_{\infty}$. Note that $g$ does also not satisfy (ii) of Theorem 5.2.34 because otherwise we had $|g(t, t)-g(t, 0)| \leq a_{1}(t) t$ for some function $a_{1} \in L_{\infty}$ and all $t \in(0,1]$ which would imply $a_{1}(t) \geq 1 / t^{2}$ for such $t$. But this is impossible.

The following example shows that we cannot drop assumption (i) in Theorem 5.2.34
Example 5.2.36. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
g(t, u)=u+ \begin{cases}1 / t & \text { for } 0<t \leq 1 \\ 0 & \text { for } t=0\end{cases}
$$

Then $|g(t, u)-g(t, v)|=|u-v|$ for all $u, v \in \mathbb{R}$ and $t \in[0,1]$ and hence (ii) of Theorem 5.2 .34 (even globally) is satisfied.

However, condition (i) fails for $g$, because $g(t, 0)=1 / t$ for $0<t \leq 1$ is not essentially bounded; in particular, $N_{g} \mathbb{O} \not L_{\infty}$, although $\mathbb{O} \in X$. This also shows that even if $g$ is globally Lipschitz continuous $N_{g}$ does not have to map any linear function space into the space $L_{\infty}$.

Let us now take a closer look at compactness. As Theorem 5.1.20 shows, the composition operator $C_{g}$ is compact only if the generating function $g$ degenerates to a constant function. The situation is of course different for superposition operators. To see this, let us again have a look back at the linear multiplication operator that we have exhaustively studied in Section 4.1. This is because a multiplication operator $M_{h}$ can be considered as a superposition operator $N_{g}$ with $g(t, u)=h(t) u$, and we have already done so in Example 5.2.32 and the special cases thereafter. According to Theorem 4.1.12 such operators are compact in $B V$ if and only if $\operatorname{supp}(h)$ is countable. In particular, there are many compact superposition operators $N_{g}$ where $g$ is not constant. Here is an example.

Example 5.2.37. Our function $g$ in (5.2.1) with $\varphi_{j}(u)=u$ for all $j \in \mathbb{N}$ generates a superposition operator which is in fact a multiplication operator $N_{g}=M_{h}$ with generating function $h=\chi_{A}$ and support $A:=\{1 /(2 j) \mid j \in \mathbb{N}\}$. By Theorem 4.1.12, $N_{g}$ is compact.
One could conjecture that the result for multiplication operators carries over to superposition operators, requiring that $\operatorname{supp} g(\cdot, u)$ is countable for each $u \in \mathbb{R}$. However, the following two examples show that this condition is not necessary for the compactness of $N_{g}$, and it even does not guarantee the acting condition $N_{g}(B V) \subseteq B V$.

Example 5.2.38. The function $g(t, u) \equiv 1$ generates a constant and hence compact operator $N_{g}: B V \rightarrow B V$, but $\operatorname{supp} g(\cdot, u)=[0,1]$ for all $u \in \mathbb{R}$.
Example 5.2.39. The support $\operatorname{supp} g(\cdot, u)$, where $g$ is as in (5.2.1) with $\varphi_{j}=\chi_{1 /(2 j)}$ for all $j \in \mathbb{N}$, has either only one element or is empty. But $N_{g}$ does not map $B V$ into itself, since the identity function $x(t)=t$ which belongs to $B V$ is mapped to the function $g(t, t)=\chi_{A}(t)$ with $A:=\{1 /(2 j) \mid j \in \mathbb{N}\}$ which does not belong to $B V$.

The last two examples have shown that we cannot expect $\operatorname{supp} g(\cdot, u)$ to be countable for every $u \in \mathbb{R}$ if $N_{g}$ is compact. However, if we shift $g(\cdot, u)$ into $g(\cdot, u)-g(\cdot, 0)$, then we obtain the following result.

Theorem 5.2.40. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$, and let the generator $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be so that $N_{g}$ maps $X$ into itself and is compact. Then

$$
\begin{equation*}
\operatorname{supp}(g(\cdot, u)-g(\cdot, 0)) \tag{5.2.27}
\end{equation*}
$$

is countable for each $u \in \mathbb{R}$.
Proof. Fix $t \in[0,1]$ and $u \in \mathbb{R}$ and let $\left(\tau_{n}\right)$ be a sequence in $(0,1) \backslash\{t\}$ that converges to $t$. The functions $x_{n}=u \chi_{\left\{\tau_{n}\right\}}$ form a bounded sequence $\left(x_{n}\right)$ in $X$. Indeed, we have $\left\|x_{n}\right\|_{\infty}=|u|$ for all $n \in \mathbb{N}$. For $X=Y B V_{\varphi}$ we have by Proposition 1.2.10 for $\lambda=2|u| / \varphi^{-1}(1)$,

$$
\operatorname{Var}_{\varphi}\left(\frac{x_{n}}{\lambda}\right) \leq \varphi\left(\frac{2|u|}{\lambda}\right)=1
$$

and hence $\mathfrak{M}\left(x_{n}\right) \leq 2|u| / \varphi^{-1}(1)$. In total, this gives $\left\|x_{n}\right\|_{Y B V_{\varphi}} \leq\left(1+2 / \varphi^{-1}(1)\right)|u|$ for all $n \in \mathbb{N}$ in this case.
For $X=\Lambda B V$ we get from Proposition 1.2 .20 that $\operatorname{Var}_{\Lambda}\left(x_{n}\right) \leq 2 \lambda_{1}|u|$ and hence $\left\|x_{n}\right\|_{\Lambda B V} \leq\left(1+2 \lambda_{1}\right)|u|$ for all $n \in \mathbb{N}$.
In any case, the sequence $\left(x_{n}\right)$ is mapped by $N_{g}$ into the sequence

$$
y_{n}(s)=g\left(s, x_{n}(s)\right)= \begin{cases}g(s, u) & \text { for } s=\tau_{n} \\ g(s, 0) & \text { for } s \neq \tau_{n}\end{cases}
$$

Since $N_{g}$ is compact in $X$, the sequence $\left(y_{n}\right)$ has a subsequence $\left(y_{n_{k}}\right)_{k}$ that converges in $X$ and hence also pointwise to some function $y \in X$. For fixed $s \in[0,1] \backslash\{t\}$ we have $s \neq \tau_{n}$ for sufficiently large $n \in \mathbb{N}$ as the $\tau_{n}$ converge to $t$, and hence $y_{n_{k}}(s)=g(s, 0)$ for sufficiently large $k \in \mathbb{N}$. For $s=t$ we have $s \neq \tau_{n}$ even for all $n \in \mathbb{N}$ and thus again $y_{n_{k}}(s)=g(s, 0)$ for all $k \in \mathbb{N}$. Consequently, $y(s)=g(s, 0)$ for all $s \in[0,1]$.
The convergence of $\left(y_{n_{k}}\right)$ to $y$ in $X=Y B V_{\varphi}$ implies that $\mathfrak{M}\left(y_{n_{k}}-y\right) \rightarrow 0$ as $k \rightarrow \infty$. Therefore, there exists a sequence $\left(\mu_{k}\right)$ of positive real numbers tending to 0 such that

$$
\begin{aligned}
1 & \geq \operatorname{Var}_{\varphi}\left(\frac{y_{n_{k}}-y}{\mu_{k}}\right) \geq \varphi\left(\frac{\left|y_{n_{k}}(t)-y(t)-y_{n_{k}}\left(\tau_{n_{k}}\right)+y\left(\tau_{n_{k}}\right)\right|}{\mu_{k}}\right) \\
& =\varphi\left(\frac{\left|g\left(\tau_{n_{k}}, u\right)-g\left(\tau_{n_{k}}, 0\right)\right|}{\mu_{k}}\right)=\varphi\left(\frac{\left|h\left(\tau_{n_{k}}\right)\right|}{\mu_{k}}\right)
\end{aligned}
$$

and thus

$$
\left|h\left(\tau_{n_{k}}\right)\right| \leq \mu_{k} \varphi^{-1}(1)
$$

for all $k \in \mathbb{N}$, where $h(s):=g(s, u)-g(s, 0)$. For $k \rightarrow \infty$ the right hand side goes to zero, and thus taking the limit inferior on both sides with respect to $k$ yields

$$
\begin{equation*}
\liminf _{s \rightarrow t}|h(s)|=0 \tag{5.2.28}
\end{equation*}
$$

For $X=\Lambda B V$ we obtain

$$
\begin{aligned}
\operatorname{Var}_{\Lambda}\left(y_{n_{k}}-y\right) & \geq \lambda_{1}\left|y_{n_{k}}(t)-y(t)-y_{n_{k}}\left(\tau_{n_{k}}\right)+y\left(\tau_{n_{k}}\right)\right|=\lambda_{1}\left|g\left(\tau_{n_{k}}, u\right)-g\left(\tau_{n_{k}}, 0\right)\right| \\
& =\lambda_{1}\left|h\left(\tau_{n_{k}}\right)\right|
\end{aligned}
$$

for all $k \in \mathbb{N}$. Again, for $k \rightarrow \infty$ the left hand side goes to zero, and thus taking the limit inferior on both sides with respect to $k$ yields also in this case (5.2.28).
Since $t$ was picked arbitrarily, 5.2.28) holds in fact for all $t \in[0,1]$. By assumption, $N_{g}$ maps $X$ into itself which implies that $h$ belongs to $X$. Thus, $h$ has at most countably many points of discontinuity. But at every point $t \in[0,1]$ of continuity, 5.2 .28 implies that $h(t)=0$. Consequently, $h$ has countable support, and this was exactly what we had to establish.

First, let us quickly discuss the weird looking condition that (5.2.27) is countable for each $u \in \mathbb{R}$ in Theorem 5.2.40. If $N_{g}$ maps $B V$ into $B V$, the function $g(\cdot, u)$ belongs to $B V$ and possesses one-sided limits at each point in $[0,1]$ for every fixed $u \in \mathbb{R}$. If, in addition, these limits coincide with the values of the function at the corresponding points, that is,

$$
g(t, u)=\lim _{s \rightarrow t+} g(s, u) \quad \text { for } 0 \leq t<1 \quad \text { or } \quad g(t, u)=\lim _{s \rightarrow t-} g(s, u) \quad \text { for } 0<t \leq 1
$$

and

$$
\lim _{s \rightarrow 0+} g(s, u)=g(0, u) \quad \text { and } \quad \lim _{s \rightarrow 1-} g(s, u)=g(1, u)
$$

holds true for each $u \in \mathbb{R}$, then the countability of (5.2.27) actually implies $g(t, u)=$ $g(t, 0)$ for all $t \in[0,1]$ and $u \in \mathbb{R}$ which means that $g$ does not depend on $u$ whatsoever! In particular, Theorem 5.1 .20 is a special case of Theorem 5.2.40 which in turn covers the necessity in Theorem 4.1.12. Indeed, if $N_{g}$ is a multiplication operator in $B V$, that is, $g(t, u)=h(t) u$ for some $h \in B V$, then the countability of (5.2.27) implies that $\operatorname{supp}(h)$ is countable. Observe that Example 5.2 .38 is now also covered by Theorem 5.2 .40

Theorem 5.2 .40 does not cover the Riesz spaces which we will consider now. In Theorem 4.1 .13 we have seen that the multiplication operator $M_{g}: R B V_{p} \rightarrow R B V_{p}$ is compact if and only if $g \equiv 0$. In Theorem 5.1.20 we have shown that the composition operator $C_{g}: R B V_{p} \rightarrow R B V_{p}$ is compact if and only if $g$ is constant. Thus, it is reasonable to suspect that a compact superposition operator $N_{g}: R B V_{p} \rightarrow R B V_{p}$ which enshrines the properties of both the multiplication and the composition operator should behave in a similar way. Indeed, our suspicion is correct.

Theorem 5.2.41. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be so that $N_{g}$ maps $R B V_{p}$ into itself. Then $N_{g}$ is compact if and only if there is some $h \in R B V_{p}$ such that $g(\cdot, u)=h$ for all $u \in \mathbb{R}$.

Proof. It is clear that if $g(\cdot, u)=h$ for some $h \in R B V_{p}$ and all $u \in \mathbb{R}$, then $N_{g}$ is compact since $N_{g} x=h$ for all $x \in R B V_{p}$.

For the converse let $N_{g}: R B V_{p} \rightarrow R B V_{p}$ be well-defined and compact. We show that $g$ does not depend on its second argument and hence has the predicted form. In order to do so fix $\tau \in[0,1]$ and $u \in \mathbb{R}$ and let

$$
S:=\limsup _{v \rightarrow 0}\left|\frac{g(\tau, u+v)-g(\tau, u)}{v}\right| .
$$

Then there is a sequence $\left(v_{n}\right)$ in $[-1,1] \backslash\{0\}$ converging to 0 such that

$$
\lim _{n \rightarrow \infty}\left|\frac{g\left(\tau, u+v_{n}\right)-g(\tau, u)}{v_{n}}\right|=S
$$

Consider the functions $z_{n}: \mathbb{R} \rightarrow \mathbb{R}$, defined to be continuous and piecewise linear by $z_{n}(t)=u$ for $|\tau-t| \geq \eta_{n}$ and $z_{n}(\tau)=u+v_{n}$, where $\eta_{n}:=\left|v_{n}\right|^{p /(p-1)}$; in particular, $\eta_{n} \rightarrow 0$ as $n \rightarrow \infty$. The functions $x_{n}:=\left.z_{n}\right|_{[0,1]}$ then form a bounded sequence in $R B V_{p}$, since

$$
\int_{0}^{1}\left|x_{n}^{\prime}(t)\right|^{p} \mathrm{~d} t \leq \int_{\tau-\eta_{n}}^{\tau+\eta_{n}}\left|\frac{v_{n}}{\eta_{n}}\right|^{p} \mathrm{~d} t=2 \frac{\left|v_{n}\right|^{p}}{\left|\eta_{n}\right|^{p-1}}=2
$$

which implies

$$
\left\|x_{n}\right\|_{R B V_{p}}=\left\|x_{n}\right\|_{\infty}+\operatorname{RVar}_{p}\left(x_{n}\right)^{1 / p} \leq|u|+\left|v_{n}\right|+2^{1 / p} \leq|u|+1+2^{1 / p} \quad \text { for } n \in \mathbb{N} .
$$

Since the operator $N_{g}$ is compact it is also bounded which implies that the function $g(\tau, \cdot)$ is continuous in $\mathbb{R}$ by Proposition 5.2.17. Moreover, the compactness of $N_{g}$ also tells us that the functions $y_{n}:=N_{g} x_{n}$ must have a subsequence $\left(y_{n_{k}}\right)$ that converges in $R B V_{p}$ to some $y \in R B V_{p}$. For fixed $t \in[0,1] \backslash\{\tau\}$ we have $y_{n}(t)=g\left(t, x_{n}(t)\right)=g(t, u)$ for sufficiently large $n$ and hence $y(t)=g(t, u)$. At $\tau$ we have

$$
y(\tau)=\lim _{k \rightarrow \infty} g\left(\tau, x_{n_{k}}(\tau)\right)=\lim _{k \rightarrow \infty} g\left(\tau, u+v_{n_{k}}\right)=g(\tau, u)
$$

and here we used the continuity of $g(\tau, \cdot)$ and the fact that $v_{n_{k}} \rightarrow 0$ as $k \rightarrow \infty$. Thus, $y(t)=g(t, u)$ for all $t \in[0,1]$.
We now obtain

$$
\begin{aligned}
& \operatorname{RVar}_{p}\left(y_{n_{k}}-y\right)^{1 / p} \geq \frac{\left|y_{n_{k}}\left(\tau+\eta_{n_{k}}\right)-y\left(\tau+\eta_{n_{k}}\right)-y_{n_{k}}(\tau)+y(\tau)\right|}{\eta_{n_{k}}^{(p-1) / p}} \\
&=\frac{\left|g\left(\tau+\eta_{n_{k}}, x_{n_{k}}\left(\tau+\eta_{n_{k}}\right)\right)-g\left(\tau+\eta_{n_{k}}, u\right)-g\left(\tau, x_{n_{k}}(\tau)\right)+g(\tau, u)\right|}{\eta_{n_{k}}^{(p-1) / p}} \\
&=\frac{\left|g\left(\tau, u+v_{n_{k}}\right)-g(\tau, u)\right|}{\left|v_{n_{k}}\right|}
\end{aligned}
$$

for sufficiently larke $k \in \mathbb{N}$; if $\tau=1$ we have to replace $\tau+\eta_{n_{k}}$ by $\tau-\eta_{n_{k}}$.
Since $\operatorname{RVar}_{p}\left(y_{n_{k}}-y\right)^{1 / p}$ goes to 0 as $k \rightarrow \infty$ we obtain

$$
0=\lim _{k \rightarrow \infty}\left|\frac{g\left(\tau, u+v_{n_{k}}\right)-g(\tau, u)}{v_{n_{k}}}\right|=S
$$

This shows $\partial_{2} g(\tau, u)=0$ for all $u \in \mathbb{R}$ and hence $g(\tau, u)=: h(\tau)$ for all $u \in \mathbb{R}$. Since $\tau$ was arbitrary and $N_{g}$ maps $R B V_{p}$ into itself we conclude $g(t, u)=h(t)$ for all $t \in[0,1]$ and $u \in \mathbb{R}$ with $h \in R B V_{p}$.

Let us now come back to the space $B V$. The natural question is now if the countability of (5.2.27) for each $u \in \mathbb{R}$ is in fact equivalent to compactness of $N_{g}$. Unfortunately, the answer is negative, and we give three examples to illustrate this. The first shows that the countability of (5.2.27) alone (without the requirement $N_{g}(B V) \subseteq B V$ ) is not sufficient to guarantee that we can always extract from $\left(N_{g} x_{n}\right)$ a subsequence converging in $B V$ even if both $\left(x_{n}\right)$ and $\left(N_{g} x_{n}\right)$ are bounded sequences in $B V$.
Example 5.2.42. Let $g(t, u):=\chi_{\{0\}}(t-u)$, that is,

$$
g(t, u)= \begin{cases}1 & \text { for } t=u \\ 0 & \text { for } t \neq u\end{cases}
$$

In particular, for $u=0$ we have $g(t, u)-g(t, 0)=0$ for all $t \in[0,1]$, and for $u \neq 0$ we get

$$
g(t, u)-g(t, 0)= \begin{cases}-1 & \text { for } t=0 \\ 1 & \text { for } t=u \\ 0 & \text { for } t \in[0,1] \backslash\{0, u\}\end{cases}
$$

and thus $\operatorname{supp}(g(\cdot, u)-g(\cdot, 0)) \in\{\emptyset,\{0\},\{0, u\}\}$ which shows that 5.2.27 is even finite for each $u \in \mathbb{R}$. The functions $x_{n}(t):=t_{n} \chi_{\left\{t_{n}\right\}}(t)$ with $t_{n}:=1 /(2 n)$ for all $n \in \mathbb{N}$ (or any other bounded sequence of pairwise distinct numbers $t_{n} \in(0,1)$ ) form a bounded sequence in $B V$, since $\left\|x_{n}\right\|_{B V}=3 t_{n}$ for all $n \in \mathbb{N}$. Moreover, since $x_{n}(t)=t$ if and only if $t \in\left\{0, t_{n}\right\}$ we have

$$
N_{g} x_{n}(t)= \begin{cases}1 & \text { for } t \in\left\{0, t_{n}\right\} \\ 0 & \text { for } t \in(0,1] \backslash\left\{t_{n}\right\}\end{cases}
$$

and so $\left(N_{g} x_{n}\right)$ is also a bounded sequence in $B V$ with $\left\|N_{g} x_{n}\right\|_{B V}=4$ for all $n \in \mathbb{N}$. However, $\left(N_{g} x_{n}\right)$ cannot have a subsequence converging in $B V$, since it cannot have a Cauchy subsequence in $B V$. This is, because for $m \neq n$ we have

$$
N_{g} x_{m}(t)-N_{g} x_{n}(t)= \begin{cases}1 & \text { for } t=t_{m} \\ -1 & \text { for } t=t_{n} \\ 0 & \text { for } t \in[0,1] \backslash\left\{t_{m}, t_{n}\right\}\end{cases}
$$

and thus $\left\|N_{g} x_{m}-N_{g} x_{n}\right\|_{B V}=5$ for all $m \neq n$.
Finally, $N_{g}$ does not map $B V$ into $B V$. To see this, consider the function $x(t)=$ $\varphi_{3,0,1}(t)+t$ which was defined in (1.1.1). It is easy to verify that $x$ is continuously differentiable on $[0,1]$ and hence belongs to $B V$. Moreover, $x(t)=t$ if and only if $t \in\{0\} \cup\{1 /(\pi n) \mid n \in \mathbb{N}\}=: A$. But $x$ is mapped by $N_{g}$ into the function $\chi_{A}$ which is not an element of $B V$.

The next example shows that even an operator $N_{g}$ which maps $B V$ into $B V$ with countable set (5.2.27) for each $u \in \mathbb{R}$ may not be compact.

Example 5.2.43. Define $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
g(t, u)= \begin{cases}n & \text { for } t=0, u=\frac{1}{n}, n \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

For any function $x:[0,1] \rightarrow \mathbb{R}$ we then have $g(\cdot, x)=n \chi_{\{0\}}$ if $x(0)=1 / n$ for some $n \in \mathbb{N}$ and $g(\cdot, x)=\mathbb{0}$ if $x(0) \neq 1 / n$ for all $n \in \mathbb{N}$. Clearly, the sets (5.2.27) contain at most $t=0$ for each $u \in \mathbb{R}$, and $N_{g}$ maps any space of real-valued functions on $[0,1]$ into $B V$. But $N_{g}$ as an operator from $B V$ into itself is not compact, because the constant functions $x_{n} \equiv 1 / n$ form a bounded (even convergent) sequence in $B V$, but the functions $N_{g} x_{n}=n \chi_{\{0\}}$ cannot have a convergent subsequence in $B V$. Note that $N_{g}$ is also discontinuous and unbounded.

The last example of this series is more complicated but presents a bounded but not compact operator $N_{g}: B V \rightarrow B V$ generated by a function $g$ that has finite sets 5.2.27) for each $u \in \mathbb{R}$.

Example 5.2.44. For $n \in \mathbb{N}$ put $A_{n}:=\left\{k / 2^{n} \mid k \in\left\{1, \ldots, 2^{n}-1\right\}\right\}$ and define the functions $g_{n}:=2^{-n} \chi_{A_{n}}$. Consider $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
g(t, u)= \begin{cases}g_{n}(t) & \text { for } u=2^{-n}, n \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

Figure 5.2.5 shows those points $(t, u) \in[0,1] \times[0,1 / 2]$ at which $g$ is not zero. At these points the value of $g$ is $u$.


Figure 5.2.5: The points at which $g$ is not zero.

We first show that $g$ generates a bounded operator $N_{g}: B V \rightarrow B V$ which is the hardest part. In order to do so fix $x \in B V$ and set $y(t):=g(t, x(t))$. Then $\|y\|_{\infty} \leq 1 / 2$, and
$\operatorname{Var}(y)$ being finite or infinite is given by

$$
\operatorname{Var}(y)=2 \sum_{t \in \operatorname{supp}(y)} y(t)
$$

according to Proposition 1.1.8, because $g$ has countable support, and so has $y$. If $\operatorname{supp}(y)$ is finite, $y \in B V$ and we are done. We therefore assume that $\operatorname{supp}(y)$ is infinite. Note that then for each such $t \in \operatorname{supp}(y)$ we find $m \in \mathbb{N}$ and $k \in\left\{1, \ldots, 2^{m}-1\right\}$ such that

$$
t=\frac{k}{2^{m}} \quad \text { and } \quad x(t)=\frac{1}{2^{m}} .
$$

We now pick $n \in \mathbb{N}$ and pairwise distinct $t_{0}, \ldots, t_{n} \in \operatorname{supp}(y)$; without loss of generality we may assume $0 \leq t_{0}<\cdots<t_{n} \leq 1$. Defining $u_{j}:=x\left(t_{j}\right)$ and $J:=\{j \in$ $\left.\{1, \ldots, n\} \mid u_{j-1} \neq u_{j}\right\}$ gives

$$
\begin{equation*}
\sum_{j=1}^{n} y\left(t_{j}\right)=\sum_{j=1}^{n} g\left(t_{j}, u_{j}\right)=\sum_{j \in J} g\left(t_{j}, u_{j}\right)+\sum_{j \notin J} g\left(t_{j}, u_{j}\right) . \tag{5.2.29}
\end{equation*}
$$

To estimate the last sum in (5.2.29) we fix $j \in\{1, \ldots, n\} \backslash J$. Then $u_{j-1}=u_{j}$, and we find numbers $m, k_{j-1}, k_{j} \in \mathbb{N}, k_{j-1}<k_{j}$, such that $t_{j-1}=k_{j-1} / 2^{m}, t_{j}=k_{j} / 2^{m}$ and $u_{j-1}=u_{j}=1 / 2^{m}$. Then

$$
g\left(t_{j}, u_{j}\right)=\frac{1}{2^{m}} \leq \frac{k_{j}-k_{j-1}}{2^{m}}=t_{j}-t_{j-1}
$$

and consequently

$$
\begin{equation*}
\sum_{j \notin J} g\left(t_{j}, u_{j}\right) \leq \sum_{j \notin J} t_{j}-t_{j-1} \leq 1 . \tag{5.2.30}
\end{equation*}
$$

We now take care of the second to last sum in (5.2.29) and fix $j \in J$. Since $u_{j-1} \neq u_{j}$, either $u_{j-1} \geq 2 u_{j}$ or $u_{j-1} \leq u_{j} / 2$. In the first case we get $u_{j-1}-u_{j} \geq u_{j}$ and in the latter we obtain $u_{j}-u_{j-1} \geq u_{j} / 2$. But in any case we have

$$
u_{j} \leq 2\left|u_{j-1}-u_{j}\right|,
$$

and this leads to

$$
\begin{equation*}
\sum_{j \in J} g\left(t_{j}, u_{j}\right) \leq 2 \sum_{j \in J}\left|u_{j-1}-u_{j}\right| \leq 2 \operatorname{Var}(x) \tag{5.2.31}
\end{equation*}
$$

Thus, putting (5.2.29), (5.2.30) and (5.2.31) together yields

$$
\sum_{j=1}^{n} y\left(t_{j}\right) \leq 2 \operatorname{Var}(x)+1
$$

and since $n$ has been picked arbitrarily, this is true for any $n \in \mathbb{N}$. Consequently,

$$
\operatorname{Var}(y) \leq 4 \operatorname{Var}(x)+2 .
$$

Finally,

$$
\left\|N_{g} x\right\|_{B V}=\|y\|_{B V}=\|y\|_{\infty}+\operatorname{Var}(y) \leq 4\|x\|_{B V}+5 / 2
$$

which shows that $N_{g}$ is indeed a bounded operator from $B V$ into itself.
However, $N_{g}$ is not compact: The sequence $\left(x_{n}\right)$ of constant functions $x_{n} \equiv 2^{-n}$ is mapped into the sequence $\left(g_{n}\right)$ with $\left\|g_{n}\right\|_{\infty}=2^{-n} \rightarrow 0$ as $n \in \mathbb{N}$. Therefore, any subsequence of $\left(g_{n}\right)$ must (uniformly) converge to $\mathbb{O}$. However, such a subsequence cannot converge with respect to the $B V$-norm, since

$$
\operatorname{Var}\left(g_{n}\right)=2^{1-n} \# A_{n}=\frac{2^{n}-1}{2^{n-1}}=2-\frac{1}{2^{n-1}} \geq 1 \quad \text { for } n \in \mathbb{N} .
$$

Consequently, $N_{g}: B V \rightarrow B V$ cannot be compact.
We now give some examples of compact superposition operators in $B V$. First, let us mention that if $N_{g}$ has the form

$$
\begin{equation*}
N_{g}=C_{f} \circ M_{\mu} \circ C_{h}, \tag{5.2.32}
\end{equation*}
$$

that is,

$$
N_{g} x(t)=f(\mu(t) h(x(t))) \quad \text { for } 0 \leq t \leq 1,
$$

where $C_{f}$ and $C_{h}$ are composition operators generated by functions $f, h: \mathbb{R} \rightarrow \mathbb{R}$, respectively, and $M_{\mu}$ is a multiplication operator generated by a function $\mu:[0,1] \rightarrow \mathbb{R}$, then the operator $N_{g}: B V \rightarrow B V$ is compact if $f, h \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ and $\mu \in B V \cap \mathcal{S}_{c}$. Indeed, if $h \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, then $C_{h}$ is bounded by Theorem 5.1.19, and $\mu \in B V \cap \mathcal{S}_{c}$ implies that $M_{\mu}$ is compact by Theorem 4.1.12. Consequently, $M_{\mu} \circ C_{h}$ is compact in $B V$. Again, $f \in \operatorname{Lip} p_{l o c}(\mathbb{R})$ yields together with Theorem 5.1.24 that $C_{f}$ is continuous in $B V$ and so in total $N_{g}$ is compact as an operator from $B V$ into itself.

Based on these general observations we give now two examples of compact superposition operators $N_{g}: B V \rightarrow B V$. The first one is generated by a function $g$ in separated variables which cannot be written as a multiplication operator. The second one is generated by a function $g$ which cannot be written in separated variables.

Example 5.2.45. Let $g(t, u)=\chi_{\mathbb{Q} \cap[0,1]}(t) u^{2}$ be given in separated variables. Writing $f(u)=u, \mu(t)=\chi_{\mathbb{Q} \cap[0,1]}(t)$ and $h(u)=u^{2}$ we have $f, h \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ and $\mu \in B V \cap \mathcal{S}_{c}$, and we conclude by what we have observed above that $N_{g}=C_{f} \circ M_{\mu} \circ C_{h}$ maps $B V$ into itself and is compact. However, since $h$ is not linear, the operator $N_{g}$ is not a multiplication operator.

Example 5.2.46. The function $g(t, u)=\sin \left(\chi_{\mathbb{Q} \cap[0,1]}(t) u\right)$ cannot be written in separated variables. Setting $f(u)=\sin (u), \mu(t)=\chi_{\mathbb{Q} \cap[0,1]}(t)$ and $h(u)=u$, we again have $f, h \in \operatorname{Lip}_{l o c}(\mathbb{R})$ and $\mu \in B V \cap \mathcal{S}_{c}$ and conclude that $N_{g}=C_{f} \circ M_{\mu} \circ C_{h}$ maps $B V$ into itself and is compact.

It is now time to summarize what we know about the disparities between the composition operator $C_{g}$ and the superposition operator $N_{g}$ in the space $B V$.

- Whenever the composition operator $C_{g}$ maps $B V$ into itself, it is automatically bounded; this is not true for the superposition operator $N_{g}$, see Example 5.2.13.
- Whenever the operator $C_{g}$ maps $B V$ into itself, it is automatically continuous; this is not true for the superposition operator $N_{g}$, see Example 5.2.20.
- The acting condition $C_{g}(B V) \subseteq B V$ holds precisely for locally Lipschitz continuous functions $g: \mathbb{R} \rightarrow \mathbb{R}$; the acting condition $N_{g}(B V) \subseteq B V$ may hold even for discontinuous functions $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, see Example 5.2.18,
- The local Lipschitz continuity of $g: \mathbb{R} \rightarrow \mathbb{R}$ guarantees the continuity of $C_{g}$ in $B V$; not even the global Lipschitz continuity of $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ guarantees the continuity of $N_{g}$ in $B V$, see Example 5.2.20.
- Only affine functions $g: \mathbb{R} \rightarrow \mathbb{R}$ generate globally Lipschitz continuous operators $C_{g}$ in $B V$; this is not true for the superposition operator $N_{g}$ for $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, see Example 5.2.21.
- Only constant functions $g: \mathbb{R} \rightarrow \mathbb{R}$ generate compact operators $C_{g}$ in $B V$; this is not true for the superposition operator $N_{g}$ for $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, see Example 5.2.37.

On the last pages of this section we make some remarks concerning so called locally defined operators which are defined as follows.
Definition 5.2.47. Let $X$ and $Y$ be spaces of real-valued functions on [0, 1]. A (linear or nonlinear) operator $T: X \rightarrow Y$ is called locally defined if for each open interval $I \subseteq \mathbb{R}$ the implication

$$
\left.x\right|_{I \cap[0,1]}=\left.\left.y\right|_{I \cap[0,1]} \quad \Longrightarrow \quad(T x)\right|_{I \cap[0,1]}=\left.(T y)\right|_{I \cap[0,1]}
$$

holds for all functions $x, y \in X$.
Locally defined operators are also called operators with memory in the literature.
Clearly, any multiplication, composition and superposition operator is locally defined as long as it is well-defined. Indeed, from $x(t)=y(t)$ for $t \in I \cap[0,1]$ it follows that $M_{g} x(t)=g(t) x(t)=g(t) y(t)=M_{g} y(t)$ and $C_{g} x(t)=g(x(t))=g(y(t))=C_{g} y(t)$ and $N_{g} x(t)=g(t, x(t))=g(t, y(t))=N_{g} y(t)$ for all $t \in I \cap[0,1]$, respectively.
Here are three examples of operators from the space $B V$ into itself which are not locally defined.

Example 5.2.48. The substitution operator $S_{g}: B V \rightarrow B V$, defined in 4.0.2) and generated by $g:[0,1] \rightarrow[0,1], t \mapsto 1$, is not locally defined. The functions $x:=\chi_{[1 / 2,1]}$ and $y:=2 \chi_{[1 / 2,1]}$ both belong to $B V$ and agree on the open interval $I:=(0,1 / 2)$, but $S_{g} x(t)=x(g(t))=x(1)=1 \neq 2=y(1)=y(g(t))=S_{g} y(t)$ for any $t \in[0,1]$.

Example 5.2.49. The integral operator $I_{g}: B V \rightarrow B V$, defined in 4.0.3 and generated by $g:[0,1] \times[0,1] \rightarrow \mathbb{R},(t, s) \mapsto 1$, is not locally defined. The functions $x:=\chi_{[0,1 / 2]}$ and $y:=2 \chi_{[0,1 / 2]}$ both belong to $B V$ and agree on the open interval $I:=(1 / 2,1)$, but

$$
\begin{aligned}
I_{g} x(t) & =\int_{0}^{1} g(t, s) x(s) \mathrm{d} s=\int_{0}^{1 / 2} 1 \mathrm{~d} s=\frac{1}{2} \\
& \neq 1=\int_{0}^{1 / 2} 2 \mathrm{~d} s=\int_{0}^{1} g(t, s) y(s) \mathrm{d} s=I_{g} y(t)
\end{aligned}
$$

for any $t \in[0,1]$.
Example 5.2.50. The Volterra operator $V_{g}: B V \rightarrow B V$, defined in 4.3.10 and generated by $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$, given by

$$
g(t, s)= \begin{cases}1 & \text { for } 0 \leq s \leq t \leq 1 \\ 0 & \text { for } 0 \leq t<s \leq 1\end{cases}
$$

is not locally defined. The functions $x:=\chi_{[0,1 / 2]}$ and $y:=2 \chi_{[0,1 / 2]}$ both belong to $B V$ and agree on the open interval $I:=(1 / 2,1)$, but

$$
\begin{aligned}
V_{g} x(t) & =\int_{0}^{t} g(t, s) x(s) \mathrm{d} s=\int_{0}^{1 / 2} 1 \mathrm{~d} s=\frac{1}{2} \\
& \neq 1=\int_{0}^{1 / 2} 2 \mathrm{~d} s=\int_{0}^{t} g(t, s) y(s) \mathrm{d} s=V_{g} y(t)
\end{aligned}
$$

for any $t \in I$.
The point is now that if $X$ and $Y$ are certain spaces of continuous functions, then any locally defined operator $T: X \rightarrow Y$ is in fact a superposition operator. For instance, the following has been established in [89].

Theorem 5.2.51. For each locally defined operator $T: C \rightarrow C$ there is exactly one continuous function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $T=N_{g}$.

In [89] it was also shown that the same result remains true if $C$ is replaced by $C^{1}$. Surprisingly, in this case, the function $g$ may not be continuous anymore.
Similar representation results have been achieved for other function spaces. For instance, if $T: X \rightarrow C$ is locally defined on $X=C^{n}$, the space of $n$-times continuously differentiable functions, it was shown in 89 that then $T$ has the form $T x(t)=g\left(t, x(t), x^{\prime}(t), \ldots, x^{(n)}(t)\right)$ for some function $g \in[0,1] \times \mathbb{R}^{n+1} \rightarrow \mathbb{R}$. Other results in this direction are also known for $X=L i p_{\alpha}$, the space of Hölder continuous functions [157], and for $X$ being the space of Whitney differentiable functions [109, 110, 156].
It turns out that we have a similar result if $X$ is one of our $B V$-spaces intersected with the space $C$.

Theorem 5.2.52. Let $X$ be any of the spaces Lip, $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Then for any locally defined operator $T: X \cap C \rightarrow C$ there is exactly one function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $T=N_{g}$.

Theorem 5.2.52 was proven in [158] for $X=Y B V_{\varphi}$ and hence also for $X=W B V_{p}$ and $X=B V$ and in [18] for $X=R B V_{p}$. Theorem 5.2.52 remains true even for other $B V$-type spaces like $X=W B V_{p(\cdot)}$, the space of functions of bounded Wiener variation with variable exponent $p:[0,1] \rightarrow(1, \infty)[69]$. The proofs for all these results are very similar. We present here the proof for $X=L i p$ and for $X=\Lambda B V$ for which we could not find a reference.

Proof of Theorem 5.2.52 for $X=\Lambda B V$ and $X=$ Lip. We begin by showing Claim 1: The following implication holds.

$$
\begin{equation*}
\forall x, y \in X \cap C \forall \tau \in(0,1): \quad x(\tau)=y(\tau) \quad \Longrightarrow \quad T x(\tau)=T y(\tau) \tag{5.2.33}
\end{equation*}
$$

To this end, fix $x, y \in X \cap C$ and $\tau \in(0,1)$ with $x(\tau)=y(\tau)$. Then the function $z:[0,1] \rightarrow \mathbb{R}$, defined by

$$
z(t)= \begin{cases}x(t) & \text { for } 0 \leq t \leq \tau \\ y(t) & \text { for } \tau<t \leq 1\end{cases}
$$

belongs to $X \cap C$. Moreover, $z$ coincides on $[0, \tau]$ with $x$ and on $[\tau, 1]$ with $y$. Therefore, there is some $\eta>0$ such that the open intervals $I_{\varepsilon}:=(\tau-2 \varepsilon, \tau)$ and $J_{\varepsilon}:=(\tau, \tau+2 \varepsilon)$ are contained in $[0,1]$ and satisfy $\left.x\right|_{I_{\varepsilon}}=\left.z\right|_{I_{\varepsilon}}$ and $\left.y\right|_{J_{\varepsilon}}=\left.z\right|_{J_{\varepsilon}}$ for all $\varepsilon \in(0, \eta)$. Since $T$ is locally defined on $X \cap C$ it follows that

$$
\left.(T x)\right|_{I_{\varepsilon}}=\left.(T z)\right|_{I_{\varepsilon}} \quad \text { and }\left.\quad(T y)\right|_{J_{\varepsilon}}=\left.(T z)\right|_{J_{\varepsilon}} \quad \text { for all } \varepsilon \in(0, \eta)
$$

But this implies

$$
T x(\tau-\varepsilon)=T z(\tau-\varepsilon) \quad \text { and } \quad T y(\tau+\varepsilon)=T z(\tau+\varepsilon) \quad \text { for all } \varepsilon \in(0, \eta)
$$

and since $T x, T y$ and $T z$ are continuous at $\tau$ we conclude by letting $\varepsilon \rightarrow 0$ that $T x(\tau)=T z(\tau)=T y(\tau)$. Thus, (5.2.33) is true, indeed.

Claim 2: For $x, y \in X \cap C$ with $x(0)=y(0)$ there are sequences $\left(s_{n}\right)$ and $\left(t_{n}\right)$ in $(0,1]$ both decreasing to 0 and a function $z \in X \cap C$ such that $z\left(s_{n}\right)=x\left(s_{n}\right)$ and $z\left(t_{n}\right)=y\left(t_{n}\right)$ for all $n \in \mathbb{N}$.
Claim 2 follows for $X=\Lambda B V$ from [158]. Therein it was shown that $z$ can be constructed in such a way that $z \in B V \cap C$, even if $x$ and $y$ are merely continuous without having bounded Waterman variation.
We now show Claim 2 for $X=$ Lip. To this end, let $s_{n}:=2^{2-2 n}$ and $t_{n}:=2^{1-2 n}$ for $n \in \mathbb{N}$. Then both $\left(s_{n}\right)$ and $\left(t_{n}\right)$ are sequences in $(0,1]$ that converge to 0 so that $s_{n+1}<t_{n}<s_{n}$ for all $n \in \mathbb{N}$. Consider the function $z:[0,1] \rightarrow \mathbb{R}$, defined by $z(0)=x(0)=y(0)$ as well as by $z\left(s_{n}\right)=x\left(s_{n}\right), z\left(t_{n}\right)=y\left(t_{n}\right)$ and linear between $s_{n+1}$ and $t_{n}$ and between $t_{n}$ and $s_{n}$ for all $n \in \mathbb{N}$; Figure 5.2.6 shows how the function $z$ (thick black lines) "zigzags" between $x$ and $y$.


Figure 5.2.6: The function $z$ "zigzagging" between $x$ and $y$.
Since $x, y \in \operatorname{Lip}$ we also have $x-y \in \operatorname{Lip}$, and since $x(0)-y(0)=0$,

$$
|x(s)-y(s)| \leq(\operatorname{lip}(x)+\operatorname{lip}(y)) s \quad \text { for } s \in[0,1]
$$

Thus, for all $n \in \mathbb{N}$ we have

$$
\begin{aligned}
\frac{\left|z\left(s_{n}\right)-z\left(t_{n}\right)\right|}{s_{n}-t_{n}} & =\frac{\left|x\left(s_{n}\right)-y\left(t_{n}\right)\right|}{s_{n}-t_{n}} \leq \frac{\left|x\left(s_{n}\right)-x\left(t_{n}\right)\right|}{s_{n}-t_{n}}+\frac{\left|x\left(t_{n}\right)-y\left(t_{n}\right)\right|}{s_{n}-t_{n}} \\
& \leq \operatorname{lip}(x)+(\operatorname{lip}(x)+\operatorname{lip}(y)) \frac{t_{n}}{s_{n}-t_{n}}=2 \operatorname{lip}(x)+\operatorname{lip}(y)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\left|z\left(t_{n}\right)-z\left(s_{n+1}\right)\right|}{t_{n}-s_{n+1}} & =\frac{\left|y\left(t_{n}\right)-x\left(s_{n+1}\right)\right|}{t_{n}-s_{n+1}} \leq \frac{\left|y\left(t_{n}\right)-x\left(t_{n}\right)\right|}{t_{n}-s_{n+1}}+\frac{\left|x\left(t_{n}\right)-x\left(s_{n+1}\right)\right|}{t_{n}-s_{n+1}} \\
& \leq(\operatorname{lip}(x)+\operatorname{lip}(y)) \frac{t_{n}}{t_{n}-s_{n+1}}+\operatorname{lip}(x)=3 \operatorname{lip}(x)+2 \operatorname{lip}(y)
\end{aligned}
$$

Consequently, $z \in X \cap C$ with $\operatorname{lip}(z) \leq 3 \operatorname{lip}(x)+2 \operatorname{lip}(y)$, and Claim 2 is established.
Claim 3: The implication 5.2.33 holds also for $\tau \in\{0,1\}$.
Let $\tau=0$ (the argument for $\tau=1$ ) is similar. Fix $x, y \in X \cap C$ with $x(0)=y(0)$. By Claim 2 there are sequences $\left(s_{n}\right)$ and $\left(t_{n}\right)$ in $(0,1]$ both decreasing to 0 and a function $z \in X \cap C$ such that

$$
z\left(s_{n}\right)=x\left(s_{n}\right) \quad \text { and } \quad z\left(t_{n}\right)=y\left(t_{n}\right) \quad \text { for all } n \in \mathbb{N} .
$$

Without loss of generality we may assume that $0<s_{n}, t_{n}<1$ for all $n \in \mathbb{N}$. Then by Claim 1 it follows that

$$
T x\left(s_{n}\right)=T z\left(s_{n}\right) \quad \text { and } \quad T y\left(t_{n}\right)=T z\left(t_{n}\right) \quad \text { for all } n \in \mathbb{N} .
$$

Finally, the continuity of $T x, T y$ and $T z$ yields $T x(0)=T z(0)=T y(0)$.
Claim 4: There is exactly one function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $T=N_{g}$.
Define $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ which generates the desired superposition operator by

$$
g(t, u):=T(u \mathbb{1})(t) .
$$

For any function $x \in X \cap C$ and fixed $\tau \in[0,1]$ we have $x(\tau)=(x(\tau) \mathbb{1})(\tau)$, where both $x$ and $x(\tau) \mathbb{1}$ belong to $X \cap C$. We get with the help (5.2.33) and Claim 3,

$$
g(\tau, x(\tau))=T(x(\tau) \mathbb{1})(\tau)=T x(\tau)
$$

This shows the existence of $g$. If $h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is another function with $T=N_{h}$, then for any $t \in[0,1]$ and $u \in \mathbb{R}$,

$$
g(t, u)=T(u \mathbb{1})(t)=h(t,(u \mathbb{1})(t))=h(t, u) .
$$

This shows the uniqueness of $g$ and completes the proof.
We end this section with two examples of locally defined operators which cannot be represented as superposition operators.
Example 5.2.53. Define $T: B V \rightarrow R$ by $T x:=x^{\#}$, where $x^{\#}$ denotes the right regularization of $x$ defined in 1.1.18). To show that $T$ is locally defined, fix $x, y \in B V$ and an open interval $I \subseteq \mathbb{R}$ such that $\left.x\right|_{I \cap[0,1]}=\left.y\right|_{I \cap[0,1]}$. Without loss of generality we may assume that $I \cap[0,1] \neq \emptyset$. Fix $\tau \in I \cap[0,1]$. Since $I$ is open and $x$ and $y$ coincide on $I \cap[0,1]$ they also coincide in a neighborhood of $\tau$. In particular, $x^{\#}=y^{\#}$ in that neighborhood. Since $\tau$ was chosen arbitrarily in $I \cap[0,1]$ we conclude $T x=x^{\#}=y^{\#}=$ $T y$ on $I \cap[0,1]$. Consequently, $T$ is locally defined.
However, $T$ is not a superposition operator. To see this assume the opposite, that is, assume that there is a function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $x^{\#}(t)=T x(t)=g(t, x(t))$ for all $x \in B V$ and $t \in[0,1]$. If we take $x=\chi_{\{0\}} \in B V$ then $g(0,1)=g(0, x(0))=$ $x^{\#}(0)=0$, but on the other hand $g(0,1)=g(0, \mathbb{1}(0))=\mathbb{1}^{\#}(0)=1$, a contradiction.

This example also shows that we cannot drop the requirement in Theorem 5.2.52 that the domain and the target space of $T$ are subsets of $C$. The same is true if $X \cap C$ in Theorem 5.2 .52 is replaced by a space that contains all functions that agree with a continuous function almost everywhere, even if the operator $T$ maps this space into $C$. This is illustrated by our last example in this chapter.

Example 5.2.54. Let $X:=\{y+z \mid y \in C, z=0$ almost everywhere $\}$, and define the operator $T: X \rightarrow C$ by

$$
\begin{equation*}
T x(t)=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \tag{5.2.34}
\end{equation*}
$$

Then $T$ is well-defined, because $X \subseteq L_{1}$, and if $x \in X$, then $x$ can be written as $x=y+z$ for some $y \in C$ and $z:[0,1] \rightarrow \mathbb{R}$ with $z=\mathbb{0}$ almost everywhere. Such $x$ is then mapped by $T$ into the function $y$, because

$$
T x(t)=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta}(y(s)+z(s)) \mathrm{d} s=\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} y(s) \mathrm{d} s=y(t)
$$

holds for all $t \in[0,1]$, where the last equality follows from Theorem 2.1.3 (b).
Moreover, it is clear that $T$ is locally defined, because the integral in 5.2.34 needs to know only how $x$ looks like in a neighborhood of $t$. But $T$ is not a superposition operator. Otherwise we had $T x(t)=g(t, x(t))$ for some function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and all $t \in[0,1]$. For the two functions $\mathbb{1}$ and $\chi_{\{0\}}$ both belonging to $X$ this would imply on the one hand $g(0,1)=g(0, \mathbb{1}(0))=T \mathbb{1}(0)=\mathbb{1}(0)=1$, but on the other hand $g(0,1)=g\left(0, \chi_{\{0\}}(0)\right)=T \chi_{\{0\}}(0)=\mathbb{O}(0)=0$, a contradiction.

We remark that the fixed points of the operator $T$ in Example 5.2.54 are precisely all continuous functions.
If therein $X$ is replaced by the space $K H$ of all Kurzweil-Henstock integrable functions, then $T$ is no longer well-defined, for two reasons: First, the limit in 5.2.34 may not exist at some $t \in[0,1]$. Second, the resulting function $T x$ does not have to be continuous. However, $T$ can be replaced by the operator $\hat{T}: K H \rightarrow K H$, defined by

$$
\hat{T} x(t)= \begin{cases}\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s & \text { if the limit exists and is finite } \\ 0 & \text { otherwise }\end{cases}
$$

which can be considered as an extension of $T$ onto $K H$ that is now well and still locally defined. It can be shown that $\hat{T} x=x$ almost everywhere [84]. In this setting the fixed points of $\hat{T}$ in the subspace

$$
K H_{0}:=\left\{x \in K H \mid \forall t \in[0,1]: \lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t}^{t+\delta} x(s) \mathrm{d} s \text { exists and is finite }\right\}
$$

of those KH -integrable functions $x$ for which the limit (5.2.34) exists and is finite are precisely those functions which have a primitive, and this is exactly the assertion of Theorem 2.1.3 (d). The fact that $T$ and hence also $\hat{T}$ cannot be represented as superposition operators might be one tiny of the many reasons why the class $\Delta$ of functions with primitive is still entangled by some mysteries.

## Chapter 6

## Types of Convergence which Preserve Continuity

It is a well-known fact that a locally uniformly convergent sequence of continuous functions always has a continuous limit function. That is, the continuity is preserved under locally uniform convergence. In probably every Analysis course it is also pointed out by means of the example $f_{n}(x)=x^{n}$ for $x \in[0,1]$ that the locally uniform convergence cannot be replaced by pointwise convergence. However, continuity of the limit function is not equivalent to locally uniform convergence.
Example 6.0.1. Consider the continuous "hump"-functions $f_{n}(x)=n^{2} x^{2} \exp \left(-n^{2} x^{2}\right)$ for $n \in \mathbb{N}$ and $x \in \mathbb{R}$. For $x \neq 0$ we have $f_{n}(x) \rightarrow 0$ as $n \rightarrow \infty$, and $f_{n}(0)=0$ and $f_{n}(1 / n)=1 / e$ for each $n \in \mathbb{N}$. Consequently, $\left(f_{n}\right)$ converges pointwise but not locally uniformly on $\mathbb{R}$ to the continuous function $\mathbb{D}$.

Note that these "hump"-functions form a bounded sequence with respect to the supremum norm that has no locally uniformly convergent subsequence.

This raises the question what additional assumption on top of pointwise convergence can be made in order to guarantee that the limit function of a sequence of continuous functions is always continuous. The first one who solved this problem was Arzelà in 1883, who introduced in [14] and [15] the term piecewise uniform convergenc $\mathbb{}^{1}$ ] and investigated series of continuous functions on compact real intervals which was also discussed in [155]. His term was later renamed into quasi uniform convergence and generalized and modified in many directions, for instance, for a discussion of the same question in topological spaces [2]. A detailed survey including Arzelà's original definition and the historical development of this type of convergence can be found in [38]. Nowadays, the term quasi uniform convergence seems to be used not consistently; we will give the definition of which we will make use at the beginning of Section 6.1 below.

[^9]In this chapter which will also be published as [134] we investigate - in addition to pointwise and locally uniform convergence - three further types of convergence in metric spaces which are, besides a variant of the classical quasi uniform convergence, also semi uniform and continuously uniform convergence. We give criteria under which a sequence converges in one of these types and keep our eyes on those which preserve continuity. In addition, we give some conditions on sequences of functions and their underlying spaces under which convergent subsequences can be extracted and recall that several types of convergence considered herein can be used to characterize compactness of the domains the functions under consideration live in. Eventually, we compare all five types of convergence with each other and give a summary of the relations among them at the end of Section 6.1. However, we will focus our attention on semi uniform convergence which will be of particular importance in Section 6.2 ,
Therein we are going to apply some of the results from Section 6.1 to the (autonomous) composition operators in the space $B V$ which we have discussed in detail in Section 5.1. As we have seen in Proposition 5.1.1 there are known criteria under which such operators map the space $B V$ into itself. Moreover, we gave criteria under which the composition operator is locally Lipschitz continuous (Theorem 5.1.21), globally uniformly continuous (Theorem 5.1.22) and uniformly continuous on bounded subsets of $B V$ (Theorem 5.1.23). But as we have already mentioned at the end of Section 5.1 the question of whether the composition operator is automatically pointwise continuous in the space $B V$ has an interesting history. Its positive answer has two quite technical proofs, the first of which given in [118] is almost 30 pages long, and the second was given quite recently in [96]. In Section 6.2 we will apply some of the theoretical results developed in Section 6.1 and present a new and short proof for this fact. We also give criteria under which sequences of composition operators converge locally uniformly and semi uniformly in the space $B V$.

### 6.1 Five Types of Convergence in Comparison

In what follows, let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces. Just for the sake of completeness, let us start with recalling the definition of locally uniform convergence.

Definition 6.1.1. Let $f_{n}, f: X \rightarrow Y$ for $n \in \mathbb{N}$ be functions, and let $x \in X$ be fixed. We say that the sequence $\left(f_{n}\right)$ converges locally uniformly to $f$ at $x$ if there is some $\delta>0$ such that for each $\varepsilon>0$ there is $N \in \mathbb{N}$ such that for all $n \geq N$ and $y \in X$ with $d_{X}(x, y) \leq \delta$ we have $d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$.
Using quantifiers, this reads

$$
\exists \delta>0 \forall \varepsilon>0 \exists N \in \mathbb{N} \forall n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon
$$

Moreover, we say that $\left(f_{n}\right)$ converges locally uniformly to $f$ in $X$ if $\left(f_{n}\right)$ converges locally uniformly to $f$ at each $x \in X$.
It is clear from this definition that locally uniform convergence implies pointwise convergence.

As written at the beginning of this chapter, a necessary and sufficient condition on top of pointwise convergence of a sequence $\left(f_{n}\right)$ of continuous functions to guarantee that $f$ is continuous is that the convergence is not only pointwise but also quasi uniform. Since there are many different definitions for this term, we state the definition we will work with here in detail. It is a pointwise version of Arzelà's original definition ${ }^{2}$ and was also used in [54, Definition 1] under the name "almost uniform convergence"; for metric spaces it reads as follows.

Definition 6.1.2. Let $f_{n}, f: X \rightarrow Y$ for $n \in \mathbb{N}$ be functions, and let $x \in X$ be fixed. We say that the sequence $\left(f_{n}\right)$ converges quasi uniformly to $f$ at $x$ if for each $\varepsilon>0$ and each $N \in \mathbb{N}$ there are $\delta>0$ and $n \geq N$ such that for all $y \in X$ with $d_{X}(x, y) \leq \delta$ we have $d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$.
Using quantifiers, this reads

$$
\forall \varepsilon>0 \forall N \in \mathbb{N} \exists \delta>0 \exists n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon .
$$

Moreover, we say that $\left(f_{n}\right)$ converges quasi uniformly to $f$ in $X$ if $\left(f_{n}\right)$ converges quasi uniformly to $f$ at each $x \in X$.
Let us make five comments on this definition. First, locally uniform convergence clearly implies quasi uniform convergence, but quasi uniform convergence does not imply pointwise and hence also not locally uniform convergence:
Example 6.1.3. The functions $f_{n} \equiv(-1)^{n}$ for $n \in \mathbb{N}$ converge quasi uniformly in $\mathbb{R}$ to the constant function $\mathbb{1}$, but not pointwise and thus also not locally uniformly.

Second, and more surprising, Example 6.1.3 also shows that the limit function of a quasi uniformly convergent sequence may not be unique! Indeed, $\tilde{f}=-\mathbb{1}$ is another quasi uniform limit (in the above Definition 6.1.2 just take even $n$ for $f$ and odd $n$ for $\tilde{f})$; in particular, the quasi uniform convergence cannot be induced by a metric. Third, the functions $f_{n} \equiv\left((-1)^{n}+1\right) n$ for $n \in \mathbb{N}$ converge quasi uniformly to the zero function 0 and show that a quasi uniformly convergent sequence may neither be bounded nor a Cauchy sequence, not even pointwise. Fourth, the same example shows that an arbitrary subsequence of a quasi uniformly convergent sequence may not be quasi uniformly convergent anymore (consider the subsequence $f_{2 n} \equiv 2 n$ ). Lastly, a sequence which has a quasi uniformly convergent subsequence must be quasi uniformly convergent itself. Therefore, quasi uniform convergence behaves completely different than ordinary types of convergence and always requires caution when used.
Let us come back to continuity. With Definition 6.1.2 at hand one can show
Theorem 6.1.4. Let $\left(f_{n}\right)$ be a sequence of continuous functions $f_{n}: X \rightarrow Y$, let $f: X \rightarrow Y$ be a function and let $x \in X$ be fixed. Then the following statements are equivalent.
(a) The sequence $\left(f_{n}\right)$ converges quasi uniformly to $f$ at $x$.
(b) The function $f$ is continuous at $x$ and $f(x)$ is a limit point of $\left(f_{n}(x)\right)$.

[^10]Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ ": Fix $\varepsilon>0$. Since $\left(f_{n}\right)$ converges quasi uniformly to $f$ at $x$, we find for each $N \in \mathbb{N}$ some $\delta>0$ and $m \geq N$ such that

$$
d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}\left(f_{m}(y), f(y)\right) \leq \frac{\varepsilon}{3}
$$

In particular, for $y=x$, we obtain $d_{Y}\left(f_{m}(x), f(x)\right) \leq \frac{\varepsilon}{3}$, and this shows that $f(x)$ is a limit point of $\left(f_{n}(x)\right)$.
Now, for $N=1$ we pick $\delta$ and $m$ accordingly and keep it fixed. Since $f_{m}$ is continuous at $x$, we find some $\eta>0$ such that

$$
d_{X}(x, y) \leq \eta \quad \Rightarrow \quad d_{Y}\left(f_{m}(x), f_{m}(y)\right) \leq \frac{\varepsilon}{3}
$$

Thus, we obtain for $y \in X$ with $d_{X}(x, y) \leq \min \{\delta, \eta\}$ that

$$
d_{Y}(f(x), f(y)) \leq d_{Y}\left(f(x), f_{m}(x)\right)+d_{Y}\left(f_{m}(x), f_{m}(y)\right)+d_{Y}\left(f_{m}(y), f(y)\right) \leq \varepsilon
$$

which shows the continuity of $f$ at $x$.
" $(\mathrm{b}) \Rightarrow(\mathrm{a})$ ": To show that $\left(f_{n}\right)$ converges quasi uniformly to $f$ at $x$, fix $\varepsilon>0$ and $N \in \mathbb{N}$. Since $f(x)$ is a limit point of $\left(f_{n}(x)\right)$, we find some $m \geq N$ such that

$$
d_{Y}\left(f_{m}(x), f(x)\right) \leq \frac{\varepsilon}{3}
$$

Since $f_{m}$ is continuous at $x$ we find some $\eta>0$ such that

$$
d_{X}(x, y) \leq \eta \quad \Rightarrow \quad d_{Y}\left(f_{m}(x), f_{m}(y)\right) \leq \frac{\varepsilon}{3}
$$

and since $f$ is continuous at $x$ we find some $\delta>0$ such that

$$
d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}(f(x), f(y)) \leq \frac{\varepsilon}{3}
$$

Thus, we obtain for $y \in X$ with $d_{X}(x, y) \leq \min \{\delta, \eta\}$ that

$$
d_{Y}\left(f_{m}(y), f(y)\right) \leq d_{Y}\left(f_{m}(y), f_{m}(x)\right)+d_{Y}\left(f_{m}(x), f(x)\right)+d_{Y}(f(x), f(y)) \leq \varepsilon
$$

which shows the quasi uniform convergence of $\left(f_{n}\right)$ at $x$.
Note that the additional requirement in (b) of Theorem 6.1.4, namely, that $f(x)$ is a limit point of $\left(f_{n}(x)\right)$, is a natural requirement for the implication " $(\mathrm{b}) \Rightarrow(\mathrm{a})$ ", and interconnects the limit function with the sequence.
Theorem 6.1.4 implies that the limit function of a pointwise convergent sequence of continuous functions is continuous if and only if the convergence is quasi uniform, and this is just Arzelà's original result mentioned at the beginning; in particular, the sequence ( $f_{n}$ ) given in Example 6.0.1 converges quasi uniformly.
Moreover, Theorem 6.1.4 also says that the convergence cannot be quasi uniform if the pointwise limit function of a sequence of continuous functions is discontinuous. We illustrate this explicitly in the following

Example 6.1.5. The continuous functions $f_{n}:[0,1] \rightarrow \mathbb{R}$, defined by $f_{n}(x)=x^{n}$, converge pointwise to the discontinuous characteristic function $f:=\chi_{\{1\}}$ on $[0,1]$. Theorem 6.1.4 now implies that the convergence cannot be quasi uniform at $x=1$. This can be seen also directly: Note that

$$
\left|f_{n}(y)-f(y)\right|= \begin{cases}y^{n} & \text { for } 0 \leq y<1 \\ 0 & \text { for } y=1\end{cases}
$$

For $\varepsilon=\frac{1}{2}, N=1$ and arbitrary $\delta>0$ and $n \in \mathbb{N}$ we can pick $y:=\max \left\{1-\delta / 2,2^{-1 / n}\right\} \in$ $(0,1)$. Then $|y-1|=1-y \leq \delta / 2<\delta$ and $\left|f_{n}(y)-f(y)\right|=y^{n} \geq \frac{1}{2}=\varepsilon$, and this shows that $\left(f_{n}\right)$ does not converge quasi uniformly to $f$ at $x=1$.

However, even if a sequence of everywhere discontinuous functions converges pointwise to a continuous function the convergence may not be quasi uniform:

Example 6.1.6. Denote by $p_{n}$ the $n$-the prime number, and let

$$
A_{n}:=\left\{\left.\frac{m}{p_{n}^{k}} \right\rvert\, m \in \mathbb{Z}, k \in \mathbb{N}, \operatorname{gcd}\left(m, p_{n}\right)=1\right\} \quad \text { for } n \in \mathbb{N} .
$$

Then the sets $A_{n}$ are all dense in $\mathbb{R}$. To see this, fix $n \in \mathbb{N}, x \geq 0$ and $\varepsilon>0$. Choose $k \in \mathbb{N}$ so large that $p_{n}^{k}(x+\varepsilon)-p_{n}^{k} x=p_{n}^{k} \varepsilon \geq 2$. Then the interval $\left[p_{n}^{k} x, p_{n}^{k}(x+\varepsilon)\right]$ contains at least two consecutive integers, of which at least one is coprime to $p_{n}$. If we call this integer $m$, we obtain $p_{n}^{k}(x+\varepsilon) \geq m \geq p_{n}^{k} x$ and hence $m / p_{n}^{k} \in[x, x+\varepsilon] \cap A_{n}$, as desired. The same reasoning works for $x<0$.
To prove that the $A_{n}$ are pairwise disjoint, assume that $x \in A_{n_{1}} \cap A_{n_{2}}$ for some $n_{1} \neq n_{2}$. Then there are $m_{1}, m_{2} \in \mathbb{Z}, k_{1}, k_{2} \in \mathbb{N}$ such that

$$
\frac{m_{1}}{p_{n_{1}}^{k_{1}}}=x=\frac{m_{2}}{p_{n_{2}}^{k_{2}}} \quad \text { with } \quad \operatorname{gcd}\left(m_{1}, p_{n_{1}}\right)=1=\operatorname{gcd}\left(m_{2}, p_{n_{2}}\right)
$$

This implies $m_{1} p_{n_{2}}^{k_{2}}=m_{2} p_{n_{1}}^{k_{1}}$, and thus $m_{1}$ must be dividable by $p_{n_{1}}$, as $p_{n_{1}}$ and $p_{n_{2}}$ are distinct prime numbers, contradicting $\operatorname{gcd}\left(m_{1}, p_{n_{1}}\right)=1$.
We now consider the everywhere discontinuous functions $f_{n}:=\chi_{A_{n}}$ on $\mathbb{R}$; these satisfy $f_{n}(0)=0$ for all $n \in \mathbb{N}$, as $0 \notin A_{n}$ for all $n \in \mathbb{N}$. Moreover, each fixed $x \in \mathbb{R} \backslash\{0\}$ belongs to at most one $A_{n}$ as the sets $A_{n}$ are pairwise disjoint. Thus, $f_{n}(x) \neq 0$ for that $x$ and at most one $n \in \mathbb{N}$. This shows that $\left(f_{n}\right)$ converges pointwise to the everywhere continuous function $\mathbb{O}$. However, the convergence to $\mathbb{O}$ can nowhere be quasi uniform, since for each $x \in \mathbb{R}, n \in \mathbb{N}$ and $\delta>0$ we have

$$
\sup _{|x-y| \leq \delta}\left|f_{n}(y)\right|=\sup _{|x-y| \leq \delta}\left|\chi_{A_{n}}(y)\right|=1
$$

as each $A_{n}$ is dense in $\mathbb{R}$.
Also observe that Example 6.1.5 shows that only the second assertion in Theorem 6.1.4 (b), that is, the limit point part, alone does not suffice to imply (a), while Example 6.1 .6 shows that only assertion (b) in Theorem 6.1.4 without the overall assumption that the sequence consists of continuous functions does also not suffice to imply (a).

A tiny modification of Definition 6.1.2 leads to another type of convergence which in contrast to quasi uniform convergence does imply pointwise convergence.
Definition 6.1.7. Let $f_{n}, f: X \rightarrow Y$ for $n \in \mathbb{N}$ be functions, and let $x \in X$ be fixed. We say that the sequence $\left(f_{n}\right)$ converges semi uniformly to $f$ at $x \in X$ if for each $\varepsilon>0$ there exist $N \in \mathbb{N}$ and $\delta>0$ such that for all $n \geq N$ and $y \in X$ with $d_{X}(x, y) \leq \delta$ we have $d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$.
Using quantifiers, this reads

$$
\forall \varepsilon>0 \exists N \in \mathbb{N} \exists \delta>0 \forall n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon
$$

We say that $\left(f_{n}\right)$ converges semi uniformly to $f$ in $X$ if $\left(f_{n}\right)$ converges semi uniformly to $f$ at each $x \in X$.
This new definition has some benefits. First, the major difference between Definition 6.1.1 and Definition 6.1.7 is that the $\delta$ in the definition of semi uniform convergence may depend on $\varepsilon$. Second, it is clear from that definition that semi uniform convergence implies both pointwise and quasi uniform convergence and hence always ensures uniqueness of the limit function. In particular, the two sequences constructed in the Examples 6.1.5 and 6.1.6 can neither converge semi uniformly nor locally uniformly, since they do not converge quasi uniformly. Moreover, it is also clear from the definition that any subsequence of a semi uniformly convergent sequence is again semi uniformly convergent. Thus, the definition of semi uniform convergence recovers most of the familiar properties a "nice" type of convergence should have. But we pay a price for this. Semi uniform convergence is indeed stronger than quasi uniform convergence which is again shown by the functions $f_{n} \equiv(-1)^{n}$ of Example 6.1.3. They converge quasi uniformly to either $\mathbb{1}$ or $-\mathbb{1}$, but they cannot converge semi uniformly, because they do not even converge pointwise. Thus, semi uniform convergence requires more restrictive assumptions on the sequence. However, semi uniform convergence is weaker than locally uniform convergence, and we give three examples for this, the first one being a sequence of functions which are everywhere discontinuous on $\mathbb{R}$.

Example 6.1.8. Let the sets $A_{n}$ be defined for all $n \in \mathbb{N}$ as in Example 6.1.6 and consider the modifications $g_{n}: \mathbb{R} \rightarrow \mathbb{R}$ of the functions in the same example, defined by

$$
g_{n}(x)= \begin{cases}x \chi_{A_{n}}(x) & \text { for } x \neq 0 \\ \frac{1}{n} & \text { for } x=0\end{cases}
$$

Since the $\chi_{A_{n}}$ converge pointwise to $\mathbb{0}$, as we have seen in Example 6.1.6, and $g_{n}(0)=$ $\frac{1}{n} \rightarrow 0$ as $n \rightarrow \infty$, also $\left(g_{n}\right)$ converges pointwise to $\mathbb{0}$. Moreover, since each $A_{n}$ is dense in $\mathbb{R}$, for fixed $n \in \mathbb{N}$ and $\delta>0$ we have

$$
\sup _{|y| \leq \delta}\left|g_{n}(y)\right|=\max \left\{\frac{1}{n}, \sup _{|y| \leq \delta}\left|y \chi_{A_{n}}(y)\right|\right\}=\max \left\{\frac{1}{n}, \delta\right\},
$$

and $\left(g_{n}\right)$ fails to converge locally uniformly at $x=0$.

If, however, for fixed $\varepsilon>0$ we choose $\delta=\varepsilon$, then we have for $|y| \leq \delta$ and $n \geq \frac{1}{\delta}$,

$$
\left|g_{n}(y)\right| \leq \max \left\{\frac{1}{n}, \delta\right\}=\varepsilon
$$

and this shows that $\left(g_{n}\right)$ converges semi uniformly to $\mathbb{O}$ at $x=0$. But for the same reason as in Example 6.1.6 at every other point $x \neq 0$ the convergence again cannot be semi uniform.
The next example consists of functions which are everywhere continuous and, exactly as in Example 6.1.8, converge semi uniformly but not locally uniformly to 0 at $x=0$.
Example 6.1.9. For $n \in \mathbb{N}$ define $g_{n}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
g_{n}(x)= \begin{cases}2^{n+2} x\left(1-2^{n} x\right) & \text { for } 0 \leq x \leq 2^{-n} \\ 0 & \text { otherwise }\end{cases}
$$

Then each $g_{n}$ is continuous everywhere on $\mathbb{R}$ and attains values different from zero only for $x \in\left(0,2^{-n}\right)$ and its global maximum 1 at $x=2^{-n-1}$. Moreover, the sequence $\left(g_{n}\right)$ converges pointwise on $\mathbb{R}$ to $\mathbb{0}$. We now consider the sequence $\left(f_{n}\right)$ of functions $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
f_{n}(x)= \begin{cases}x g_{n}\left(2^{k} x-1\right) & \text { for } 2^{-k}<x \leq 2^{-k+1} \text { and } k \in \mathbb{N} \\ 0 & \text { for } x \in \mathbb{R} \backslash(0,1]\end{cases}
$$

Then the functions $f_{n}$ while being continuous on $\mathbb{R}$ for each $n \in \mathbb{N}$ converge pointwise to 0 .
For fixed $\delta>0$ we find $k \in \mathbb{N}$ such that $2^{-k+1} \leq \delta$ and obtain for all $n \in \mathbb{N}$,

$$
\sup _{|y| \leq \delta}\left|f_{n}(y)\right| \geq \sup _{2^{-k}<y \leq 2^{-k+1}} y g_{n}\left(2^{k} y-1\right) \geq 2^{-k}
$$

which shows that $\left(f_{n}\right)$ cannot converge locally uniformly to $\mathbb{O}$ at $x=0$.
However, the convergence is semi uniform at $x=0$. To see this fix $\varepsilon>0$ and choose $\delta=\varepsilon$. Then we obtain

$$
\sup _{|y| \leq \delta}\left|f_{n}(y)\right| \leq \sup _{|y| \leq \delta}|y|=\delta=\varepsilon
$$

which holds for all $n \in \mathbb{N}$.
Since semi uniform convergence implies quasi uniform convergence, the two sequences constructed in the Examples 6.1.8 and 6.1.9 converge quasi uniformly, as well.
We will give a third example showing that semi uniform convergence is indeed weaker than locally uniform convergence in Example 6.2 .9 in the next section.
As we have seen, semi uniform convergence is situated between locally uniform and pointwise convergence. The following result gives a comprehensive and pointwise criterion for semi uniform convergence of continuous functions.

Theorem 6.1.10. Let $\left(f_{n}\right)$ be a sequence of continuous functions $f_{n}: X \rightarrow Y$, let $f: X \rightarrow Y$ be a function and let $x \in X$ be fixed. Then the following statements are equivalent.
(a) The sequence $\left(f_{n}\right)$ converges semi uniformly to $f$ at $x$.
(b) The sequence $\left(f_{n}\right)$ is equicontinuous at $x$, the function $f$ is continuous at $x$ and $\left(f_{n}(x)\right)$ converges to $f(x)$.

Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b}) "$ : Since semi uniform convergence implies quasi uniform convergence, we obtain from Theorem 6.1 .4 that $f$ is continuous at $x$. To show that $\left(f_{n}\right)$ is equicontinuous at $x$, fix $\varepsilon>0$ and pick according to the continuity of $f$ at $x$ some $\delta_{\infty}>0$ such that

$$
\begin{equation*}
d_{X}(x, y) \leq \delta_{\infty} \quad \Rightarrow \quad d_{Y}(f(x), f(y)) \leq \frac{\varepsilon}{3} \tag{6.1.1}
\end{equation*}
$$

Since $\left(f_{n}\right)$ converges semi uniformly to $f$ at $x$, we find $\delta>0$ and $N \in \mathbb{N}$ such that

$$
\begin{equation*}
\forall n \geq N: \quad d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}\left(f_{n}(y), f(y)\right) \leq \frac{\varepsilon}{3} \tag{6.1.2}
\end{equation*}
$$

Finally, since each function $f_{n}$ is continuous at $x$, we find for each $n<N$ some $\delta_{n}>0$ such that

$$
d_{X}(x, y) \leq \delta_{n} \quad \Rightarrow \quad d_{Y}\left(f_{n}(x), f_{n}(y)\right) \leq \varepsilon
$$

Letting $\eta:=\min \left\{\delta_{1}, \delta_{2}, \ldots, \delta_{N-1}, \delta, \delta_{\infty}\right\}$ implies for $n<N$ and $y \in X$ with $d_{X}(x, y) \leq$ $\eta$ that $d_{Y}\left(f_{n}(x), f_{n}(y)\right) \leq \varepsilon$. For $n \geq N$ we obtain for those $y$

$$
d_{Y}\left(f_{n}(x), f_{n}(y)\right) \leq d_{Y}\left(f_{n}(x), f(x)\right)+d_{Y}(f(x), f(y))+d_{Y}\left(f(y), f_{n}(y)\right) \leq \varepsilon
$$

and hence the equicontinuity of $\left(f_{n}\right)$ at $x$. Here we have estimated the first and last term by (6.1.2) and the middle term by (6.1.1). That $\left(f_{n}(x)\right)$ converges to $f(x)$ follows also from (6.1.2). Consequently, (b) is proven.
" $(\mathrm{b}) \Rightarrow(\mathrm{a})$ ": To show that $\left(f_{n}\right)$ converges semi uniformly to $f$ at $x$, fix $\varepsilon>0$. Since $\left(f_{n}(x)\right)$ converges to $f(x)$, we find some $N \in \mathbb{N}$ such that

$$
\begin{equation*}
\forall n \geq N: \quad d_{Y}\left(f_{n}(x), f(x)\right) \leq \frac{\varepsilon}{3} \tag{6.1.3}
\end{equation*}
$$

Since $\left(f_{n}\right)$ is equicontinuous at $x$ we find some $\eta>0$ such that

$$
\begin{equation*}
\forall n \in \mathbb{N}: \quad d_{X}(x, y) \leq \eta \quad \Rightarrow \quad d_{Y}\left(f_{n}(x), f_{n}(y)\right) \leq \frac{\varepsilon}{3} \tag{6.1.4}
\end{equation*}
$$

and since $f$ is continuous at $x$ we find some $\delta>0$ such that

$$
\begin{equation*}
d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}(f(x), f(y)) \leq \frac{\varepsilon}{3} \tag{6.1.5}
\end{equation*}
$$

Thus, we obtain for $y \in X$ with $d_{X}(x, y) \leq \min \{\delta, \eta\}$ and $n \geq N$ that

$$
d_{Y}\left(f_{n}(y), f(y)\right) \leq d_{Y}\left(f_{n}(y), f_{n}(x)\right)+d_{Y}\left(f_{n}(x), f(x)\right)+d_{Y}(f(x), f(y)) \leq \varepsilon
$$

Here we have used (6.1.4) for the first, (6.1.3) for the second and (6.1.5) for the last term. This shows (a) and completes the proof.

Let us compare the requirements (b) of Theorem 6.1.4 and of Theorem 6.1.10. Quasi uniform convergence at a point $x$ implies that the limit function is continuous at $x$, and that the limit function can be approximated at $x$ at least by a subsequence. From semi uniform convergence at $x$, however, we get in addition that the limit function can be approximated by the entire sequence at $x$. But more important is that the sequence itself must be equicontinuous at $x$. Thus, in contrast to quasi uniform convergence, the limit function of a pointwise convergent sequence of continuous functions is continuous if - but not necessarily only if - the convergence is semi uniform.
Note that since the pointwise limit of an everywhere equicontinuous sequence of functions is continuous, the "global" version of Theorem 6.1.10 reads as follows.

Corollary 6.1.11. Let $\left(f_{n}\right)$ be a sequence of continuous functions $f_{n}: X \rightarrow Y$ and let $f: X \rightarrow Y$ be a function. Then the following statements are equivalent.
(a) The sequence $\left(f_{n}\right)$ converges semi uniformly to $f$.
(b) The sequence $\left(f_{n}\right)$ is equicontinuous and converges pointwise to $f$.

Of course, we cannot expect the implication " $(\mathrm{b}) \Rightarrow(\mathrm{a})$ " in Corollary 6.1.11 to remain true if we drop the pointwise convergence in part (b); the functions $f_{n} \equiv n$ may serve as a counterexample. Moreover, the same example shows that we even cannot extract a semi uniformly convergent subsequence if we only assume $\left(f_{n}\right)$ to be equicontinuous and not necessarily pointwise convergent. However, if we make sure that the spaces $X$ and $Y$ are sufficiently "small", then we indeed find a semi uniformly convergent subsequence. Note that the following result is very similar to the famous and wellknown theorem of Arzelà and Ascoli.

Corollary 6.1.12. Let $\left(f_{n}\right)$ be an equicontinuous sequence of functions $f_{n}: X \rightarrow Y$, where $X$ is separable and $Y$ is compact. Then $\left(f_{n}\right)$ has a semi uniformly convergent subsequence with a continuous limit function.

Proof. Since $X$ is separable, there is a set $D:=\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}$ which is countable and dense in $X$. Since $Y$ is compact, we find a subsequence $\left(f_{n, 1}\right)$ of $\left(f_{n}\right)$ such that $\left(f_{n, 1}\left(x_{1}\right)\right)$ converges. Again, since $Y$ is compact, we find a subsequence $\left(f_{n, 2}\right)$ of $\left(f_{n, 1}\right)$ such that $\left(f_{n, 2}\left(x_{2}\right)\right)$ converges. Continuing this process, we obtain for each $k \in \mathbb{N}$ and $k>1$ a subsequence $\left(f_{n, k}\right)$ of $\left(f_{n, k-1}\right)$ such that $\left(f_{n, k}\left(x_{k}\right)\right)$ converges. By a diagonal argument, the sequence $\left(g_{n}\right)$, defined by $g_{n}:=f_{n, n}$, converges at each $x_{k}$.
Fix $x \in X$ and $\varepsilon>0$. First, since $\left(f_{n}\right)$ and hence $\left(g_{n}\right)$ is equicontinuous at $x$, we find a $\delta>0$ so that

$$
\forall n \in \mathbb{N}: \quad d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}\left(g_{n}(x), g_{n}(y)\right) \leq \frac{\varepsilon}{3}
$$

Second, since $D$ is dense in $X$, we find some $k \in \mathbb{N}$ such that $d_{X}\left(x_{k}, x\right) \leq \delta$. Lastly, since $\left(g_{n}\left(x_{k}\right)\right)$ converges, it is also a Cauchy sequence, and we find some $N \in \mathbb{N}$ such that

$$
\forall m, n \geq N: \quad d_{Y}\left(g_{m}\left(x_{k}\right), g_{n}\left(x_{k}\right)\right) \leq \frac{\varepsilon}{3}
$$

By combining all the three arguments we obtain for $m, n \geq N$,
$d_{Y}\left(g_{m}(x), g_{n}(x)\right) \leq d_{Y}\left(g_{m}(x), g_{m}\left(x_{k}\right)\right)+d_{Y}\left(g_{m}\left(x_{k}\right), g_{n}\left(x_{k}\right)\right)+d_{Y}\left(g_{n}\left(x_{k}\right), g_{n}(x)\right) \leq \varepsilon$, showing that $\left(g_{n}(x)\right)$ is a Cauchy sequence in $Y$. Since $x$ was arbitrary and $Y$ is compact and hence complete, $\left(g_{n}\right)$ converges pointwise to some function $f: X \rightarrow Y$. Finally, $f$ must be continuous as a pointwise limit of an equicontinuous sequence. By Corollary 6.1.11, $\left(g_{n}\right)$ converges semi uniformly to $f$.

The following two examples show that Corollary 6.1.12 turns wrong if $X$ is not separable or $Y$ is not compact. The first example is of particular interest, since it provides another sequence of functions that converges quasi uniformly but not semi uniformly.

Example 6.1.13. Let $X$ be the metric space of all functions on $\mathbb{R}$ with values in $[-1,1]$, equipped with the supremum norm $\|\cdot\|_{\infty}$, and let $Y=[-1,1]$ be equipped with the Euclidean norm. Then $X$ is not separable, but $Y$ is compact. The functions $f_{n}: X \rightarrow[-1,1], x \mapsto x(n)$, form an (even uniformly) equicontinuous sequence, since

$$
\left|f_{n}(x)-f_{n}(y)\right|=|x(n)-y(n)| \leq\|x-y\|_{\infty} \quad \text { for } x, y \in X, n \in \mathbb{N},
$$

but cannot have a semi uniformly convergent subsequence. Even worse, they cannot have a pointwise convergent subsequence. Indeed, assume that the subsequence $\left(f_{n_{k}}\right)_{k}$ converges pointwise, where $n_{1}<n_{2}<n_{3}<\ldots$. The function $\xi: \mathbb{R} \rightarrow[-1,1]$, defined by

$$
\xi(t)= \begin{cases}(-1)^{k} & \text { for } t=n_{k}, k \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

belongs to $X$. But then $\left(f_{n_{k}}(\xi)\right)_{k}$ is divergent, since

$$
f_{n_{k}}(\xi)=\xi\left(n_{k}\right)=(-1)^{k}
$$

diverges as $k \rightarrow \infty$. In particular, $\left(f_{n}\right)$ converges neither locally uniformly nor semi uniformly nor pointwise.
We now show that $\left(f_{n}\right)$ converges quasi uniformly to the function

$$
f: X \rightarrow[-1,1], x \mapsto \limsup _{n \rightarrow \infty} x(n)
$$

Note that $f$ is well-defined since for $x \in X$ the sequence $(x(n))_{n \in \mathbb{N}}$ taking values only in $[-1,1]$ has a finite limit superior in $[-1,1]$. Observe that if $x \in X$ is fixed, then there is a subsequence $\left(x\left(n_{k}\right)\right)_{k}$ of $(x(n))_{n}$ such that the numbers $x\left(n_{k}\right)$ converge to

$$
\limsup _{n \rightarrow \infty} x(n)=f(x)
$$

This means that $f(x)$ is a limit point of $\left(f_{n}(x)\right)$. If $\varepsilon>0$ is fixed and $y \in X$ so that $\|x-y\|_{\infty} \leq \varepsilon$, then

$$
x(n)-\varepsilon \leq y(n) \leq x(n)+\varepsilon
$$

for large $n \in \mathbb{N}$, and taking the limit superior on both sides yields

$$
|f(x)-f(y)|=\left|\limsup _{n \rightarrow \infty} x(n)-\limsup _{n \rightarrow \infty} y(n)\right| \leq \varepsilon .
$$

This shows that $f$ is continuous at $x$. By Theorem 6.1.4. $\left(f_{n}\right)$ converges quasi uniformly to $f$ at $x$. As $x$ had been chosen arbitrarily, the quasi uniform convergence on $X$ is established.

We remark that the same idea as presented in Example 6.1.13 shows that $\left(f_{n}\right)$ also converges quasi uniformly to the function

$$
\tilde{f}: X \rightarrow[-1,1], x \mapsto \liminf _{n \rightarrow \infty} x(n)
$$

This function is different from $f$ in Example 6.1.13, as the function $x(t)=\cos (\pi t)$ that belongs to $X$ shows, because we have

$$
\begin{aligned}
f(x) & =\limsup _{n \rightarrow \infty} \cos (n \pi)=\limsup _{n \rightarrow \infty}(-1)^{n}=1 \\
& \neq-1=\liminf _{n \rightarrow \infty}(-1)^{n}=\liminf _{n \rightarrow \infty} \cos (n \pi)=\tilde{f}(x) .
\end{aligned}
$$

This again illustrates that a quasi uniform limit may not be unique.
Example 6.1.14. Let $X=\mathbb{R}$ and $Y=(0,1]$ be equipped with the Euclidean norm. Then $X$ is separable, but $Y$ is not compact. The functions $f_{n}: \mathbb{R} \rightarrow(0,1], x \mapsto \frac{1}{n}$, form an equicontinuous sequence, since $\left|f_{n}(x)-f_{n}(y)\right|=0$ for all $x, y \in \mathbb{R}$ and $n \in \mathbb{N}$, but cannot have a semi uniformly convergent subsequence. Even worse, they cannot have a pointwise convergent subsequence, since any subsequence $\left(f_{n_{k}}\right)_{k}$ of $\left(f_{n}\right)$ would pointwise (even uniformly) converge to 0 which does not belong to $Y=(0,1]$.
The same reasoning works to show that $\left(f_{n}\right)$ neither converges quasi uniformly nor has a quasi uniformly convergent subsequence.

We add another notion of convergence which appears sometimes in books even for beginners $3^{3}$ This definition is also only a tiny modification of Definition 6.1.7, but exhibits some weird properties.
Definition 6.1.15. Let $f_{n}, f: X \rightarrow Y$ for $n \in \mathbb{N}$ be functions, and let $x \in X$ be fixed. We say that the sequence $\left(f_{n}\right)$ converges continuously uniformly to $f$ at $x \in X$ if for each $\varepsilon>0$ there exist $N \in \mathbb{N}$ and $\delta>0$ such that for all $n \geq N$ and $y \in X$ with $d_{X}(x, y) \leq \delta$ we have $d_{Y}\left(f_{n}(y), f(x)\right) \leq \varepsilon$.
Using quantifiers, this reads

$$
\forall \varepsilon>0 \exists N \in \mathbb{N} \exists \delta>0 \forall n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(x)\right) \leq \varepsilon
$$

We say that $\left(f_{n}\right)$ converges continuously uniformly to $f$ in $X$ if $\left(f_{n}\right)$ converges continuously uniformly to $f$ at each $x \in X$.

[^11]Note that continuously uniform convergence is in the literature often just called "continuous convergence" or " $\alpha$-convergence", and similar to the definition of pointwise continuity, defined via sequences [73, 91]. But both definitions are equivalent, as the following result shows.

Proposition 6.1.16. Let $f_{n}, f: X \rightarrow Y$ for $n \in \mathbb{N}$ be arbitrary functions, and let $x \in X$ be fixed. Then the following statements are equivalent.
(a) The sequence $\left(f_{n}\right)$ converges continuously uniformly to $f$ at $x$.
(b) For each sequence $\left(x_{n}\right)$ in $X$ converging to $x$ the sequence $\left(f_{n}\left(x_{n}\right)\right)$ converges to $f(x)$.

Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ ": Let $\left(f_{n}\right)$ be continuously uniformly converging to $f$ at $x$, fix a sequence $\left(x_{n}\right)$ in $X$ which converges to $x$, and pick $\varepsilon>0$. Due to the continuous convergence of $\left(f_{n}\right)$ to $f$ at $x$ we find some $N \in \mathbb{N}$ and some $\delta>0$ such that

$$
\forall n \geq N: \quad d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}\left(f_{n}(y), f(x)\right) \leq \varepsilon
$$

Since $\left(x_{n}\right)$ converges to $x$, we find some $M \in \mathbb{N}$ such that

$$
\forall n \geq M: \quad d_{X}\left(x, x_{n}\right) \leq \delta
$$

For $n \geq \max \{M, N\}$ we therefore obtain $d_{Y}\left(f_{n}\left(x_{n}\right), f(x)\right) \leq \varepsilon$ which proves (b). "(b) $\Rightarrow(\mathrm{a})$ ": Assume that $\left(f_{n}\right)$ does not converge continuously uniformly to $f$ at $x$. Then there exists some $\varepsilon>0$ such that for all $m \in \mathbb{N}$ and $\delta=1 / m$ we find $n_{m} \geq m$ and $y_{m} \in X$ with

$$
d_{X}\left(y_{m}, x\right) \leq 1 / m \quad \text { and } \quad d_{Y}\left(f_{n_{m}}\left(y_{m}\right), f(x)\right)>\varepsilon
$$

The sequence $\left(x_{k}\right)$, defined by

$$
x_{k}= \begin{cases}y_{m} & \text { for } k=n_{m}, m \in \mathbb{N}, \\ x & \text { for } k \notin\left\{n_{1}, n_{2}, n_{3}, \ldots\right\},\end{cases}
$$

converges to $x$, since $\left(y_{m}\right)$ does, but $d_{Y}\left(f_{n_{m}}\left(x_{n_{m}}\right), f(x)\right)>\varepsilon$, and consequently $\left(f_{n}\left(x_{n}\right)\right)$ cannot converge to $f(x)$.

Proposition 6.1.16 (b) can be used to show that the sequence $\left(f_{n}\right)$ in Example 6.0.1 does not converge continuously uniformly. Indeed, if we choose $x_{n}=1 / n$ which converges to 0 , we have $f_{n}\left(x_{n}\right)=1 / e$ which cannot converge to $0=f(0)$.
The only but very subtle difference between the Definitions 6.1.7 and 6.1.15 which differ only by one letter is that continuously uniform convergence directly measures the distance from $f_{n}(y)$ to $f(x)$ and not to $f(y)$. In particular, continuously uniform convergence implies pointwise convergence. This has a surprising consequence: The limit function of a continuously convergent sequence is always continuous, no matter if the functions forming the sequence are continuous. Even more is true: The following result shows how continuously and semi uniform convergence are related.

Theorem 6.1.17. Let $f_{n}, f: X \rightarrow Y$ for $n \in \mathbb{N}$ be arbitrary functions, and let $x \in X$ be fixed. Then the following statements are equivalent.
(a) The sequence $\left(f_{n}\right)$ converges continuously uniformly to $f$ at $x$.
(b) The sequence $\left(f_{n}\right)$ converges semi uniformly to $f$ at $x$, and $f$ is continuous at $x$.

Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ ": To show that $f$ is continuous at $x$, fix $\varepsilon>0$. Since $\left(f_{n}\right)$ converges continuously uniformly to $f$ at $x$ we find some $N \in \mathbb{N}$ and $\delta>0$ such that

$$
\begin{equation*}
\forall n \geq N: \quad d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}\left(f_{n}(y), f(x)\right) \leq \frac{\varepsilon}{3} \tag{6.1.6}
\end{equation*}
$$

For fixed $y \in X$ with $d_{X}(x, y) \leq \delta$, the sequence $\left(f_{n}(y)\right)$ converges to $f(y)$, and that is why we can find some $n \geq N$ such that $d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon / 3$. Using (6.1.6) we obtain

$$
d_{Y}(f(x), f(y)) \leq d_{Y}\left(f(x), f_{n}(y)\right)+d_{Y}\left(f_{n}(y), f(y)\right) \leq \frac{2}{3} \varepsilon \leq \varepsilon
$$

that is, $f$ is continuous at $x$. Moreover, for all $n \geq N$, we get again with (6.1.6),

$$
d_{Y}\left(f_{n}(y), f(y)\right) \leq d_{Y}\left(f_{n}(y), f(x)\right)+d_{Y}(f(x), f(y)) \leq \varepsilon,
$$

and this shows that $\left(f_{n}\right)$ converges also semi uniformly to $f$ at $x$ and proves (b).
"(b) $\Rightarrow(\mathrm{a})$ ": Fix $\varepsilon>0$. Since $\left(f_{n}\right)$ converges semi uniformly to $f$ at $x$, we find some $N \in \mathbb{N}$ and $\delta>0$ such that

$$
\begin{equation*}
\forall n \geq N: \quad d_{X}(x, y) \leq \delta \quad \Rightarrow \quad d_{Y}\left(f_{n}(y), f(y)\right) \leq \frac{\varepsilon}{2} \tag{6.1.7}
\end{equation*}
$$

Moreover, since $f$ is continuous at $x$, we find some $\eta>0$ such that

$$
\begin{equation*}
d_{X}(x, y) \leq \eta \quad \Rightarrow \quad d_{Y}(f(y), f(x)) \leq \frac{\varepsilon}{2} \tag{6.1.8}
\end{equation*}
$$

For $y \in X$ with $d_{X}(x, y) \leq \min \{\delta, \eta\}$ and $n \geq N$ we therefore obtain from (6.1.7) and (6.1.8) that

$$
d_{Y}\left(f_{n}(y), f(x)\right) \leq d_{Y}\left(f_{n}(y), f(y)\right)+d_{Y}(f(y), f(x)) \leq \varepsilon
$$

holds which proves (a).
Theorem 6.1.17 shows that continuously uniform convergence always implies semi uniform convergence; in particular, the sequences constructed in the Examples 6.1.3, 6.1.5, 6.1.6, 6.1.13 and 6.1.14 cannot converge continuously uniformly as they do not converge semi uniformly. However, the implication " $(\mathrm{b}) \Rightarrow(\mathrm{a})$ " of Theorem 6.1.17 applied to the Examples 6.1.8 and 6.1.9 shows that the two sequences given therein converge not only semi uniformly but also continuously uniformly at $x=0$. In addition, since the sequence $\left(f_{n}\right)$ of Example 6.0.1 does not converge continuously uniformly but pointwise to a continuous limit function, we get from Theorem 6.1.17 that it does also not converge semi uniformly.

Furthermore, Theorem 6.1.17 also shows that continuously uniform convergence of $\left(f_{n}\right)$ always implies the continuity of the limit function, even if every function $f_{n}$ is discontinuous everywhere. For example, the everywhere discontinuous functions $f_{n}:=$ $\frac{1}{n} \chi_{\mathbb{Q}}$ converge (continuously) uniformly on $\mathbb{R}$ to the everywhere continuous function $\mathbb{O}$. One could also naively argue that with the help of Theorem 6.1.17 every function $f$ can be shown to be continuous everywhere by just taking $f_{n}=f$ for all $n \in \mathbb{N}$. However, such a sequence converges semi uniformly (even uniformly) to $f$, but only continuously uniformly if $f$ is continuous. This leads to another interesting fact: constant sequences of functions being all equal to a function $f$ do converge pointwise, (locally) uniformly, semi uniformly and quasi uniformly on the entire space, but they may not converge continuously uniformly, namely if the limit function $f$ is discontinuous. Such a sequence is given in our last example of this section.

Example 6.1.18. The functions $f_{n}=\chi_{\mathbb{Q}}$ do not converge continuously uniformly on $\mathbb{R}$ by Theorem 6.1.17, since the pointwise limit $f=\chi_{\mathbb{Q}}$ is discontinuous everywhere. However, as a constant sequence, it clearly converges locally, semi and quasi uniformly as well as pointwise.

After the proof of Theorem 2.1.8 we raised the question whether the set $\Delta$ of derivatives is closed under not only uniform convergence but also under one of the weaker types of convergence considered in this section. Since the interval $[0,1]$ on which the functions in $\Delta$ live is compact, we first check how the types of convergence of this section behave on compact metric spaces in general.
For instance, it is well known that locally uniform convergence coincides with uniform convergence if we impose compactness on the metric space $X$. Surprisingly, in this case continuously and semi uniform convergence not only do behave calmly, they can even be used to characterize compactness.

Theorem 6.1.19. The following statements are equivalent.
(a) The space $X$ is compact.
(b) Each sequence $\left(f_{n}\right)$ of arbitrary functions $f_{n}: X \rightarrow Y$ which converges semi uniformly to a function $f: X \rightarrow Y$ also converges uniformly to $f$.
(c) Each sequence $\left(f_{n}\right)$ of arbitrary functions $f_{n}: X \rightarrow Y$ which converges continuously uniformly to a function $f: X \rightarrow Y$ also converges uniformly to $f$.

Proof. To show " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ ", fix $\varepsilon>0$ and let $\left(f_{n}\right)$ be a sequence of arbitrary functions $f_{n}: X \rightarrow Y$ which converges semi uniformly to a function $f: X \rightarrow Y$. Then for each $x \in X$ there is some $N(x) \in \mathbb{N}$ and some $\delta(x)>0$ such that

$$
\forall n \geq N(x) \forall y \in X: \quad d_{X}(x, y) \leq \delta(x) \quad \Rightarrow \quad d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon
$$

Since the open balls $B(x):=\left\{z \in X \mid d_{X}(z, x)<\delta(x)\right\}$ cover $X$ and $X$ is compact, we find $x_{1}, \ldots, x_{m} \in X$ such that the balls $B\left(x_{1}\right), \ldots, B\left(x_{m}\right)$ are sufficient to cover $X$.

For fixed $y \in X$ we therefore find some $k \in\{1, \ldots, m\}$ such that $y \in B\left(x_{k}\right)$, and hence for $n \geq \max \left\{N\left(x_{1}\right), \ldots, N\left(x_{m}\right)\right\}$ we obtain $d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$ which shows that $\left(f_{n}\right)$ indeed converges uniformly to $f$.
For " $(\mathrm{b}) \Rightarrow(\mathrm{c})$ ", let $\left(f_{n}\right)$ be a sequence of arbitrary functions $f_{n}: X \rightarrow Y$ which converges continuously uniformly to a function $f: X \rightarrow Y$. By Theorem 6.1.17, the sequence $\left(f_{n}\right)$ also converges semi uniformly to $f$, and by (b), $\left(f_{n}\right)$ converges even uniformly to $f$.
Finally, the implication " $(\mathrm{c}) \Rightarrow(\mathrm{a})$ " follows from [73, Theorem 3.2] and Proposition 6.1.16.

Note that if $X$ is not necessarily compact the implication " $(\mathrm{b}) \Rightarrow(\mathrm{c})$ " in Theorem 6.1.19 is still true, whereas the implication " $(\mathrm{c}) \Rightarrow(\mathrm{b})$ " is true if $f$ in part (b) is additionally assumed to be continuous; this follows immediately from Theorem 6.1.17. Thus, for continuous limits $f$ the statements (b) and (c) are in fact equivalent, no matter whether $X$ is compact. This also explains why the sequences constructed in the Examples 6.1 .8 and 6.1.9 cannot converge semi respectively continuously uniformly in an entire neighborhood of $x=0$, since then they would need to converge also uniformly in this neighborhood by Theorem 6.1.19, but they do not converge locally uniformly at $x=0$.

Caution within non compact spaces: In this case, Theorem 6.1.19 only says, that there exist sequences of functions which converge semi/continuously uniformly but not uniformly. It does not say that any sequence which does not converge uniformly also not converges semi/continuously uniformly. For instance, the functions $f_{n}(x)=x^{n}$ on $[0,1)$ converge pointwise and semi uniformly (even locally uniformly) but not uniformly to $\mathbb{0}$, although $[0,1)$ is certainly not compact.
In the next section we will investigate sequences of functions which do converge semi uniformly but not locally uniformly. The spaces such sequences live in therefore cannot be compact by Theorem 6.1.19. In our case, this will be balls in the space $B V$ which - as $B V$ is an infinite dimensional vector space - cannot be compact, indeed.

Let us now compare all notions of convergence considered so far at a fixed point $x \in X$. Here is a compact comparison between pointwise convergence

$$
\text { (P) } \forall \varepsilon>0 \exists N \in \mathbb{N} \forall n \geq N: \quad d_{Y}\left(f_{n}(x), f(x)\right) \leq \varepsilon
$$

as well as locally (L), semi (S), continuously (C) and quasi uniform convergence (Q) at $x$ :
(L) $\exists \delta>0 \forall \varepsilon>0 \exists N \in \mathbb{N} \forall n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$,
(S) $\forall \varepsilon>0 \exists N \in \mathbb{N} \exists \delta>0 \forall n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$,
(C) $\forall \varepsilon>0 \exists N \in \mathbb{N} \exists \delta>0 \forall n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(x)\right) \leq \varepsilon$,
(Q) $\forall \varepsilon>0 \forall N \in \mathbb{N} \exists \delta>0 \exists n \geq N \forall y \in X: \quad d_{X}(x, y) \leq \delta \Rightarrow d_{Y}\left(f_{n}(y), f(y)\right) \leq \varepsilon$.

In particular, $(\mathrm{L}) \Rightarrow(\mathrm{S}) \Rightarrow(\mathrm{Q})$, and $(\mathrm{L}),(\mathrm{S})$ and $(\mathrm{C})$ imply $(\mathrm{P})$. Theorem 6.1.17 proved that (C) implies (S) and hence also (Q). We end up with the following diagram.


Figure 6.1.1: Relations between types of convergence.
Other implications than those in Figure 6.1.1 do not hold, as was shown by our examples. To make this a little more visible, let us collect the convergence properties of the sequences constructed in all the examples in Table 6.1.1 below. A "yes" means that the sequence converges at least at a particular point and not necessarily globally. Similarly, a "no" means that the sequence diverges at a particular point under consideration.

Table 6.1.1: Convergence properties of example sequences.

| Example | locally <br> uniform | continuously <br> uniform | semi <br> uniform | quasi <br> uniform | pointwise |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 6.0.1 | no | no | no | yes | yes |
| 6.1 .3 | no | no | no | yes | no |
| 6.1 .5 | no | no | no | no | yes |
| 6.1 .6 | no | no | no | no | yes |
| 6.1 .8 | no | yes | yes | yes | yes |
| 6.1 .9 | no | yes | yes | yes | yes |
| 6.1 .13 | no | no | no | yes | no |
| 6.1 .14 |  |  |  |  |  |
| 6.1 .18 | no | no | no | no | no |

This table can now be used to show that none of the implications in the above diagram may be inverted. For instance, Example 6.0.1 shows that neither (P) nor (Q) implies any of the types (S), (L) and (C). Example 6.1.18 proves that (S) does not imply (C) which in turn is not implied by (L). Conversely, (L) can also not be deduced from (C) or ( S ), as is shown by the Examples 6.1.8 and 6.1.9. Finally, (P) does not imply (Q) due to the Examples 6.1.5 and 6.1.6, and (Q) does not imply (P), as we have seen in Example 6.1.3.

### 6.2 Continuity of Composition Operators in $B V$

In this section we are going to apply Theorem 6.1.10 to composition operators $C_{g}$ : $B V \rightarrow B V$ as defined in (5.0.1) in the space $B V$ of functions of bounded Jordan variation. By Proposition 5.1.1 (a) such operators $C_{g}$ are well-defined if and only if $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$.
A key ingredient in the proof for the continuity of $C_{g}$ will be the following generalization of Definition 1.1.7.
Definition 6.2.1. For a set $U \subseteq \mathbb{R}$, a partition $P: 0=t_{0}<\ldots<t_{n}=1$ of $[0,1]$ and some function $x:[0,1] \rightarrow \mathbb{R}$ we define the index set

$$
J(x, U, P):=\left\{j \in\{1, \ldots, n\} \mid\left[x\left(t_{j-1}\right), x\left(t_{j}\right)\right] \subseteq U\right\}
$$

as well as the short cut

$$
\mathrm{r} \operatorname{Var}(x, U, P):=\sum_{j \in J(x, U, P)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right| .
$$

Moreover, we define the variation of $x$ restricted to $U$ by

$$
\mathrm{r} \operatorname{Var}(x, U):=\sup _{P} \mathrm{r} \operatorname{Var}(x, U, P)=\sup _{P} \sum_{j \in J(x, U, P)}\left|x\left(t_{j-1}\right)-x\left(t_{j}\right)\right|,
$$

where the supremum is taken over all partitions $P$ of $[0,1]$. Here, we agree that the sums are 0 if $J(x, U, P)=\emptyset$.
Observe that Definition 6.2.1 comprises Definition 1.1.7 as we have $\operatorname{Var}(x)=\mathrm{r} \operatorname{Var}(x, \mathbb{R})$ for any function $x:[0,1] \rightarrow \mathbb{R}$.
The restricted variation measures the variation of those parts of the function $x$ whose values lie in $U$. It is clear from the definitions that $\operatorname{rVar}(x, \cdot)$ is increasing in the sense that $\mathrm{r} \operatorname{Var}(x, U) \leq \mathrm{r} \operatorname{Var}(x, V)$ whenever $U \subseteq V$.
Example 6.2.2. Each monotone function $x:[0,1] \rightarrow \mathbb{R}$ is of bounded variation, and for any Lebesgue measurable set $U \subseteq \mathbb{R}$ we have

$$
\mathrm{r} \operatorname{Var}(x, U) \leq \min \{|U|, \operatorname{Var}(x)\}
$$

where $|U|$ denotes the Lebesgue measure of $U$. However, we cannot expect equality. In fact, for $x(t)=t$ and $U=\mathbb{R}$ we clearly do have equality, but for $U=\mathbb{R} \backslash \mathbb{Q}$ we have $\mathrm{r} \operatorname{Var}(x, U)=0<1=\min \{|U|, \operatorname{Var}(x)\}$.

The last example not only shows that the restricted variation only makes sense for sets $U$ which are not too "thin", so, for instance, for open sets, because in general we always have $\operatorname{rar}(x, \mathbb{R} \backslash \mathbb{Q})=0$, no matter what $x$ is. Moreover, if the range of $x$ does not lie within $U$, then the restricted variation cannot reflect the overall behavior of $x$ in a proper way. In particular, $\mathrm{r} \operatorname{Var}(x, U)=0$ does not mean that $x$ is constant, in contrast to the ordinary variation, where $\operatorname{Var}(x)=0$ implies that $x$ is constant.

In Example 6.2.2 it is shown that we may have $\operatorname{rar}(x, U, P)=0$ for every partition $P$ of $[0,1]$ and an appropriate $U$ lying dense in $\mathbb{R}$, although $x$ is not constant. The following dual example is of interest which shows that we may have $\mathrm{r} \operatorname{Var}(x, U, P)=0$ for every $U$ and infinitely many partitions $P$ whose mesh size shrinks down to 0 .

Example 6.2.3. Consider the characteristic function $x:=\chi_{\mathbb{Q} \cap[0,1]}$ and the partitions $P_{n}: 0=t_{0, n}<\ldots<t_{n, n}$, given by $t_{j, n}:=j / n$ for $j \in\{0, \ldots, n\}$ and $n \in \mathbb{N}$. Then the mesh size of $P_{n}$ tends to zero as $n \rightarrow \infty$. But

$$
\mathrm{r} \operatorname{Var}\left(x, \mathbb{R}, P_{n}\right)=\sum_{j=1}^{n}\left|x\left(t_{j-1, n}\right)-x\left(t_{j, n}\right)\right|=0
$$

for each $n \in \mathbb{N}$, and this gives $\operatorname{rar}\left(x, U, P_{n}\right)=0$ for any set $U \subseteq \mathbb{R}$ and all $n \in \mathbb{N}$, although $x$ is of unbounded Jordan variation!

Example 6.2.2 also suggests that the restricted variation of a given function becomes smaller and smaller, the smaller $|U|$ gets, and hence decreases to zero if $|U|$ does so. This also makes perfect sense, since then less and less of the values of $x$ belong to $U$. However, we can do better. The restricted variation is also continuous with respect to $x$ and $U$, even when the size of $U$ is measured with the Lebesgue outer measure $|U|^{*}$.

Lemma 6.2.4. Let $x \in B V$. Then $\operatorname{rVar}(x, U)$ is continuous with respect to $x$ and $U$ in the following sense: For each $\varepsilon>0$ there is some $\delta>0$ such that for all $y \in B V$ and all sets $U \subseteq \mathbb{R}$ we have

$$
\|x-y\|_{B V} \leq \delta \quad \text { and } \quad|U|^{*} \leq \delta \quad \Longrightarrow \quad r \operatorname{Var}(y, U) \leq \varepsilon .
$$

Proof. Fix $\varepsilon>0$ and $x \in B V$. Then there is a partition $0=s_{0}<\ldots<s_{p}=1$ of $[0,1]$ such that

$$
\begin{equation*}
\sum_{j=1}^{p}\left|x\left(s_{j-1}\right)-x\left(s_{j}\right)\right| \geq \operatorname{Var}(x)-\frac{\varepsilon}{4} \tag{6.2.1}
\end{equation*}
$$

Choose $\delta:=\frac{\varepsilon}{4(p+2)}$ and fix $y \in B V$ with $\|x-y\|_{B V} \leq \delta$. Then

$$
\begin{align*}
\operatorname{Var}(y) & =\|y\|_{B V}-\|y\|_{\infty} \leq\|x-y\|_{B V}+\operatorname{Var}(x)+\|x\|_{\infty}-\|y\|_{\infty} \\
& \leq \delta+\operatorname{Var}(x)+\|x-y\|_{\infty} \leq \delta+\operatorname{Var}(x)+\|x-y\|_{B V} \\
& \leq 2 \delta+\operatorname{Var}(x) \tag{6.2.2}
\end{align*}
$$

and for all $s, t \in[0,1]$,

$$
\begin{align*}
|x(s)-x(t)| & \leq|x(s)-y(s)-x(t)+y(t)|+|y(s)-y(t)| \\
& \leq \operatorname{Var}(x-y)+|y(s)-y(t)| \leq \delta+|y(s)-y(t)| . \tag{6.2.3}
\end{align*}
$$

From (6.2.1) we obtain with the help of (6.2.2) and (6.2.3)

$$
\begin{align*}
\sum_{j=1}^{p}\left|y\left(s_{j-1}\right)-y\left(s_{j}\right)\right| & \stackrel{(6.2 .3)}{\geq} \sum_{j=1}^{p}\left|x\left(s_{j-1}\right)-x\left(s_{j}\right)\right|-p \delta \stackrel{\sqrt{6.2 .1}}{\geq} \operatorname{Var}(x)-p \delta-\frac{\varepsilon}{4} \\
& \stackrel{\sqrt{6.2 .2 \mid}}{\geq} \operatorname{Var}(y)-(p+2) \delta-\frac{\varepsilon}{4}=\operatorname{Var}(y)-\frac{\varepsilon}{2} \tag{6.2.4}
\end{align*}
$$

Fix a set $U \subseteq \mathbb{R}$ with $|U|^{*} \leq \delta$, and let $P: 0=t_{0}<\ldots<t_{m}=1$ be a partition of $[0,1]$. We now consider the partition $T: 0=\tau_{0}<\ldots<\tau_{N}=1$ created by putting the $s_{j}$ and $t_{j}$ together. For a chain $s_{k-1} \leq t_{i}<t_{i+1}<\ldots<t_{i+l} \leq s_{k}$ we have

$$
\begin{aligned}
& {\left[y\left(s_{k-1}\right), y\left(s_{k}\right)\right] \backslash U} \\
& \quad \subseteq\left(\left[y\left(s_{k-1}\right), y\left(t_{i}\right)\right] \backslash U\right) \cup \bigcup_{j=1}^{l}\left(\left[y\left(t_{i+j-1}\right), y\left(t_{i+j}\right)\right] \backslash U\right) \cup\left(\left[y\left(t_{i+l}\right), y\left(s_{k}\right)\right] \backslash U\right),
\end{aligned}
$$

hence

$$
\sum_{k=1}^{p}\left|y\left(s_{k-1}\right)-y\left(s_{k}\right)\right|-p|U|^{*} \leq \sum_{k=1}^{p}\left|\left[y\left(s_{k-1}\right), y\left(s_{k}\right)\right] \backslash U\right|^{*} \leq \sum_{j=1}^{N}\left|\left[y\left(\tau_{j-1}\right), y\left(t_{j}\right)\right] \backslash U\right|^{*}
$$

and therefore

$$
\begin{equation*}
\sum_{k=1}^{p}\left|y\left(s_{k-1}\right)-y\left(s_{k}\right)\right|-p|U|^{*} \leq \sum_{j \notin J(y, U, T)}\left|y\left(\tau_{j-1}\right)-y\left(\tau_{j}\right)\right| . \tag{6.2.5}
\end{equation*}
$$

Moreover, for $k \in J(y, U, P)$ we have two possibilities. The first is that there exists an index $j \in\{1, \ldots, p\}$ such that $t_{k-1}<s_{j}<t_{k}$. In this case, we have

$$
\left|y\left(t_{k-1}\right)-y\left(t_{k}\right)\right| \leq|U|^{*}
$$

The second case is that there is no such index $j$. Then $t_{k-1}=\tau_{l-1}<\tau_{l}=t_{k}$ for some $l \in\{1, \ldots, N\}$, and in this case, $l \in J(y, U, T)$ and

$$
\left|y\left(t_{k-1}\right)-y\left(t_{k}\right)\right|=\left|y\left(\tau_{l-1}\right)-y\left(\tau_{l}\right)\right| .
$$

But since there are only $p$ points $s_{j}$, the first case can occur at most $p$ times. Thus, we obtain

$$
\begin{equation*}
\sum_{j \in J(y, U, P)}\left|y\left(t_{j-1}\right)-y\left(t_{j}\right)\right| \leq \sum_{j \in J(y, U, T)}\left|y\left(\tau_{j-1}\right)-y\left(\tau_{j}\right)\right|+p|U|^{*} . \tag{6.2.6}
\end{equation*}
$$

By adding (6.2.5) and (6.2.6) and using (6.2.4) we reach the final estimate

$$
\begin{aligned}
\sum_{j \in J(y, U, P)}\left|y\left(t_{j-1}\right)-y\left(t_{j}\right)\right| \leq & \sum_{j \in J(y, U, T)}\left|y\left(\tau_{j-1}\right)-y\left(\tau_{j}\right)\right|+\sum_{j \notin J(y, U, T)}\left|y\left(\tau_{j-1}\right)-y\left(\tau_{j}\right)\right| \\
& -\sum_{k=1}^{p}\left|y\left(s_{k-1}\right)-y\left(s_{k}\right)\right|+2 p|U|^{*} \\
\leq & \frac{\varepsilon}{2}+2 p|U|^{*} \leq \varepsilon
\end{aligned}
$$

which eventually proves $\operatorname{rar}(y, U) \leq \varepsilon$ and hence the claim.
Since Lipschitz continuity is a fundamental requirement on the generating function $g: \mathbb{R} \rightarrow \mathbb{R}$ of the composition operator $C_{g}: B V \rightarrow B V$ to be well-defined, we need to investigate it in a little more detail. Recall that we denote by $\operatorname{lip}(f,[a, b])$ the optimal Lipschitz constant of a function $f:[a, b] \rightarrow \mathbb{R}$.

Note that by a result of Din $\sqrt[4]{4}$, the Lipschitz constant can also be calculated by the formula

$$
\begin{equation*}
\operatorname{lip}(f,[a, b])=\sup _{y \in[a, b]} \limsup _{x \rightarrow y} \frac{|f(x)-f(y)|}{|x-y|} . \tag{6.2.7}
\end{equation*}
$$

If $f \in \operatorname{Lip}[a, b]$ and $x:[0,1] \rightarrow[a, b]$ belongs to $B V$, it is easy to see that

$$
\begin{equation*}
\operatorname{Var}(f \circ x) \leq \operatorname{lip}(f,[a, b]) \operatorname{Var}(x) \tag{6.2.8}
\end{equation*}
$$

The following is a certain converse of this inequality.
Proposition 6.2.5. Let $R>0, f \in \operatorname{Lip}[-R, R], \alpha \in(0,1)$ and $\beta>0$. Then there exists some $x:[0,1] \rightarrow[-R, R]$ with $\operatorname{Var}(x) \leq 2 \beta$ and

$$
\operatorname{Var}(f \circ x) \geq \alpha \beta \operatorname{lip}(f,[-R, R])
$$

Proof. Due to Dini's formula (6.2.7) we find $u, v \in[-R, R]$ such that $0<|u-v| \leq \beta$ and

$$
\begin{equation*}
\left|\frac{f(u)-f(v)}{u-v}\right| \geq \alpha \operatorname{lip}(f,[-R, R]) \tag{6.2.9}
\end{equation*}
$$

Choose $k \in \mathbb{N}$ so that

$$
\begin{equation*}
\frac{\beta}{2 k} \leq|u-v| \leq \frac{\beta}{k} \tag{6.2.10}
\end{equation*}
$$

and define $x \in B V$ by

$$
x(t)= \begin{cases}u & \text { for } t \in\left\{\frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots, \frac{1}{k+1}\right\} \\ v & \text { otherwise }\end{cases}
$$

Then $x(t) \in\{u, v\} \subseteq[-R, R]$ for all $t \in[0,1]$ and $\operatorname{Var}(x)=2 k|u-v| \leq 2 \beta$ due to (6.2.10). We obtain with (6.2.9) and (6.2.10)

$$
\operatorname{Var}(f \circ x)=2 k|f(u)-f(v)| \geq \alpha \cdot 2 k|u-v| \operatorname{lip}(f,[-R, R]) \geq \alpha \beta \operatorname{lip}(f,[-R, R]),
$$

as claimed.
At this point we recall another link between $B V$-functions and Lipschitz continuous functions, given by Theorem 1.1.23. A function belongs to $B V$ if and only if it can be written as a composition of a nonexpansive function (i.e. lip $\leq 1$ ) and a monotonically increasing function.
We are now approaching the main result of this section, the proof of the continuity of the operator $C_{g}: B V \rightarrow B V$, defined in (5.0.1), provided that $g \in \operatorname{Lip}$ loc $(\mathbb{R})$.
The idea is as follows. Given $C_{g}$ for some fixed $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, approximate $C_{g}$ by other continuous composition operators $C_{g_{n}}$ such that the convergence transmits the

[^12]continuity of $C_{g_{n}}$ to $C_{g}$. Recall that in Theorem 5.1.21 we have proven that a composition operator $C_{f}$ is continuous (even locally Lipschitz continuous) if the generating function $f$ is of class $C^{1}$ in $\mathbb{R}$ and has a locally Lipschitz continuous derivative. In particular, if we choose $g_{n}$ to be of class $C^{\infty}$ on $\mathbb{R}$, each $C_{g_{n}}$ would be continuous, and an appropriate continuity preserving type of convergence would make $C_{g}$ continuous as well. Of course, uniform convergence on balls would do the job. However, we have the following

Theorem 6.2.6. Let $g_{n}, g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ for $n \in \mathbb{N}$ and $R>0$ be given. The following statements are equivalent.
(a) $\left(C_{g_{n}}\right)$ converges uniformly to $C_{g}$ on the set

$$
\left\{x \in B V \mid\|x\|_{\infty} \leq R \text { and } \operatorname{Var}(x) \leq 2 R\right\}
$$

(b) The relations $\lim _{n \rightarrow \infty}\left\|g_{n}-g\right\|_{[-R, R]}=0$ and $\lim _{n \rightarrow \infty} \operatorname{lip}\left(g_{n}-g,[-R, R]\right)=0$ hold.

In [31] the authors proved that (b) implies the uniform convergence of $\left(C_{g_{n}}\right)$ to $C_{g}$ on the closed ball $\mathbb{B}_{R}(B V)=\left\{x \in B V \mid\|x\|_{B V} \leq R\right\}$ for the special case when $g_{n}$ are certain Bernstein polynomials approximating $g$. With the same idea one obtains (a) with the general assumptions made in (b):

Proof. For this proof we set

$$
B:=\left\{x \in B V \mid\|x\|_{\infty} \leq R \text { and } \operatorname{Var}(x) \leq 2 R\right\} .
$$

To show "(a) $\Rightarrow(\mathrm{b})$ ", note that the $C_{g_{n}}$ converge uniformly to $C_{g}$ on $B$. That is why the numbers

$$
s_{n}:=\sup _{x \in B}\left\|C_{g_{n}} x-C_{g} x\right\|_{B V}
$$

converge to 0 as $n \rightarrow \infty$.
The function $x:[0,1] \rightarrow[-R, R]$, defined by $x(t)=2 R t-R$, belongs to $B$, maps $[0,1]$ homeomorphically to $[-R, R]$ and gives

$$
\left\|g_{n}-g\right\|_{[-R, R]}=\left\|g_{n} \circ x-g \circ x\right\|_{\infty} \leq\left\|C_{g_{n}} x-C_{g} x\right\|_{B V} \leq s_{n}
$$

which proves the first claim of (b). Proposition 6.2.5, applied with $\alpha=1 / 2$ and $\beta=R$ to $f=g_{n}-g$, yields for each $n \in \mathbb{N}$ a function $x_{n} \in B$ such that

$$
\begin{aligned}
\operatorname{lip}\left(g_{n}-g,[-R, R]\right) & \leq 2 R^{-1} \operatorname{Var}\left(g_{n} \circ x_{n}-g \circ x_{n}\right) \leq 2 R^{-1}\left\|C_{g_{n}} x_{n}-C_{g} x_{n}\right\|_{B V} \\
& \leq 2 R^{-1} s_{n},
\end{aligned}
$$

and thus proves the second claim of (b). Consequently, (b) is established.
For the reverse implication " $(\mathrm{b}) \Rightarrow(\mathrm{a})$ " note that for $x \in B$ we have on the one hand

$$
\begin{equation*}
\left\|C_{g_{n}} x-C_{g} x\right\|_{\infty}=\left\|g_{n} \circ x-g \circ x\right\|_{\infty} \leq\left\|g_{n}-g\right\|_{[-R, R]}, \tag{6.2.11}
\end{equation*}
$$

and on the other hand

$$
\begin{equation*}
\operatorname{Var}\left(C_{g_{n}} x-C_{g} x\right) \leq \operatorname{lip}\left(g_{n}-g,[-R, R]\right) \operatorname{Var}(x) \leq 2 R \operatorname{lip}\left(g_{n}-g,[-R, R]\right) \tag{6.2.12}
\end{equation*}
$$

by (6.2.8). Since the right hand sides of (6.2.11) and (6.2.12) converge to 0 by (b), and since they do so independently of $x$, (a) is proven.

The condition (b) of Theorem 6.2.6 means that the $g_{n}$ converge in the topology of the space $\operatorname{Lip}_{\text {loc }}(\mathbb{R})$ to $g$, but this is a strong requirement: If $g_{n}$ is of class $C^{1}$ for each $n \in \mathbb{N}$, then $g$ must also be of class $C^{1}$, since $C^{1}(\mathbb{R})$ is a closed subspace of $\operatorname{Lip}_{\text {loc }}(\mathbb{R})$. This is why the authors in [31] only got that $C_{g}$ is continuous in $B V$ if $g \in C^{1}(\mathbb{R})$, because they approximated $g$ by Bernstein polynomials. In order to get continuity of $C_{g}$ for $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$, we need another weaker type of convergence which still preserves continuity. It turns out that semi uniform convergence is exactly what we are looking for, and this is the content of our next

Theorem 6.2.7. Let $g_{n}, g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ for $n \in \mathbb{N}$ and $R>0$ be given. The following statements are equivalent.
(a) $\left(C_{g_{n}}\right)$ converges semi uniformly to $C_{g}$ at each $x \in B V$ with $\|x\|_{\infty}<R$ and $\operatorname{Var}(x)<2 R$.
(b) The relations $\lim _{n \rightarrow \infty}\left\|g_{n}-g\right\|_{B V[-r, r]}=0$ and $\sup _{n \in \mathbb{N}} \operatorname{lip}\left(g_{n}-g,[-r, r]\right)<\infty$ hold for each $r \in(0, R)$.

In particular, if (b) holds for all $r>0$, then the sequence $\left(C_{g_{n}}\right)$ converges in $B V$ semi uniformly to the operator $C_{g}$.

Proof. " $(\mathrm{a}) \Rightarrow(\mathrm{b})$ ": Fix $r \in(0, R)$. We first show that $\left\|g_{n}-g\right\|_{B V[-r, r]} \rightarrow 0$ as $n \rightarrow \infty$. To this end, define $x(t):=2 r t-r$ on $[0,1]$. Then $x$ maps $[0,1]$ strictly increasingly and bijectively onto [ $-r, r$ ] with $\|x\|_{\infty}=r<R$ and $\operatorname{Var}(x)=2 r<2 R$. Because of ( $a$ ), the sequence $\left(C_{g_{n}}\right)$ converges semi uniformly to $C_{g}$ at $x$, and this implies that $\left(C_{g_{n}}(x)\right)$ converges in $B V$ to $C_{g}(x)$. This means

$$
0=\lim _{n \rightarrow \infty}\left\|C_{g_{n}}(x)-C_{g}(x)\right\|_{B V}=\lim _{n \rightarrow \infty}\left\|g_{n}-g\right\|_{B V[-r, r]} .
$$

We now write $f_{n}:=g_{n}-g$ for $n \in \mathbb{N}$ and show that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \operatorname{lip}\left(f_{n},[-r, r]\right)<\infty \tag{6.2.13}
\end{equation*}
$$

For each $n \in \mathbb{N}$ pick $u_{n}, v_{n} \in[-r, r]$ with $u_{n} \neq v_{n}$ and so that

$$
\begin{equation*}
\frac{\left|f_{n}\left(u_{n}\right)-f_{n}\left(v_{n}\right)\right|}{\left|u_{n}-v_{n}\right|} \geq \frac{1}{2} \operatorname{lip}\left(f_{n},[-r, r]\right) \quad \text { and } \quad\left|u_{n}-v_{n}\right| \leq \frac{1}{n} \tag{6.2.14}
\end{equation*}
$$

where (6.2.14) is justified by Dini's formula (6.2.7).
Since $[-r, r]$ is compact, we can assume by passing to suitable subsequences that $u_{n} \rightarrow$ $w$ and $v_{n} \rightarrow w$ for some $w \in[-r, r]$. The constant function $x \equiv w$ for $t \in[0,1]$ belongs
to $B V$ with $\|x\|_{\infty}=|w| \leq r<R$ and $\operatorname{Var}(x)=0<2 R$; hence by (a) we find for $\varepsilon=1$ some $N_{1} \in \mathbb{N}$ and $\delta \in(0,4 R)$ such that

$$
\begin{align*}
& \forall n \geq N_{1} \forall y \in B V: \\
& \quad\|x-y\|_{B V} \leq \delta \Rightarrow\left\|C_{g_{n}} y-C_{g} y\right\|_{B V}=\left\|f_{n} \circ y\right\|_{B V} \leq 1 . \tag{6.2.15}
\end{align*}
$$

Since both $\left(u_{n}\right)$ and $\left(v_{n}\right)$ converge to $w$, there is some $N_{2} \in \mathbb{N}$ such that

$$
\forall n \geq N_{2}: \quad \max \left\{\left|u_{n}-w\right|,\left|v_{n}-w\right|\right\} \leq \frac{\delta}{2}
$$

For each $n \in \mathbb{N}$ let $x_{n}:[0,1] \rightarrow[-r, r]$ be the $B V$-function constructed in the proof of Proposition 6.2.5 with $\alpha=1 / 2, \beta=\delta / 4, u=u_{n}, v=v_{n}$ and $R$ replaced by $r$. Then $\left\|x_{n}\right\|_{\infty} \leq r<R$ and $\operatorname{Var}\left(x_{n}\right) \leq \delta / 2<2 R$, and thus

$$
\left\|x_{n}-x\right\|_{B V}=\left\|x_{n}-x\right\|_{\infty}+\operatorname{Var}\left(x_{n}-x\right)=\max \left\{\left|u_{n}-w\right|,\left|v_{n}-w\right|\right\}+\operatorname{Var}\left(x_{n}\right) \leq \delta
$$

for $n \geq N_{2}$, and additionally

$$
\operatorname{lip}\left(f_{n},[-r, r]\right) \leq \frac{\operatorname{Var}\left(f_{n} \circ x_{n}\right)}{\alpha \beta} \leq \frac{8\left\|f_{n} \circ x_{n}\right\|_{B V}}{\delta}
$$

From this follows with the help of $6.2 .15 \operatorname{lip}\left(f_{n},[-r, r]\right) \leq 8 / \delta$ for $n \geq \max \left\{N_{1}, N_{2}\right\}$ which proves (6.2.13).
"(b) $\Rightarrow(\mathrm{a})$ ": Write $f_{n}:=g_{n}-g$, fix $\varepsilon>0$ and $x \in B V$ with $\|x\|_{\infty}<R$ and $\operatorname{Var}(x)<2 R$. Choose $r>0$ so that $\|x\|_{\infty}<r<R$. Because of (b),

$$
L:=\sup _{n \in \mathbb{N}} \operatorname{lip}\left(f_{n},[-r, r]\right)<\infty .
$$

By Lemma 6.2.4 there is some $\delta \in\left(0, r-\|x\|_{\infty}\right]$ such that for all $y \in B V$ and all subsets $U \subseteq \mathbb{R}$,

$$
\begin{equation*}
\|x-y\|_{B V} \leq \delta \quad \text { and } \quad|U|^{*} \leq \delta \quad \Longrightarrow \quad \mathrm{r} \operatorname{Var}(y, U) \leq \eta:=\frac{\varepsilon}{L+4 R} \tag{6.2.16}
\end{equation*}
$$

Fix $y \in B V$ with $\|x-y\|_{B V} \leq \delta$. Then $\|y\|_{\infty} \leq\|x-y\|_{\infty}+\|x\|_{\infty} \leq \delta+\|x\|_{\infty} \leq r$ and thus $y(t) \in[-r, r]$ for all $t \in[0,1]$.
Again by (b), $\left\|f_{n}\right\|_{B V[-r, r]} \rightarrow 0$ as $n \rightarrow \infty$, and that is why we find some $N \in \mathbb{N}$ such that

$$
\left\|f_{n}\right\|_{B V[-r, r]} \leq \frac{\eta \delta}{5} \quad \text { for all } n \geq N
$$

Fix such $n \geq N$ and let $\mathcal{I}$ be the system of intervals

$$
\mathcal{I}:=\left\{[s, t] \subseteq[-r, r]| | f_{n}(s)-f_{n}(t)|>\eta| s-t \mid\right\} .
$$

By Vitali's Covering Lemma we find some countable subsystem $\left\{I_{j} \mid j \in J\right\}$ with index set $J \subseteq \mathbb{N}$ of pairwise disjoint intervals of $\mathcal{I}$ such that

$$
U:=\bigcup \mathcal{I} \subseteq \bigcup_{j \in J} 5 I_{j}
$$

where for a compact interval $I=[s, t]$ with $s<t$ the symbol $5 I$ denotes the compact interval $[s-2(t-s), t+2(t-s)]$. Consequently, $U$ is a set with outer Lebesgue measure

$$
\begin{align*}
|U|^{*} & \leq \sum_{j \in J}^{\infty}\left|5 I_{j}\right|=5 \sum_{j \in J}^{\infty}\left|s_{j}-t_{j}\right| \leq \frac{5}{\eta} \sum_{j \in J}^{\infty}\left|f_{n}\left(s_{j}\right)-f_{n}\left(t_{j}\right)\right| \\
& \leq \frac{5}{\eta}\left\|f_{n}\right\|_{B V[-r, r]} \leq \delta . \tag{6.2.17}
\end{align*}
$$

Now, let $P: 0=t_{0}<\ldots<t_{m}=1$ be a partition of $[0,1]$. Therefore, borrowing the notation from Definition 6.2.1,

$$
\begin{align*}
\sum_{j=1}^{m} & \left|f_{n}\left(y\left(t_{j-1}\right)\right)-f_{n}\left(y\left(t_{j}\right)\right)\right| \\
& =\sum_{j \in J(y, U, P)}\left|f_{n}\left(y\left(t_{j-1}\right)\right)-f_{n}\left(y\left(t_{j}\right)\right)\right|+\sum_{j \notin J(y, U, P)}\left|f_{n}\left(y\left(t_{j-1}\right)\right)-f_{n}\left(y\left(t_{j}\right)\right)\right| \\
& \leq L \sum_{j \in J(y, U, P)}\left|y\left(t_{j-1}\right)-y\left(t_{j}\right)\right|+\eta \sum_{j \notin J(y, U, P)}\left|y\left(t_{j-1}\right)-y\left(t_{j}\right)\right| \\
& \leq L \mathrm{r} \operatorname{Var}(y, U)+\eta \operatorname{Var}(y) \leq \eta(L+4 R) \leq \varepsilon . \tag{6.2.18}
\end{align*}
$$

Here we have used (6.2.16) and $\operatorname{Var}(y) \leq\|y\|_{B V} \leq\|x-y\|_{B V}+\|x\|_{B V} \leq \delta+3 R \leq 4 R$. This shows $\operatorname{Var}\left(f_{n} \circ y\right) \leq \varepsilon$ for all $y \in B V$ with $\|x-y\|_{B V} \leq \delta$.
Finally, for $n \geq N$ and such $y$,

$$
\begin{aligned}
\left\|f_{n} \circ y\right\|_{B V} & =\left\|f_{n} \circ y\right\|_{\infty}+\operatorname{Var}\left(f_{n} \circ y\right) \leq\left\|f_{n}\right\|_{B V[-r, r]}+\varepsilon \leq \varepsilon\left(\frac{\delta}{5(L+4 R)}+1\right) \\
& \leq \varepsilon\left(\frac{R}{5(L+4 R)}+1\right)
\end{aligned}
$$

This completes the proof.
Let us make two comments. First note that condition (b) of Theorem 6.2.7 is indeed weaker than condition (b) of Theorem 6.2.6, since in Theorem 6.2.7 we only need convergence of $\left(g_{n}\right)$ in $B V$ and boundedness of the Lipschitz constants, whereas in Theorem 6.2.6 we need convergence of $\left(g_{n}\right)$ in $\operatorname{Lip} p_{\text {loc }}(\mathbb{R})$; Example 6.2.9 at the end of this section will illustrate this difference. Second, note that condition (b) of Theorem 6.2.7 gives with the help of Theorem 6.1.10 a criterion under which composition operators are locally equicontinuous in $B V$.

As a consequence we reach the goal of this section and obtain a new proof for the fact that the composition operator generated by a locally Lipschitz continuous function is continuous in $B V$.

Theorem 6.2.8. Let $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$. Then the operator $C_{g}: B V \rightarrow B V$ is continuous.
Proof. Fix $R>0$. Since $g \in \operatorname{Lip}_{\text {loc }}(\mathbb{R})$ we have $g \in A C[-R, R]$ and $g^{\prime} \in L_{\infty}[-R, R]$. The function $h:=g^{\prime} \chi_{[-R, R]}$ then belongs to $L_{\infty}(\mathbb{R})$. The functions constructed in

Chapter II of [140] are $C^{\infty}$-functions $h_{n}: \mathbb{R} \rightarrow \mathbb{R}$ and satisfy

$$
\begin{aligned}
\left\|h_{n}-h\right\|_{L_{1}[-R, R]} & \leq \frac{1}{n} \quad \text { and } \\
\left\|h_{n}\right\|_{L_{\infty}[-R, R]} & \leq\|h\|_{L_{\infty}[-R, R]}=\left\|g^{\prime}\right\|_{L_{\infty}[-R, R]}=\operatorname{lip}(g,[-R, R])
\end{aligned}
$$

We now define $g_{n}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
g_{n}(u)=g(0)+\int_{0}^{u} h_{n}(t) \mathrm{d} t .
$$

Then each $g_{n}$ is of class $C^{\infty}$ with $g_{n}^{\prime}=h_{n}$ on $\mathbb{R}$ and satisfies

$$
\begin{aligned}
\left\|g_{n}-g\right\|_{B V[-R, R]} & =\left\|g_{n}-g\right\|_{[-R, R]}+\operatorname{Var}\left(g_{n}-g,[-R, R]\right) \leq 2\left\|g_{n}^{\prime}-g^{\prime}\right\|_{L_{1}[-R, R]} \\
& =2\left\|h_{n}-h\right\|_{L_{1}[-R, R]} \leq \frac{2}{n} .
\end{aligned}
$$

Moreover,

$$
\operatorname{lip}\left(g_{n},[-R, R]\right)=\left\|g_{n}^{\prime}\right\|_{L_{\infty}[-R, R]}=\left\|h_{n}\right\|_{L_{\infty}[-R, R]} \leq \operatorname{lip}(g,[-R, R])
$$

for each $n \in \mathbb{N}$. Hence, each $g_{n}$ generates a composition operator $C_{g_{n}}$ which maps $B V$ into itself and is continuous (even locally Lipschitz continuous) by Theorem 5.1.21. Finally, the $C_{g_{n}}$ converge semi uniformly to $C_{g}$ at each $x \in B V$ with $\|x\|_{B V}<R$ by Theorem 6.2.7, and this leads to the desired continuity of $C_{g}$ at those $x$ by Theorem 6.1.10.

Eventually reaching the end of this section we would like to keep our promise made in Section 6.1 to give a third example of a sequence of functions which converges semi uniformly but not locally uniformly.

Example 6.2.9. Consider the functions

$$
g(u):=|u| \quad \text { and } \quad g_{n}(u)=\sqrt{u^{2}+1 / n} \quad \text { for } u \in \mathbb{R}, n \in \mathbb{N} .
$$

Then $g$ is Lipschitz continuous on $\mathbb{R}$, but not differentiable at $u=0$, and each $g_{n}$ is of class $C^{\infty}$ on $\mathbb{R}$ with

$$
g_{n}^{\prime}(u)=\frac{u}{\sqrt{u^{2}+1 / n}}
$$

We obtain for fixed $R>0$ and $n \in \mathbb{N}$,

$$
\begin{aligned}
\left\|g_{n}-g\right\|_{[-R, R]} & =\sup _{|u| \leq R}\left|\sqrt{u^{2}}-\sqrt{u^{2}+1 / n}\right| \leq \frac{1}{\sqrt{n}}, \\
\operatorname{lip}\left(g_{n}-g,[-R, R]\right) & =\left\|g_{n}^{\prime}-g^{\prime}\right\|_{L_{\infty}[-R, R]}=\sup _{0<|u| \leq R}\left|\frac{|u|}{\sqrt{u^{2}+1 / n}}-1\right|=1, \\
\left\|g_{n}-g\right\|_{B V[-R, R]} & =\left\|g_{n}-g\right\|_{[-R, R]}+\left\|g_{n}^{\prime}-g^{\prime}\right\|_{L_{1}[-R, R]} \\
& \leq \frac{1}{\sqrt{n}}+2 \int_{0}^{R}\left|\frac{u}{\sqrt{u^{2}+1 / n}}-1\right| \mathrm{d} u=\frac{3+2\left(\sqrt{n R^{2}}-\sqrt{n R^{2}+1}\right)}{\sqrt{n}} \\
& \leq \frac{3}{\sqrt{n}} .
\end{aligned}
$$

Thus, condition (b) of Theorem 6.2.6 fails for any $R>0$ and hence $C_{g_{n}}$ cannot converge in the space $B V$ locally uniformly to $C_{g}$ at $x=0 \in B V$. However, condition (b) of Theorem 6.2.7 holds for any $R>0$ and thus the $C_{g_{n}}$ converge in the space $B V$ semi uniformly to $C_{g}$ at $x=0$.

Note that the function $g$ as well as each function $g_{n}$ from the previous example are Lipschitz continuous and therefore generate composition operators $C_{g}$ and $C_{g_{n}}$ which are continuous in $B V$ by Theorem 6.2.8.
The question is now if the theory developed in this section might be transferred to other $B V$-spaces. Unfortunately, we do not know the answer to this question, but we conjecture that Theorem 6.2 .7 is still true in the spaces $W B V_{p}, Y B V_{\varphi}$ and $\Lambda B V$, when $B V$ in part (a) is replaced by one of the respective spaces and (b) is kept. If this conjecture is true, then the continuity of $C_{g}$ in other $B V$-spaces would follow exactly as in the proof of Theorem 6.2.8. However, the main ingredient for the relevant implication " $(\mathrm{b}) \Rightarrow(\mathrm{a})$ " in Theorem 6.2.7 is Lemma 6.2.4 and thus the continuity of the restricted variation. It is not at all clear how to prove an analogue of this lemma in other $B V$-spaces, although its statement seems to be true in such spaces, at least from a (perhaps naive) geometric or graphic point of view.

## Chapter 7

## Integral Equations

Integral equations often describe specific real world phenomena and are therefore of great interest. For instance, the authors of [102] introduced a second order boundary value problem the solution of which describes the temperature distribution of an adiabatic chemical reactor of length 1 . These solutions may be found by rewriting the problem into the nonlinear Hammerstein integral equation

$$
u(t)=\frac{1}{\lambda} e^{\lambda(t-1)} H u+\int_{0}^{1} k(t, s) f(u(s)) \mathrm{d} s
$$

where

$$
k(t, s)=\left\{\begin{array}{ll}
1 & \text { for } 0 \leq s \leq t \leq 1, \\
e^{\lambda(t-s)} & \text { for } 0 \leq t<s \leq 1
\end{array} \quad \text { and } \quad f(u)= \begin{cases}\mu(\beta-u) e^{u} & \text { for } u \leq \beta \\
0 & \text { for } u>\beta\end{cases}\right.
$$

The constants $\lambda$ is the Peclet number, $\mu$ is the Damkohler number, $\beta$ is the dimensionless adiabatic temperature rise, and the function $u$ represents the local temperature at a point $t$ of the tube in which the reaction happens. The (possibly nonlinear) functional $H$ models a feedback control system on the reactor that adds or removes heat according to the temperatures detected by some sensors located along the tube, see [41] and references therein for details.
Another example is given by the author of [21] who discusses a model describing the nonlinear age-depending growth of a single population under harvest which generalizes the original model introduced in [70]. The total population $P(t)$ at time $t$ can be described under certain assumptions by a nonlinear Volterra integral equation of the form

$$
P(t)=p(t)-h(t)+\int_{0}^{t} \exp \left(-\int_{0}^{t-s} \mu(\tau) \mathrm{d} \tau\right) P(s) \beta(P(s)) \mathrm{d} s
$$

where $p, \mu$ and $h$ are parameters depending on time and $\beta$ is a parameter depending on the population size.
Especially the last example motivates the search for $B V$-solutions to integral equations, because functions of bounded variation may have jumps which then can be interpreted as sudden deaths or births of the population. Moreover, the total increment and
decrement of the population is bounded as there is only a finite amount of biomass in the system under consideration. We will mention two further examples of applications of solutions to integral equations at the beginning of Section 7.1 below.
While there exists a large literature on continuous or integrable solutions of integral equations of the aforementioned type, considerably less is known on $B V$-solutions.
In this last chapter we apply some of the results from the previous chapters to solve integral equations in the spaces of functions of bounded variation of various types. We will prove existence and sometimes also uniqueness of solutions to either Hammerstein or Volterra integral equations. Our main tool is fixed point theory, so we will impose suitable conditions on the data which make it possible to apply well-known fixed point theorems. Although those conditions have been already considered in the Chapters 4 and 5, we will repeat them here to make the presentation self-contained.
In the first section we will focus on nonlinear Hammerstein integral equations, first only in the space $B V$ and later also in other $B V$-spaces. The second section is devoted to nonlinear Volterra integral equations where we mainly rewrite our results of the first section. In the third and final section we make some remarks on boundary and initial value problems in the space $B V$ where the boundary and initial conditions are given in a nonclassical coupled setting. Based on Schauder's fixed point theorem we give a simple sufficient condition under which such boundary and initial value problems may be solved and simultaneously generalize the ideas and results developed in the paper [27] that served as a point of departure for many considerations presented here.

### 7.1 Hammerstein Integral Equations

The first equation that we consider in this chapter is

$$
\begin{equation*}
x(t)=h(t)+\lambda \int_{0}^{1} k(t, s) g(x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.1.1}
\end{equation*}
$$

where the functions $h:[0,1] \rightarrow \mathbb{R}, k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ and $g: \mathbb{R} \rightarrow \mathbb{R}$ are given and the function $x:[0,1] \rightarrow \mathbb{R}$ is unknown. We point out that the role of $\lambda$ in (7.1.1) is very important. For example, in the problems concerning calculation of either free pulsation of harmonic vibrations of a string or a critical speed of a shaft is reduced to calculating such values of $\lambda$ for which the corresponding integral equation, being special cases of (7.1.1), have a nontrivial solution.
As mentioned above, in this section we are going to look for solutions $x$ of equation (7.1.1) in the space $B V$. Borrowing the notation from the Chapters 4 and 5 we may write (7.1.1) equivalently as the operator equation

$$
\begin{equation*}
x=h+\lambda\left(I_{k} \circ C_{g}\right) x, \tag{7.1.2}
\end{equation*}
$$

where $I_{k}$ denotes the integral operator (4.0.3) generated by $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$, and $C_{g}$ denotes the composition operator (5.0.1) generated by $g: \mathbb{R} \rightarrow \mathbb{R}$.
For convenience of the reader we will repeat here some assumptions which appear in previous chapters and will be needed in the study of these equations; we denote them
by (H1), (H2), ... without referring to similarly labeled in the Chapters 4 and 5 . The following conditions will be used throughout the sequel; as before, the symbol $\forall^{\prime} s$ means the indicated property holds only for almost all $s$.

$$
\begin{align*}
\forall t \in[0,1]: & k(t, \cdot) \in L_{1},  \tag{H1}\\
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: & \operatorname{Var}(k(\cdot, s)) \leq m(s),  \tag{H2}\\
& g \in \operatorname{Lip}_{l o c}(\mathbb{R}) . \tag{H3}
\end{align*}
$$

Note that condition (H1) is condition (A), and (H2) is (B) for the integral operator $I_{k}$ of Section 4.3. Condition (H3) is the fundamental acting condition for $C_{g}$ from Theorem 5.1.19,
The above conditions suffice to obtain the first existence and uniqueness result that has been proven in [29]. Recall that for any of our $B V$-spaces $X$ we denote by

$$
\mathbb{B}_{R}(X)=\left\{x \in X \mid\|x\|_{X} \leq R\right\}
$$

the closed ball in $X$ with respect to the norm $\|\cdot\|_{X}$ with radius $R>0$ and centered at the function $\mathbb{0}$.

Theorem 7.1.1. Assume (H1), (H2) and (H3), and let $h \in B V$ be fixed. Then for each $R>\|h\|_{B V}$ there is some $\varrho>0$ such that equation (7.1.1) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(B V)$.

To be more precise, if $R>\|h\|_{B V}$ is given, the number $\varrho$ can be chosen to be

$$
\begin{equation*}
\varrho=\min \left\{\frac{R-\|h\|_{B V}}{\|g\|_{[-R, R]}}, \frac{1}{\operatorname{lip}(g,[-R, R])}\right\} \frac{1}{\|2 m+|k(0, \cdot)|\|_{L_{1}}} . \tag{7.1.3}
\end{equation*}
$$

This also shows that if $g$ grows faster than linear, the number $\|g\|_{[-R, R]}$ grows also faster than linear and hence makes $\varrho$ smaller the larger $R$ is chosen. This means that if we want to make the domain $\mathbb{B}_{R}(B V)$ of possible solutions large, we have to pay the price that the set of admissible parameters $\lambda$ for which uniqueness or solvability can be achieved becomes small. We illustrate this in the following two examples. The first shows generally how the minimum in (7.1.3) looks like if the kernel is given in separated kernels. The second is a concrete example of an integral equation with such a kernel and $h=0$.

Example 7.1.2. If the kernel $k(t, s)=k_{1}(t) k_{2}(s)$ is given in separated kernel with $k_{1} \in$ $B V$ and $k_{2} \in L_{1}$, then by Proposition 4.3.9 the conditions (H1) and (H2) are fulfilled, and we can simply put $m(s)=\operatorname{Var}\left(k_{1}\right)\left|k_{2}(s)\right|$. Moreover, the norm $\|2 m+|k(\cdot, 0)|\|_{L_{1}}$ occurring in (7.1.3) is then

$$
\begin{aligned}
\|2 m+|k(0, \cdot)|\|_{L_{1}} & =\int_{0}^{1}\left|2 \operatorname{Var}\left(k_{1}\right)\right| k_{2}(s)\left|+\left|k_{1}(0) k_{2}(s)\right|\right| \mathrm{d} s \\
& =\left(2 \operatorname{Var}\left(k_{1}\right)+\left|k_{1}(0)\right|\right)\left\|k_{2}\right\|_{L_{1}} .
\end{aligned}
$$

Thus, (7.1.3) becomes

$$
\varrho=\min \left\{\frac{R-\|h\|_{B V}}{\|g\|_{[-R, R]}}, \frac{1}{\operatorname{lip}(g,[-R, R])}\right\} \frac{1}{\left(2 \operatorname{Var}\left(k_{1}\right)+\left|k_{1}(0)\right|\right)\left\|k_{2}\right\|_{L_{1}}} .
$$

Observe that the "larger" $k_{1}, k_{2}$ and $g$ are the smaller becomes $\varrho$ and hence the corresponding set of admissible parameters $\lambda$.

As a further example which will frequently serve as a test animal in the sequel we consider for several values of $\alpha>-1$ and $\beta \in \mathbb{R}$ the integral equation

$$
\begin{equation*}
x(t)=\lambda t \int_{0}^{1}\left((\alpha+1)|x(s)|^{\alpha}+2 \beta s\right) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.1.4}
\end{equation*}
$$

in the space $B V$. This equation is of the form (7.1.1) with the functions $h=0$, $k(t, s)=t$ and $g(u)=(\alpha+1)|u|^{\alpha}$ if and only if $\beta=0$. The structure of 7.1.4) dictates that any solution must be of the form $x(t)=c t$ for some $c \in \mathbb{R}$ and is therefore automatically continuous (even analytic). Plugging this into (7.1.4) reveals the characteristic equation

$$
\begin{equation*}
c=\lambda\left(|c|^{\alpha}+\beta\right) \tag{7.1.5}
\end{equation*}
$$

which means that a function $x \in B V$ is a solution of (7.1.4) if and only if it has the form $x(t)=c t$ with $c$ satisfying 7.1.5. Theorem 7.1.1 is now applicable if and only if $\alpha \geq 1$ and $\beta=0$ and guarantees in this case that for $|\lambda|$ smaller than $\varrho$ in (7.1.3) equation 7.1.5 can be solved for $c$. We illustrate this in the next two examples. We start with $\alpha=1$ and $\beta=0$ for which (7.1.4 is a special case of 7.1.1).
Example 7.1.3. For $\alpha=1$ and $\beta=0$ equation (7.1.4) reduces to

$$
\begin{equation*}
x(t)=2 \lambda t \int_{0}^{1}|x(s)| \mathrm{d} s \tag{7.1.6}
\end{equation*}
$$

In the notation of (7.1.1) we can take $h=\mathbb{0}, g(u)=2|u|$ and $k(t, s)=k_{1}(t) k_{2}(s)$ in separated kernels with $k_{1}(t)=t$ and $k_{2}(s)=1$. Obviously, the conditions (H1), (H2) and (H3) are satisfied with $\operatorname{Var}\left(k_{1}\right)=1, k_{1}(0)=0,\left\|k_{2}\right\|_{L_{1}}=1,\|g\|_{[-R, R]}=2 R$ and $\operatorname{lip}(g,[-R, R])=2$. With the help of Example 7.1 .2 we obtain for any $R>0$ that $\varrho=1 / 4$. In particular, Theorem 7.1.1 says that for any $\lambda \in(-1 / 4,1 / 4)$ equation (7.1.6) has only one solution in $B V$, and clearly, this must be the function $\mathbb{0}$. Indeed, the characteristic equation 7.1.5 reads $c=\lambda|c|$ which has for $|\lambda|<1 / 4$ only one solution, namely $c=0$.

We make two comments on the bound $\varrho=1 / 4$ in the previous example. First, this bound and in general the bound given in (7.1.3) is not optimal in the sense that equation (7.1.1) may have a unique solution even for $|\lambda| \geq \varrho$. This is easily seen again in the previous example, because the characteristic equation $c=\lambda|c|$ has for any $|\lambda| \neq 1$ the unique solution $c=0$. Even worse, for $\lambda=1$ every $c \geq 0$ and for $\lambda=-1$ every $c \leq 0$ is a solution which means that $(7.1 .6$ has uncountably many different solutions
in $B V$. Second, since $\varrho=1 / 4$ is independent of $R$ the set of admissible parameters $\lambda$ is also independent of $R$ which means that for these $\lambda$ there can be only one solution $x$ to (7.1.6) in the entire space $B V$. This is of course not always so, and the set of those $\lambda$ may become small when $R$ is chosen to be large. We illustrate this in the next example.
Example 7.1.4. Consider again equation (7.1.4), but now for $\alpha=2$ and $\beta=0$. It then reads

$$
\begin{equation*}
x(t)=3 \lambda t \int_{0}^{1} x(s)^{2} \mathrm{~d} s \tag{7.1.7}
\end{equation*}
$$

In the notation of (7.1.1) we can again take $h=0$ and $k(t, s)=k_{1}(t) k_{2}(s)$ with $k_{1}(t)=t$ and $k_{2}(s)=1$, but this time, $g(u)=3 u^{2}$. Again, the conditions (H1), (H2) and (H3) are satisfied with $\operatorname{Var}\left(k_{1}\right)=1, k_{1}(0)=0$ and $\left\|k_{2}\right\|_{L_{1}}=1$. Moreover, $\|g\|_{[-R, R]}=3 R^{2}$ and $\operatorname{lip}(g,[-R, R])=6 R$. With the help of Example 7.1 .2 we obtain for any $R>0$,

$$
\varrho=\min \left\{\frac{R}{3 R^{2}}, \frac{1}{6 R}\right\} \cdot \frac{1}{2}=\frac{1}{12 R} .
$$

In particular, $\varrho$ gets smaller the larger $R$ is chosen.
As we have seen, the bound $\varrho$ for the admissible parameters $\lambda$ for which equation (7.1.1) has a $B V$-solution is in general strongly related to the radius $R$ of the ball in which solutions can be guaranteed. One may enlarge the bound $\varrho$ and therefore also the set of $\lambda$ by replacing the norm $\|\cdot\|_{B V}$ by a smaller norm. For instance, if we use the norm $\|x\|_{B V}^{*}=|x(0)|+\operatorname{Var}(x)$ instead of the equivalent norm $\|x\|_{B V}=\|x\|_{\infty}+\operatorname{Var}(x)$, then it is shown in [29] that $\varrho$ can be chosen to be

$$
\varrho=\min \left\{\frac{R-\|h\|_{B V}^{*}}{\|g\|_{[-R, R]}}, \frac{1}{\operatorname{lip}(g,[-R, R])}\right\} \frac{1}{\|m+|k(0, \cdot)|\|_{L_{1}}}
$$

Therefore, $\varrho$ can be enlarged by a factor of up to 2 . For instance, the bound $\varrho$ in Example 7.1.4 would now be $\varrho=1 /(6 R)$. However, for the rest of this thesis we stick to the norm $\|\cdot\|_{B V}$, because many estimates are then a little simpler.

Before we turn to a more general equation than (7.1.1), we point out that one might think that Theorem 7.1.1 could also be formulated in the following way.

Theorem 7.1.1. Under the assumptions (H1), (H2) and (H3) there exists a number $\varrho>0$ such that for every $\lambda$ satisfying $|\lambda|<\varrho$, the equation (7.1.1) has a unique solution in $B V$.

Here, $\varrho$ can be any number strictly less than the minimum in (7.1.3). This formulation, however, is not true, because it pretends that equation 7.1.1 has only one unique solution in the entire space $B V$ for $|\lambda|<\varrho$. But the following example shows that under the hypothesis of Theorem 7.1.1 there can be more than one solution in $B V$.

Example 7.1.5. Consider again the integral equation (7.1.7) from Example 7.1.4. We have seen there that all the conditions (H1), (H2) and (H3) are fulfilled. Theorem 7.1.1 ${ }^{1}$ would now say that equation (7.1.7) has only one solution in $B V$ for all $|\lambda|<\varrho$ and some $\varrho>0$. However, there are in fact two $B V$-solutions for every $\lambda \neq 0$. To see this, we solve again the characteristic equation (7.1.5) for fixed $\lambda \neq 0$ which now is

$$
c=\lambda c^{2}
$$

The first obvious solution $c=0$ generates the function $x=\mathbb{0}$ which clearly is a solution to 7.1.7). However, also $c=1 / \lambda$ being the second solution of the characteristic equation generates the solution $x_{\lambda}(t):=t / \lambda$ with norm $\left\|x_{\lambda}\right\|_{B V}=2 /|\lambda|$ and so Theorem 7.1.1 ${ }^{1}$ cannot be true.

From Example 7.1.4 we get $\varrho=1 /(12 R)$ for any $R>0$. Thus, if $0<|\lambda|<\varrho$, then $\left\|x_{\lambda}\right\|_{B V}=2 /|\lambda|>24 R>R$. This means that if $R>0$ is chosen arbitrarily, $\varrho$ is given by (7.1.3) and $0<|\lambda|<\varrho$ is fixed, then equation (7.1.4) has two distinct $B V$-solutions, but the second one, namely $x_{\lambda}$, does not lie within the ball $\mathbb{B}_{R}(B V)$ and hence is not covered by Theorem 7.1.1.

As the previous example shows, Theorem 7.1.1 yields uniqueness of the solution $x$ of (7.1.1) indeed only in the ball $\mathbb{B}_{R}(B V)$. There may be other solutions outside of that ball.

Theorem 7.1.1 has been proved by showing that the operator $T=h+\lambda\left(I_{k} \circ C_{g}\right)$ has a fixed point in the ball $\mathbb{B}_{R}(B V)$ that is invariant under $T$. The conditions given in Theorem 7.1.1 to ensure the existence of such invariant balls have been generalized in the literature. We cite a sample result which uses milder a priori estimates. For example, in [33] the authors impose the following conditions:

- There exists a function $\psi:[0, \infty) \rightarrow[0, \infty)$ with $\psi(u)>0$ for $u>0$ and

$$
|g(u)| \leq \psi(|u|) \quad \text { for } u \in \mathbb{R}
$$

- For each $R>0$ there exists a continuous increasing function $\psi_{R}:[0, \infty) \rightarrow[0, \infty)$ with

$$
|g(u)-g(v)| \leq \psi_{R}(|u-v|) \quad \text { for }|u|,|v| \leq R .
$$

It is then shown that under additional appropriate assumptions, for each sufficiently large $R$ there is some $\varrho>0$ such that equation (7.1.1) has a solution in $\mathbb{B}_{R}(B V)$ for every $|\lambda|<\varrho$. Clearly, by putting $\psi(r):=\|g\|_{[-r, r]}$ and $\psi_{R}(r):=\operatorname{lip}(g,[-R, R]) r$ in the above conditions, one can recover Theorem 7.1.1.
More general choices for $\psi_{R}$, however, are also possible. For instance, one could choose $\psi_{R}(r)=a(R) \arctan (r)$ or $\psi_{R}(r)=a(R) \log (1+r)$ for appropriate functions $a:(0, \infty) \rightarrow(0, \infty)$ and therefore enlarge the range of applications of the results presented in [33].

We now consider a slightly more general nonlinear Hammerstein equation by replacing $C_{g}$ in (7.1.2) by a superposition operator $N_{g}$, defined in (5.0.2) and generated by a function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$. Then (7.1.1) reads

$$
\begin{equation*}
x(t)=h(t)+\lambda \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.1.8}
\end{equation*}
$$

note that our sample equation (7.1.4 has this form. The operator equation (7.1.2) becomes

$$
\begin{equation*}
x=h+\lambda\left(I_{k} \circ N_{g}\right) x . \tag{7.1.9}
\end{equation*}
$$

Again, we impose three further conditions.

$$
\begin{array}{r}
\sup _{t \in[0,1]}\|k(t, \cdot)\|_{L_{1}}<\infty \\
\sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} k(\cdot, s) \mathrm{d} s\right)<\infty \\
g \in \operatorname{Lip}_{\text {loc }}([0,1] \times \mathbb{R}) \tag{*}
\end{array}
$$

Note that (H3*) is a natural generalization of (H3) to two dimensions. Also note that (H4) implies condition (A) while (H5) coincides with condition (C) of Section 4.3 . Moreover, (H1) and (H2) together imply (H4). This is, because if

$$
|k(t, s)| \leq|k(0, s)-k(t, s)|+|k(0, s)| \leq \operatorname{Var}(k(\cdot, s))+|k(0, s)| \leq m(s)+|k(0, s)|
$$

holds for all $t \in[0,1]$ and almost all $s \in[0,1]$ and some function $m \in L_{1}$, then

$$
\|k(t, \cdot)\|_{L_{1}} \leq\|m\|_{L_{1}}+\|k(0, \cdot)\|_{L_{1}},
$$

and so the supremum in (H4) becomes at most $\|m\|_{L_{1}}+\|k(0, \cdot)\|_{L_{1}}$. Also, observe that $\left(H 3^{*}\right)$ implies condition $(\mathrm{G})$ of Section 5.2 which plays a crucial role in Theorem 5.2.12, because for $R>0$, any partition $0=t_{0}<\ldots<t_{n}=1$ of [ 0,1$]$ and points $u_{0}, \ldots, u_{n} \in[-R, R]$ with

$$
\sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq R
$$

we obtain

$$
\begin{gathered}
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j}\right)-g\left(t_{j}, u_{j}\right)\right| \leq L_{R} \sum_{j=1}^{n}\left|t_{j-1}-t_{j}\right|=L_{R} \\
\sum_{j=1}^{n}\left|g\left(t_{j-1}, u_{j-1}\right)-g\left(t_{j-1}, u_{j}\right)\right| \leq L_{R} \sum_{j=1}^{n}\left|u_{j-1}-u_{j}\right| \leq R L_{R},
\end{gathered}
$$

where

$$
\begin{align*}
L_{R} & :=\operatorname{lip}(g,[0,1] \times[-R, R]) \\
& =\sup \left\{\left.\frac{|g(s, u)-g(t, v)|}{|s-t|+|u-v|} \right\rvert\, s, t \in[0,1], u, v \in[-R, R],(s, u) \neq(t, v)\right\} . \tag{7.1.10}
\end{align*}
$$

Thus, (G) follows with $M_{R}:=\max \left\{L_{R}, R L_{R}\right\}$.
With these new conditions at hand the following result was proven in [32].

Theorem 7.1.6. Assume (H3*), (H4) and (H5), and let $h \in B V$ be fixed. Then for each $R>\|h\|_{B V}$ there is some $\varrho>0$ such that equation 7.1.8) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(B V)$.

To be more precise, if $R>\|h\|_{B V}$, the number $\varrho$ can be chosen so that

$$
\begin{equation*}
\varrho=\min \left\{\frac{R-\|h\|_{B V}}{\left(2 S_{1}+\|k(0, \cdot)\|_{L_{1}}\right)\left(L_{R}+R L_{R}+|g(0,0)|\right)}, \frac{1}{L_{R} S_{2}}\right\} \tag{7.1.11}
\end{equation*}
$$

where $S_{1}$ is the supremum in (H5), $S_{2}$ is the supremum in (H4) and $L_{R}=\operatorname{lip}(g,[0,1] \times$ $[-R, R]$ ) is defined as in 7.1.10).

A few remarks are in order. First, an analogue to Theorem 7.1.6 in the sense of Theorem 7.1.1 is also wrong, as we have seen in Example 7.1.5. Nevertheless, Theorem 7.1.6 as stated here has a wider range of applications than Theorem 7.1.1, for two reasons. First, superposition operators are of course more general than composition operators. Second, there are kernel functions which satisfy the condition (H4) and (H5) but not condition (H2).

Example 7.1.7. Let $k(t, s)=\chi_{\mathbb{Q}}(t-s)$ be the kernel function that we have already studied in the Examples 4.3.3 and 4.3.8. We have seen there that $k$ satisfies (H1) and (H5) but not (H2). Since, for fixed $t \in[0,1]$, we have

$$
\|k(t, \cdot)\|_{L_{1}}=\int_{0}^{1} \chi_{\mathbb{Q}}(t-s) \mathrm{d} s=0
$$

the kernel function $k$ also satisfies (H4). In particular, Theorem 7.1.6 is applicable provided that $g \in \operatorname{Lip}_{\text {loc }}([0,1] \times \mathbb{R})$, but Theorem 7.1.1 is not. However, for this particular kernel, the integral equations (7.1.1) and 7.1.8) have only the solution $x=h$, since the integral vanishes in both equations. Note that in this case, Theorem 7.1.6 yields indeed uniqueness of solutions in the entire space $B V$, because $\varrho=\infty$ in 7.1.11) for any $R>\|h\|_{B V}$.
It is clear that Theorem 7.1.6 is applicable to our test equation (7.1.4) with $k(t, s)=t$ and $g(t, u)=(\alpha+1)|u|^{\alpha}+2 \beta t$ if and only if $\alpha \geq 1$ and $\beta$ is arbitrary.
As we have seen in Example 7.1.3 the integral equation (7.1.6) can have infinitely many solutions. We now consider a similar example which has for $\beta>0$ at most two solutions and illustrates the bound (7.1.11).

Example 7.1.8. This time, we have a look at (7.1.4) for $\alpha=1$ and arbitrary $\beta$ which now reads

$$
\begin{equation*}
x(t)=2 \lambda t \int_{0}^{1}(|x(s)|+\beta s) \mathrm{d} s \tag{7.1.12}
\end{equation*}
$$

In the notation of (7.1.8) we have $h=\mathbb{0}, k(t, s)=t$ and $g(t, u)=2|u|+2 \beta t$. Thus,
$\|k(0, \cdot)\|_{L_{1}}=0,|g(0,0)|=0$ and

$$
\begin{aligned}
S_{1} & =\sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\tau} k(\cdot, s) \mathrm{d} s\right)=1 \\
S_{2} & =\sup _{t \in[0,1]}\|k(t, \cdot)\|_{L_{1}}=1 \\
L_{R} & =\operatorname{lip}(g,[0,1] \times[-R, R])=2 \max \{1,|\beta|\} .
\end{aligned}
$$

We obtain from (7.1.11),

$$
\rho(R)=\min \left\{\frac{R}{4(1+R) \max \{1,|\beta|\}}, \frac{1}{2 \max \{1,|\beta|\}}\right\}=\frac{R}{4(1+R) \max \{1,|\beta|\}}<\frac{1}{4}
$$

for $R>0$. Since $\rho(R) \rightarrow 1 /(4 \max \{1,|\beta|\})=: \varrho_{0}>0$ as $R \rightarrow \infty$, Theorem 7.1.6 now even states that equation 7 7.1.12) has for every $\lambda \in\left(-\varrho_{0}, \varrho_{0}\right)$ a unique solution in the entire space $B V$.
Indeed, the characteristic equation of 7.1 .12 is

$$
\begin{equation*}
c=\lambda(|c|+\beta) \tag{7.1.13}
\end{equation*}
$$

For $\beta>0$ it has no solution if $|\lambda| \geq 1$ and a unique solution if $|\lambda|<1$, namely $c=\lambda \beta /(1-|\lambda|)$. For $\beta=0$ is has only $c=0$ as a solution if $|\lambda| \neq 1$, but any $c \leq 0$ if $\lambda=-1$ and any $c \geq 0$ if $\lambda=1$, as we have seen in the discussion after Example 7.1.3. In this case, (7.1.13) and therefore (7.1.12) have infinitely many solutions. For $\beta<0$, equation 7.1.13 has one or two solutions, namely $c=\lambda \beta /(1-\lambda)$ for $\lambda \notin(0,1]$ and $c=\lambda \beta /(1+\lambda)$ for $\lambda \notin[-1,0]$.
As before, the bound $\varrho_{0} \leq 1 / 4$ is not optimal.
In contrast to equation (7.1.6) from Example 7.1.3 which has a unique solution for every $|\lambda| \neq 1$ and infinitely many solutions for $|\lambda|=1$, equation (7.1.12) has no solutions whatsoever for $|\lambda| \geq 1$ and $\beta>0$.
We have now solved (7.1.4) for $\alpha=1$ and arbitrary $\beta$. In the next example we will solve it also for $\alpha=2$ and arbitrary $\beta$. Since then the characteristic equation (7.1.5) reduces to a simple quadratic equation, we do not need so many case distinctions as in Example 7.1.8.

Example 7.1.9. Consider (7.1.4) for $\alpha=2$ but arbitrary $\beta$, that is,

$$
\begin{equation*}
x(t)=\lambda t \int_{0}^{1}\left(3 x(s)^{2}+2 \beta s\right) \mathrm{d} s \tag{7.1.14}
\end{equation*}
$$

with characteristic equation $c=\lambda\left(c^{2}+\beta\right)$ which is equivalent to the quadratic equation

$$
\begin{equation*}
\lambda c^{2}-c+\lambda \beta=0 \tag{7.1.15}
\end{equation*}
$$

For $\lambda=0$ there is only the solution $c=0$. For $\lambda \neq 0$, this quadratic equation has two solutions if $4 \lambda^{2} \beta<1$, namely

$$
c=\frac{1 \pm \sqrt{1-4 \lambda^{2} \beta}}{2 \lambda}
$$

only one if $4 \lambda^{2} \beta=1$, namely $c=1 /(2 \lambda)$, and no (real) solution if $4 \lambda^{2} \beta>1$. In particular, for $\beta=0$ we regain the two solutions $c=0$ and $c=1 / \lambda$ found in Example 7.1.5.

Let us come back for a second to condition $\left(H 3^{*}\right)$ which states that $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is locally Lipschitz continuous with respect to both arguments. We will see later that for our purposes this condition is too restrictive. Thus, we will rather use the following weaker condition

$$
\begin{equation*}
\forall R>0 \exists L_{R}>0 \forall t \in[0,1] \forall u, v \in[-R, R]: \quad|g(t, u)-g(t, v)| \leq L_{R}|u-v| \tag{H6}
\end{equation*}
$$

which is precisely condition (B) of Section 5.2 and may be reformulated equivalently as

$$
\forall R>0 \exists L_{R}>0 \forall u, v \in[-R, R]: \quad\|g(\cdot, u)-g(\cdot, v)\|_{\infty} \leq L_{R}|u-v|
$$

It imposes a local Lipschitz condition on the second variable, uniformly in the first, but does not impose a Lipschitz condition on the first variable. Clearly, (H6) is indeed weaker than (H3*), and here is an explicit

Example 7.1.10. The function $g(t, u)=\sqrt{t} u$ for $t \in[0,1]$ and $u \in \mathbb{R}$ satisfies (H6) with $L_{R}=1$ for all $R>0$, but it does not satisfy $\left(H 3^{*}\right)$, because $t \mapsto \sqrt{t}$ is not Lipschitz continuous near $t=0$.

We will see later in our main Theorem 7.1.16 that it suffices to require the inequality in (H6) to be true for only almost all $t \in[0,1]$.

Since the interest in finding solutions to equations like (7.1.1) and (7.1.8) is motivated by problems from physics, biology, economics and other sciences, sometimes it is necessary to consider continuous $B V$-solutions.
Here we impose the following two conditions

$$
\begin{align*}
& \forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1] \forall^{\prime} s \in[0,1]: \\
& \qquad\left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left|k\left(t_{1}, s\right)-k\left(t_{2}, s\right)\right| \leq \varepsilon  \tag{H7}\\
& \forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2}, \tau \in[0,1]: \\
& \left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left|\int_{0}^{\tau} k\left(t_{1}, s\right)-k\left(t_{2}, s\right) \mathrm{d} s\right| \leq \varepsilon \tag{H8}
\end{align*}
$$

Note that (H8) is precisely condition (E) from Section 4.3 and is crucial in Theorem 4.3 .14 which provides a necessary and sufficient condition for the integral operator $I_{k}$ to be bounded on $B V \cap C$. Moreover, it is clear that (H7) implies (H8). The reverse implication, however, does not hold in general.

Example 7.1.11. Consider a kernel in separated kernels with $k(t, s)=k_{1}(t) k_{2}(s)$, where $k_{1}$ is injective and continuous and $k_{2} \in L_{1} \backslash L_{\infty}$. Then

$$
\left|k\left(t_{1}, s\right)-k\left(t_{2}, s\right)\right|=\left|k_{1}\left(t_{1}\right)-k_{1}\left(t_{2}\right)\right|\left|k_{2}(s)\right|
$$

gets unbounded for fixed $t_{1} \neq t_{2}$, because $k_{2}$ is essentially unbounded. Thus, (H7) fails. However, (H8) is satisfied. To see this fix $\varepsilon>0$ and pick $\delta>0$ so small that $\left|k_{1}\left(t_{1}\right)-k_{1}\left(t_{2}\right)\right| \leq \varepsilon /\left\|k_{2}\right\|_{L_{1}}$ for $\left|t_{1}-t_{2}\right| \leq \delta$; note that $k_{1}$ is also uniformly continuous and $k_{2} \notin L_{\infty}$ implies $\left\|k_{2}\right\|_{L_{1}}>0$. Then
$\left|\int_{0}^{\tau} k\left(t_{1}, s\right)-k\left(t_{2}, s\right) \mathrm{d} s\right|=\left|k_{1}\left(t_{1}\right)-k_{2}\left(t_{2}\right)\right|\left|\int_{0}^{\tau} k_{2}(s) \mathrm{d} s\right| \leq\left|k_{1}\left(t_{1}\right)-k_{2}\left(t_{2}\right)\right|\left\|k_{2}\right\|_{L_{1}} \leq \varepsilon$, and (H8) is established.
For a sturdy example take, for instance, $k_{1}(t)=t$ and $k_{2}(s)=1 / \sqrt{s}$ for $0<s \leq 1$ and $k_{2}(0)=0$.

The stronger condition (H7) is now essential for the following result that has been proven in the paper [29].

Theorem 7.1.12. Assume (H1), (H2), (H3) and (H7), and let $h \in B V \cap C$ be fixed. Then for each $R>\|h\|_{B V}$ there is some $\varrho>0$ such that equation (7.1.1) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(B V \cap C)$, where $B V \cap C$ is equipped with the norm $\|\cdot\|_{B V}$.

Since the kernel $k(t, s)=t$ clearly satisfies (H7), our test equation (7.1.4) can be solved using Theorem 7.1 .12 if and only if $\alpha \geq 1$ and $\beta=0$. As we have seen, any solution to (7.1.4) must be of the form $x(t)=c t$ and hence is automatically continuous.

The proofs of all the preceding existence results heavily base on the Banach-Caccioppoli Contraction Principle, which explains why we also obtain uniqueness of solutions. We now present a result that has been proven with the fixed point theorem of Schauder. The advantage is that we may impose weaker conditions on $g$ and that we get existence of solutions for every $\lambda \in \mathbb{R}$. But of course, we have to pay a price for this: We loose uniqueness of solutions in balls.
The first result in this direction deals with equation 7.1.1 for $h=\mathbb{0}$, that is, with fixed points of the operator $\lambda\left(I_{k} \circ C_{g}\right)$. For this we need to impose the following conditions on $g: \mathbb{R} \rightarrow \mathbb{R}$.

$$
\begin{array}{r}
\exists q>1 \forall R>0: \quad g \in R B V_{q}[-R, R], \\
\lim _{|u| \rightarrow \infty} \frac{|g(u)|}{|u|}=0 . \tag{H10}
\end{array}
$$

Here, $R B V_{q}$ denotes the Riesz space introduced in Definition 1.2.24. Condition (H10) means that $g$ obeys a strictly sublinear growth for large values of the argument. The following result was proven in [31.

Theorem 7.1.13. Under the assumptions (H1), (H2), (H9) and (H10) the equation (7.1.1) has for $h=\mathbb{O}$ and every $\lambda \in \mathbb{R}$ a solution $x \in B V$.

For our test equation (7.1.4) with $\beta=0$ the condition (H9) is equivalent to $\alpha \geq 0$ whereas condition (H10) restricts $\alpha$ to be less than 1. Thus, in total, Theorem 7.1.13) can be applied to $(7.1 .4$ if and only if $0 \leq \alpha<1$ and $\beta=0$. We give an explicit example for the case $\alpha=1 / 2$.

Example 7.1.14. Equation (7.1.4 reads for $\alpha=1 / 2$ and $\beta=0$,

$$
\begin{equation*}
x(t)=\frac{3}{2} \lambda t \int_{0}^{1} \sqrt{|x(s)|} \mathrm{d} s \tag{7.1.16}
\end{equation*}
$$

with characteristic equation (7.1.5)

$$
c=\lambda \sqrt{|c|} .
$$

This equation has for every $\lambda \in \mathbb{R}$ at most two solutions, namely the unique solution $c=0$ for $\lambda=0$, the two solutions $c=0$ and $c=\lambda^{2}$ for $\lambda>0$, and the two solutions $c=0$ and $c=-\lambda^{2}$ for $\lambda<0$.

Thus, Example 7.1 .14 shows that we cannot expect uniqueness of the solutions given by Theorem 7.1.13.

In fact, the authors of [32] proved a more general result, namely Theorem 7.1.13 for arbitrary $h \in B V$ and the nonautonomous case $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$. More precisely, they showed that

$$
H(\tau, x)(t):=\tau h(t)+\tau \lambda \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t, \tau \leq 1
$$

defines (under some additional hypothesis) an admissible compact homotopy joining the operator $H(1, x)=h+\lambda\left(I_{k} \circ N_{g}\right) x$ and the operator $H(0, x)=\mathbb{0}$ on a suitable ball in $B V$, and then applied the Leray-Schauder degree on that ball. The growth condition (H10) has then to be replaced by its nonautonomous version

$$
\begin{equation*}
\lim _{|u| \rightarrow \infty} \frac{\|g(\cdot, u)\|_{L_{\infty}}}{|u|}=0 \tag{7.1.17}
\end{equation*}
$$

The following example which generalizes Example 7.1 .14 shows that even under the hypothesis (7.1.17) solutions to the integral equation (7.1.8) may not be unique.
Example 7.1.15. Consider again (7.1.4) for $\alpha=1 / 2$, but this time for arbitrary $\beta$. It reads

$$
\begin{equation*}
x(t)=\lambda t \int_{0}^{1}\left(\frac{3}{2} \sqrt{|x(s)|}+2 \beta s\right) \mathrm{d} s \tag{7.1.18}
\end{equation*}
$$

with corresponding characteristic equation

$$
\begin{equation*}
c=\lambda(\sqrt{|c|}+\beta) \tag{7.1.19}
\end{equation*}
$$

To solve this equation we consider for $\beta \in \mathbb{R}$ the function $\varphi_{\beta}$, defined by

$$
\varphi_{\beta}: D_{\beta} \rightarrow \mathbb{R}, t \mapsto \frac{t}{\sqrt{|t|}+\beta} \quad \text { and } \quad D_{\beta}:= \begin{cases}\mathbb{R} & \text { for } \beta>0 \\ \mathbb{R} \backslash\left\{-\beta^{2}, \beta^{2}\right\} & \text { for } \beta \leq 0\end{cases}
$$

For $\beta>0$ the function $\varphi_{\beta}: \mathbb{R} \rightarrow \mathbb{R}$ is bijective justifying why the equation $\varphi_{\beta}(c)=\lambda$ and hence also (7.1.19) has for given $\lambda \in \mathbb{R}$ exactly one solution $c$. For $\beta=0$ equation
(7.1.19) has at most two solutions, namely one for $\lambda=0$ and two for $\lambda \neq 0$, as we have seen in Example 7.1.14. We therefore focus on $\beta<0$; Figure 7.1.1 shows $\varphi_{\beta}$ for some fixed $\beta<0$.


Figure 7.1.1: The function $\varphi_{\beta}$ for $\beta<0$.

Since the function $\varphi_{\beta}$ is symmetric with respect to $(0,0)$, we only consider it for $t>0$. As

$$
\lim _{t \rightarrow \beta^{2}+} \varphi_{\beta}(t)=\infty=\lim _{t \rightarrow \infty} \varphi_{\beta}(t)
$$

the function $\varphi_{\beta}$ must have a minimum in $\left(\beta^{2}, \infty\right)$. Since

$$
\varphi_{\beta}^{\prime}(t)=\frac{2 \beta+\sqrt{t}}{2(\beta+\sqrt{t})^{2}} \quad \text { for } t>0
$$

this minimum must be located at $t_{0}:=4 \beta^{2}$ at which $\varphi_{\beta}$ is

$$
m_{0}:=\varphi_{\beta}\left(t_{0}\right)=4 \beta^{2} /(\beta+2|\beta|)=-4 \beta>0,
$$

and $\varphi_{\beta}$ is strictly decreasing in $\left(\beta^{2}, t_{0}\right)$ and strictly increasing in $\left(t_{0}, \infty\right)$. Consequently, for $\lambda<m_{0}$ equation 7.1.19 has no solution $c>\beta^{2}$, for $\lambda=m_{0}$ it has exactly one solution $c>\beta^{2}$, namely $c=t_{0}$, and for $\lambda>m_{0}$ it has two solutions $c>\beta^{2}$. Since

$$
\varphi_{\beta}(0)=0 \quad \text { and } \quad \lim _{t \rightarrow \beta^{2}-} \varphi_{\beta}(t)=-\infty \quad \text { and } \quad \varphi_{\beta}^{\prime}(t)<0 \quad \text { for } t \in\left(0, \beta^{2}\right)
$$

$\varphi_{\beta}$ is strictly decreasing from 0 to $-\infty$ on $\left[0, \beta^{2}\right)$. Thus, for $\lambda \leq 0$ equation 7.1.19) has one further solution in $\left[0, \beta^{2}\right)$.
Due to the symmetry we conclude that for $\lambda>-m_{0}$, equation (7.1.19) has no solution $c<-\beta^{2}$, for $\lambda=-m_{0}$ it has exactly one solution $c<-\beta^{2}$, namely $c=-t_{0}$, and for $\lambda<-m_{0}$ it has two solutions $c<-\beta^{2}$. Moreover, for $\lambda>0$ equation 7.1.19 has one further solution in $\left(-\beta^{2}, 0\right)$.

Since we now have fully solved equation (7.1.4) for the three cases $\alpha \in\{1 / 2,1,2\}$ we organize in Table 7.1.1 the number of solutions for all combinations of the parameters $\alpha, \beta$ and $\lambda$.

Table 7.1.1: Number of solutions of equation (7.1.4) for $\alpha \in\{1 / 2,1,2\}$.

| parameters |  |  | number of solutions |
| :---: | :---: | :---: | :---: |
| $\alpha=2$ | $\beta=0$ | $\lambda \neq 0$ | 2 |
|  |  | $\lambda=0$ | 1 |
|  | $\beta \neq 0$ | $\lambda=0$ | 1 |
|  |  | $0<4 \beta \lambda^{2}<1$ | 2 |
|  |  | $4 \beta \lambda^{2}=1$ | 1 |
|  |  | $4 \beta \lambda^{2}>1$ | 0 |
| $\alpha=1$ | $\beta>0$ | $\|\lambda\|<1$ | 1 |
|  |  | $\|\lambda\| \geq 1$ | 0 |
|  | $\beta=0$ | $\|\lambda\|=1$ | $\infty$ |
|  |  | $\|\lambda\| \neq 1$ | 1 |
|  | $\beta<0$ | $\|\lambda\|>1$ | 2 |
|  |  | $\|\lambda\| \leq 1$ | 1 |
| $\alpha=1 / 2$ | $\beta>0$ | $\lambda \in \mathbb{R}$ | 1 |
|  | $\beta=0$ | $\lambda \neq 0$ | 2 |
|  |  | $\lambda=0$ | 1 |
|  | $\beta<0$ | $\|\lambda\|>-4 \beta$ | 3 |
|  |  | $\|\lambda\|=-4 \beta$ | 2 |
|  |  | $\|\lambda\|<-4 \beta$ | 1 |

We now generalize the previously discussed equations (7.1.1) and (7.1.8) and consider the equation

$$
\begin{equation*}
x(t)=h(t, x(t))+\lambda f(t, x(t)) \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.1.20}
\end{equation*}
$$

which can be written as the operator equation

$$
\begin{equation*}
x=N_{h} x+\lambda N_{f} x\left(I_{k} \circ N_{g}\right) x . \tag{7.1.21}
\end{equation*}
$$

Clearly, one can recover (7.1.1) by setting $h(t, u)=\tilde{h}(t), f(t, u)=1$ and $g(t, u)=\tilde{g}(u)$ and 7.1.8 by letting $h(t, u)=\tilde{h}(t)$ and $f(t, u)=1$.
In order to solve equation 7.1 .20 in its full generality we use the fixed point theorem of Banach-Caccioppoli. Since we do not know any nontrivial condition for compactness of the superposition operator we also solve (7.1.20 - but only special cases - with a variant of Darbo's fixed point theorem which is also a generalization of Krasnoselskii's fixed point theorem. The former will get us a unique solution but only for small $\lambda$ while the latter lets us find solutions for any $\lambda$ which may not be unique. However, in any case we need due to the generality of the equation (7.1.20) a lot of conditions
on the data involved. Although all these conditions have been presented in previous chapters we will repeat them here for the convenience of the reader.
For a function $g:[0,1] \times D \rightarrow \mathbb{R}$ with $D \in\{[0,1], \mathbb{R}\}$ and a space $X$ of real-valued functions on $[0,1]$ and a space $Y$ of real-valued functions on $D$ we impose

$$
\begin{array}{ll} 
& g(\cdot, 0) \in X \\
\forall u \in \mathbb{R}: & g(\cdot, u) \in X \\
\forall t \in[0,1]: & g(t, \cdot) \in Y \tag{Y}
\end{array}
$$

as well as

$$
\begin{align*}
& \forall R>0 \exists L_{R}>0 \exists z_{R} \in X \forall s, t \in[0,1] \forall u, v \in[-R, R]: \\
& \quad|g(s, u)-g(s, v)-g(t, u)+g(t, v)| \leq L_{R}|z(s)-z(t)||u-v|, \tag{X}
\end{align*}
$$

where the last condition has been recovered from (v) of Theorem 5.2.31. Observe that (H12( $\left.L_{1}\right)$ ) is precisely condition (H1). Moreover, we define

$$
\begin{align*}
\forall R>0 \exists a_{R} \in L_{\infty} \forall t \in & {[0,1] \forall u, v \in[-R, R]: } \\
& |g(t, u)-g(t, v)| \leq a_{R}(t)|u-v|, \tag{*}
\end{align*}
$$

and that is a light generalization of condition (H6) which was defined as

$$
\begin{equation*}
\forall R>0 \exists L_{R}>0 \forall u, v \in[-R, R]: \quad\|g(\cdot, u)-g(\cdot, v)\|_{\infty} \leq L_{R}|u-v| \tag{H6}
\end{equation*}
$$

So, for measurable $g$ clearly (H6) implies ( $\mathrm{H} 6^{*}$ ) with $a_{R} \equiv L_{R}$, but not vice versa, because in $\left(\mathrm{H} 6^{*}\right)$ the function $a_{R}$ may be unbounded. Finally, for a function $k$ : $[0,1] \times[0,1] \rightarrow \mathbb{R}$ and a $B V$-space $X$ we recall the (B)-type conditions of Section 4.3 which we have summarized as follows (also see Table 4.3.2).

$$
\begin{equation*}
\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]: \quad \operatorname{Var}_{X}(\theta k(\cdot, s)) \leq m(s) \tag{H14}
\end{equation*}
$$

where $\operatorname{Var}_{X}$ stands for the variation of the space $X$, that is, $\operatorname{Var}_{B V}=\operatorname{Var}, \operatorname{Var}_{W B V_{p}}=$ $\operatorname{Var}_{p}, \operatorname{Var}_{Y B V_{\varphi}}=\operatorname{Var}_{\varphi}, \operatorname{Var}_{A B V}=\operatorname{Var}_{\Lambda}$ and $\operatorname{Var}_{R B V_{p}}=\operatorname{RVar}_{p}$. As we have seen in Section 4.3 the scaling factor $\theta$ is relevant only in the space $Y B V_{\varphi}$ when $\varphi$ is arbitrary, because (H14) is precisely condition ( $\mathrm{B}_{X}$ ) from that section. In all other $B V$-space $B V, W B V_{p}, \Lambda B V$ and $R B V_{p}$ we can always assume $\theta=1$; nevertheless, Table 4.3.2 lists (H14) in all $B V$-spaces separately. Armed with this arsenal of conditions we are now in position to formulate and proof our main result of this section.

Theorem 7.1.16. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $f, g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be functions. Assume that
(i) $k$ satisfies $\left(H 12\left(L_{1}\right)\right)$ and (H14),
(ii) $g$ satisfies $\left(H 11^{*}\left(L_{\infty}\right)\right)$ and (H6*),
(iii) $f$ satisfies $(H 11(X)),\left(H 12\left(C^{1}(\mathbb{R})\right)\right)$ and $(H 13(X))$,
(iv) $\partial_{2} f$ satisfies (H11(B)) and (H6),
(v) $h$ satisfies $(H 11(X)),\left(H 12\left(C^{1}(\mathbb{R})\right)\right)$ and $(H 13(X))$ with

$$
|h(s, u)-h(s, v)-h(t, u)+h(t, v)| \leq E_{R}\left|w_{R}(s)-w_{R}(t)\right||u-v|
$$

and $w_{R} \in X$,
(vi) $\partial_{2} h$ satisfies $(H 11(B))$ and (H6) with

$$
\left\|\partial_{2} h(\cdot, u)-\partial_{2} h(\cdot, v)\right\|_{\infty} \leq C_{R}|u-v|
$$

Then for each $R>0$ satisfying

$$
\begin{equation*}
\sup _{\|x\|_{X} \leq R}\|h(\cdot, x(\cdot))\|_{X}<R \quad \text { and } \quad 7 R C_{R}+E_{R} \Phi_{X}\left(w_{R}\right)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty}<1 \tag{7.1.22}
\end{equation*}
$$

there is some $\varrho>0$ such that equation (7.1.20) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(X)$, where $\Phi_{X}$ is as in Table 1.2.1.

Before we give the proof, let us summarize and comment the requirements (i)-(vi) in Theorem 7.1.16 even at the risk of being redundant in a more accessible and compressed way. The (H11)-type conditions in (ii)-(vi) mean nothing but

$$
\begin{equation*}
g(\cdot, u) \in L_{\infty} \forall u \in \mathbb{R}, \quad f(\cdot, 0), h(\cdot, 0) \in X, \quad \partial_{2} f(\cdot, 0), \partial_{2} h(\cdot, 0) \in B \tag{7.1.23}
\end{equation*}
$$

The (H12)-type conditions in (i), (iii) and (v) read

$$
\begin{equation*}
\forall t \in[0,1]: k(t, \cdot) \in L_{1}, \quad f(t, \cdot), h(t, \cdot) \in C^{1}(\mathbb{R}) \tag{7.1.24}
\end{equation*}
$$

and justify simultaneously the existence of $\partial_{2} h$ and $\partial_{2} f$ in (7.1.23). The condition (H14) in (i) is again

$$
\begin{equation*}
\exists \theta>0 \exists m \in L_{1} \forall^{\prime} s \in[0,1]: \operatorname{Var}_{X}(\theta k(\cdot, s)) \leq m(s) \tag{7.1.25}
\end{equation*}
$$

The (H6)-type and (H13)-type conditions in (ii)-(vi) can be summarized as follows: For each $R>0$ there are constants $A_{R}, B_{R}, C_{R}, D_{R}, E_{R}>0$ and functions $z_{R}, w_{R} \in X$ such that

$$
\begin{equation*}
\forall^{\prime} t \in[0,1] \forall u, v \in[-R, R]: \quad|g(t, u)-g(t, v)| \leq A_{R}|u-v| \tag{7.1.26}
\end{equation*}
$$

as well as for all $u, v \in[-R, R]$,

$$
\begin{align*}
& \left\|\partial_{2} f(\cdot, u)-\partial_{2} f(\cdot, v)\right\|_{\infty} \leq B_{R}|u-v|  \tag{7.1.27}\\
& \left\|\partial_{2} h(\cdot, u)-\partial_{2} h(\cdot, v)\right\|_{\infty} \leq C_{R}|u-v| \tag{7.1.28}
\end{align*}
$$

$$
\begin{align*}
& \forall s, t \in[0,1]: \\
& \qquad|f(s, u)-f(s, v)-f(t, u)+f(t, v)| \leq D_{R}\left|z_{R}(s)-z_{R}(t)\right||u-v| \tag{7.1.29}
\end{align*}
$$

$$
\forall s, t \in[0,1]:
$$

$$
\begin{equation*}
|h(s, u)-h(s, v)-h(t, u)+h(t, v)| \leq E_{R}\left|w_{R}(s)-w_{R}(t)\right||u-v| . \tag{7.1.30}
\end{equation*}
$$

These conditions together with the Theorems 4.3.21, 5.2.31 and 5.2.34 will then guarantee that the single components $N_{h}, N_{f}$ and $I_{k} \circ N_{g}$ in equation (7.1.21) satisfy a Lipschitz condition in such a way that the entire operator $N_{h}+\lambda N_{f} \cdot\left(I_{k} \circ N_{g}\right)$ maps the ball $\mathbb{B}_{R}(X)$ into itself and is a contraction provided that $\lambda$ is sufficiently small and $R$ is sufficiently large.
Let us now take a deep breath for the
Proof of Theorem 7.1.16. Fix $R>0$ so that 7.1.22 holds and let the quantities $A_{R}, B_{R}, C_{R}, D_{R}, E_{R}>0$ and $z_{R}, w_{R} \in X$ be as in (7.1.26)-7.1.30). We start with $I_{k} \circ N_{g}$ and define $\gamma_{X}=\gamma_{X}(k, m, \theta)$ to be the bound on the norm of $I_{k}$ as in 4.3.6, that is,

$$
\gamma_{X}:=\|k(0, \cdot)\|_{L_{1}}+\theta^{-1} \begin{cases}2\|m\|_{L_{1}} & \text { for } X=B V \\ 2\|m\|_{L_{1}}^{1 / p} & \text { for } X=W B V_{p} \\ \left(\varphi^{-1}(1)+1\right) \max \left\{1,\|m\|_{L_{1}}\right\} & \text { for } X=Y B V_{\varphi} \\ \left(1+\lambda_{1}^{-1}\right)\|m\|_{L_{1}} & \text { for } X=\Lambda B V \\ 2\|m\|_{L_{1}}^{1 / p} & \text { for } X=R B V_{p}\end{cases}
$$

where $\theta$ and $m$ are as in (H14). Then $\gamma_{X}$ is well-defined and finite by (i). By Theorem 4.3.21 the integral operator $I_{k}$ maps $L_{\infty}$ into $X$ and satisfies

$$
\begin{equation*}
\left\|I_{k} x\right\|_{X} \leq \gamma_{X}\|x\|_{L_{\infty}} \quad \text { for } x \in L_{\infty} \tag{7.1.31}
\end{equation*}
$$

By (ii) the function $g$ satisfies all conditions of Theorem 5.2.34 with the Lipschitz constant $A_{R}$ given in (7.1.26). Accordingly, the operator $N_{g}$ maps $X$ into $L_{\infty}$ with

$$
\left\|N_{g} x-N_{g} y\right\|_{L_{\infty}} \leq A_{R}\|x-y\|_{X} \quad \text { for } x, y \in \mathbb{B}_{R}(X)
$$

This, the linearity of $I_{k}$ and 7.1.31 imply for such $x$ and $y$,

$$
\begin{equation*}
\left\|\left(I_{k} \circ N_{g}\right) x-\left(I_{k} \circ N_{g}\right) y\right\|_{X} \leq \gamma_{X} A_{R}\|x-y\|_{X}, \tag{7.1.32}
\end{equation*}
$$

as well as

$$
\begin{align*}
\left\|\left(I_{k} \circ N_{g}\right) x\right\|_{X} & \leq\left\|\left(I_{k} \circ N_{g}\right) x-\left(I_{k} \circ N_{g}\right) \mathbb{O}\right\|_{X}+\left\|I_{k} N_{g} \mathbb{O}\right\|_{X} \\
& \leq \gamma_{X} A_{R}\|x\|_{X}+\gamma_{X}\|g(\cdot, 0)\|_{L_{\infty}} \\
& \leq \gamma_{X}\left(R A_{R}+\|g(\cdot, 0)\|_{L_{\infty}}\right) . \tag{7.1.33}
\end{align*}
$$

We now turn to the operators $N_{f}$ and $N_{h}$. By (iii)-(vi) the functions $f$ and $h$ satisfy all hypotheses of Theorem 5.2.31 with the necessary constants given in (7.1.27) and 7.1.29) for $f$ and in 7.1.28) and 7.1.30 for $h$. Accordingly, the operators $N_{f}$ and $N_{h}$ map the space $X$ into itself, and by $(5.2 .23)$ they satisfy the estimates

$$
\begin{align*}
& \left\|N_{f} x-N_{f} y\right\|_{X} \leq\left(7 R B_{R}+D_{R} \Phi_{X}\left(z_{R}\right)+\left\|\partial_{2} f(\cdot, 0)\right\|_{\infty}\right)\|x-y\|_{X},  \tag{7.1.34}\\
& \left\|N_{h} x-N_{h} y\right\|_{X} \leq\left(7 R C_{R}+E_{R} \Phi_{X}\left(w_{R}\right)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty}\right)\|x-y\|_{X} \tag{7.1.35}
\end{align*}
$$

for all $x, y \in \mathbb{B}_{R}(X)$. Moreover,

$$
\begin{align*}
\left\|N_{f} x\right\|_{X} & \leq\left\|N_{f} x-N_{f} \mathbb{Q}\right\|_{X}+\left\|N_{f} \mathbb{O}\right\|_{X} \\
& \leq 7 R^{2} B_{R}+R D_{R} \Phi_{X}\left(z_{R}\right)+R\left\|\partial_{2} f(\cdot, 0)\right\|_{\infty}+\|f(\cdot, 0)\|_{X} \tag{7.1.36}
\end{align*}
$$

for these $x$. Setting

$$
\begin{aligned}
L_{1} & :=7 R C_{R}+E_{R} \Phi_{X}\left(w_{R}\right)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty} \\
M_{1} & :=\sup _{\|x\|_{X} \leq R}\|h(\cdot, x(\cdot))\|_{X} \\
L_{2} & :=7 R B_{R}+D_{R} \Phi_{X}\left(z_{R}\right)+\left\|\partial_{2} f(\cdot, 0)\right\|_{\infty}, \\
M_{2} & :=7 R^{2} B_{R}+R D_{R} \Phi_{X}\left(z_{R}\right)+R\left\|\partial_{2} f(\cdot, 0)\right\|_{\infty}+\|f(\cdot, 0)\|_{X}, \\
L_{3} & :=\gamma_{X} A_{R} \\
M_{3} & :=\gamma_{X}\left(R A_{R}+\|g(\cdot, 0)\|_{L_{\infty}}\right)
\end{aligned}
$$

as well as $T_{1}:=N_{h}, T_{2}:=N_{f}$ and $T_{3}:=I_{k} \circ N_{g}$, we thus have in total

$$
\left\|T_{j} x-T_{j} y\right\|_{X} \leq L_{j}\|x-y\|_{X} \quad \text { and } \quad\left\|T_{j} x\right\|_{X} \leq M_{j} \quad \text { for } x, y \in \mathbb{B}_{R}(X), j \in\{1,2,3\} .
$$

This follows for $j=1$ from (7.1.35) and the definition of $M_{1}$, for $j=2$ from (7.1.34) and (7.1.36), and for $j=3$ from (7.1.32) and (7.1.33).
By 7.1.22, we have $M_{1}<R$ and $L_{1}<1$, and we can therefore pick $\varrho>0$ so that

$$
\begin{equation*}
M_{1}+\varrho M_{2} M_{3} \leq R \quad \text { and } \quad L_{1}+\varrho\left(M_{2} L_{3}+M_{3} L_{2}\right) \leq 1 \tag{7.1.37}
\end{equation*}
$$

Any fixed $\lambda \in(-\varrho, \varrho)$ then satisfies

$$
\begin{equation*}
M_{1}+|\lambda| M_{2} M_{3}<R \quad \text { and } \quad L_{1}+|\lambda|\left(M_{2} L_{3}+M_{3} L_{2}\right)<1 \tag{7.1.38}
\end{equation*}
$$

It remains to show that $T:=T_{1}+\lambda T_{2} \cdot T_{3}$ maps $\mathbb{B}_{R}(X)$ into itself and is a contraction for $\lambda \in(-\varrho, \varrho)$. On the one hand, for fixed $x \in \mathbb{B}_{R}(X)$ we obtain from the left part of the estimates in 7.1.38,

$$
\begin{aligned}
\|T x\|_{X} & =\left\|T_{1} x+\lambda\left(T_{2} x\right)\left(T_{3} x\right)\right\|_{X} \leq\left\|T_{1} x\right\|_{X}+|\lambda|\left\|T_{2} x\right\|_{X}\left\|T_{3} x\right\|_{X} \\
& \leq M_{1}+|\lambda| M_{2} M_{3} \leq R
\end{aligned}
$$

in particular, $T$ maps $\mathbb{B}_{R}(X)$ into itself. Note that we have here used the fact that $X$ is a normalized algebra. On the other hand, for $x, y \in \mathbb{B}_{R}(X)$ we get

$$
\begin{align*}
& \|T x-T y\|_{X} \\
& \quad=\left\|T_{1} x-T_{1} y+\lambda\left(T_{2} x\right)\left(T_{3} x\right)-\lambda\left(T_{2} y\right)\left(T_{3} y\right)\right\|_{X} \\
& \quad \leq\left\|T_{1} x-T_{1} y\right\|_{X}+|\lambda|\left\|\left(T_{2} x\right)\left(T_{3} x\right)-\left(T_{2} x\right)\left(T_{3} y\right)\right\|_{X} \\
& \quad \quad \quad+|\lambda|\left\|\left(T_{2} x\right)\left(T_{3} y\right)-\left(T_{2} y\right)\left(T_{3} y\right)\right\|_{X} \\
& \quad \leq L_{1}\|x-y\|_{X}+|\lambda|\left\|T_{2} x\right\|_{X}\left\|T_{3} x-T_{3} y\right\|_{X}+|\lambda|\left\|T_{2} x-T_{2} y\right\|_{X}\left\|T_{3} y\right\|_{X} \\
& \leq L_{1}\|x-y\|_{X}+|\lambda| M_{2} L_{3}\|x-y\|_{X}+|\lambda| M_{3} L_{2}\|x-y\|_{X} \\
& =\left(L_{1}+|\lambda|\left(M_{2} L_{3}+M_{3} L_{2}\right)\right)\|x-y\|_{X} \tag{7.1.39}
\end{align*}
$$

in particular, $T$ is a contraction because of the right estimate in 7.1.38. Thus, the Banach-Caccioppoli Fixed Point Theorem guarantees the existence of a unique solution to 7.1 .20 in $\mathbb{B}_{R}(X)$. The proof is complete.

The crucial condition in Theorem 7.1 .16 is of course $(7.1 .22$ and we make some remarks on that condition. It guarantees that there exists at least one radius $R$ such that the operator $N_{h}$ maps the ball $\mathbb{B}_{R}(X)$ into itself and is a contraction on that ball. This is a mandatory requirement, because Theorem 7.1.16 shall also be applicable for $f \equiv 0$. But in this case, equation (7.1.20) reduces to the fixed point problem $N_{h} x=x$ which is solvable with the Banach-Caccioppoli Fixed Point Theorem only if $N_{h}$ itself meets all its requirements.
Furthermore, the interplay between the radius $R$ and the bound $\varrho$ for the admissible parameters $\lambda$ is given by 7.1.37). To find such $\varrho$ depending on $R$, one has to calculate the parameters $L_{1}, L_{2}, L_{3}, M_{1}, M_{2}, M_{3}$ and then pick $\varrho$ so that 7.1.37) is satisfied. We illustrate this on our test equation (7.1.4) in the following
Example 7.1.17. Consider again the equation (7.1.4) for the parameters $\alpha>-1$ and $\beta \in \mathbb{R}$ in the space $B V$. In the notation of (7.1.20 we can put $h(t, u)=0$, $f(t, u)=1, k(t, s)=t$ and $g(t, u)=(\alpha+1)|u|^{\alpha}+2 \beta t$. This implies for the quantities in 7.1.26-7.1.30 that $A_{R}=(\alpha+1)|\alpha| R^{\alpha-1}, B_{R}=C_{R}=D_{R}=E_{R}=0$ and $z_{R}=w_{R}=\mathbb{0}$; in particular, Theorem 7.1.16 is applicable only if $\alpha \geq 1$. Due to $\gamma_{B V}=\gamma_{B V}(k, m, \theta)=\gamma_{B V}(\mathbb{1}, 1)=2$, the numbers $L_{1}, L_{2}, L_{3}, M_{1}, M_{2}, M_{3}$ then become

$$
\begin{aligned}
L_{1} & =0, & L_{2}=0, & L_{3}=2(\alpha+1)|\alpha| R^{\alpha-1} \\
M_{1} & =0, & M_{2}=1, & M_{3}=2\left((\alpha+1)|\alpha| R^{\alpha}+2|\beta|\right) .
\end{aligned}
$$

Therefore, condition 7.1.37 now reads

$$
\begin{align*}
2 \varrho\left((\alpha+1)|\alpha| R^{\alpha}+2|\beta|\right) & \leq R  \tag{7.1.40}\\
2 \varrho(\alpha+1)|\alpha| R^{\alpha-1} & \leq 1 \tag{7.1.41}
\end{align*}
$$

This explains that for $\alpha=1$ the bound $\varrho$ may be chosen independently of $R$ as we have seen in Example 7.1.3 and the discussion thereafter, because in this case (7.1.40) grows linearly while (7.1.41) remains constant as $R \rightarrow \infty$. For $\alpha>1$, however, 7.1.40 grows faster than linearly while (7.1.41) becomes unbounded as $R \rightarrow \infty$. To compensate this, $\varrho$ has to be picked smaller the larger $R$ is chosen.
In case that $N_{h}$ is a constant operator, that is, $h(t, u)=\tilde{h}(t)$ for some $\tilde{h} \in X$, condition 7.1.22) reduces to $\|\tilde{h}\|_{X}<R$ which is the condition $R>\|h\|_{B V}$ in the Theorems 7.1.1 and 7.1.6. Moreover, if $g$ does not depend on $t$, that is, $g(t, u)=\tilde{g}(u)$, then the condition (H6 ${ }^{*}$ ) posed in Theorem 7.1.16 reduces to $g \in \operatorname{Lip}_{l o c}(\mathbb{R})$ which is exactly (H3) of Theorem 7.1.1. In this sense, our very general Theorem 7.1.16 covers both Theorem 7.1.1 and Theorem 7.1.6. However, this is not entirely true, as in Theorem 7.1.6 the conditions (H4) and (H5) required for the kernel function $k$ are milder ${ }^{11}$ than

[^13](H2) used in Theorem 7.1.1. Nevertheless, Theorem 7.1.16 has a much wider range of applications due to its generality.

We now look for (possibly unique) continuous solutions to 7.1.20) in our $B V$-spaces and impose the following additional condition on the kernel function $k:[0,1] \times[0,1] \rightarrow$ $\mathbb{R}$ of the integral operator $I_{k}$.

$$
\begin{equation*}
\forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1]: \quad\left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left\|k\left(t_{1}, \cdot\right)-k\left(t_{2}, \cdot\right)\right\|_{L_{1}} \leq \varepsilon \tag{H15}
\end{equation*}
$$

This is precisely condition (F) from Section 4.3. We then have the following variant of Theorem 7.1.16 which generalizes Theorem 7.1.12,

Theorem 7.1.18. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that all hypotheses of Theorem 7.1.16 are met. Moreover, assume in addition that the functions $f$ and $h$ therein are continuous and that the kernel $k$ satisfies the additional assumption (H15). Then for each $R>0$ satisfying (7.1.22) there is some $\varrho>$ 0 such that equation (7.1.20) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(X \cap C)$. Here, the space $X \cap C$ is equipped with the norm $\|\cdot\|_{X}$.

Proof. As we have seen in the proof of Theorem 7.1.16 for any $R>0$ satisfying 7.1.22) there is some $\varrho>0$ such that the operator $T_{\lambda}$, defined by

$$
T_{\lambda} x:=N_{h} x+\lambda N_{f} x\left(I_{k} \circ N_{g}\right) x
$$

maps the ball $\mathbb{B}_{R}(X)$ into itself and is a contraction on that ball for every $\lambda \in(-\varrho, \varrho)$. Now, since we assume in addition that $f$ and $h$ are continuous, the superposition operators $N_{h}$ and $N_{f}$ map $C$ into itself. Moreover, since $N_{g}$ maps $X$ into $L_{\infty}$ by Theorem 5.2.34, it clearly also maps $X \cap C$ into $L_{\infty}$. The additional assumption (H15) on the kernel $k$ now guarantees that $I_{k}$ maps $L_{\infty}$ into $C$ by Theorem 4.3.16. Thus, $T_{\lambda}$ maps even the ball $\mathbb{B}_{R}(X \cap C)$ into itself and is a contraction on that ball for every $\lambda \in(-\varrho, \varrho)$. The claim follows now from the Banach-Caccioppoli Fixed Point Theorem.

Note that Theorem 7.1.18 can be applied to our test equation (7.1.4 if and only if $\alpha \geq 1$.

We illustrate again the interplay between the different quantities $A_{R}, B_{R}, C_{R}, D_{R}$ and $E_{R}$, but now on a more abstract level by investigating the following special case of equation (7.1.20) which is still a slight generalization of 7.1.8).
Example 7.1.19. Consider the equation

$$
\begin{equation*}
x(t)=a(t) x(t)+b(t)+\lambda \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s \tag{7.1.42}
\end{equation*}
$$

with the given data $a, b:[0,1] \rightarrow \mathbb{R}, k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ and $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$. This equation is indeed a special case of 7.1 .20 with $f(t, u)=1$ and $h(t, u)=a(t) u+b(t)$. In particular, $\partial_{2} f(t, u)=0$ and $\partial_{2} h(t, u)=a(t)$, as well as $h(\cdot, 0)=b$ and $f(\cdot, 0)=\mathbb{1}$.

We now check the hypothesis of Theorem 7.1.16 and work ourselves through the list (7.1.23)-7.1.30) of required conditions. Line (7.1.23) is satisfied if $g(\cdot, u) \in L_{\infty}$ for each $u \in \mathbb{R}, a \in B$ and $b \in X$. (7.1.24) is satisfied if $k(t, \cdot) \in L_{1}$ for each $t \in[0,1]$. Condition 7.1.25 holds if $\operatorname{Var}_{X}(\theta k(\cdot, s)) \leq m(s)$ for some $m \in L_{1}$, some $\theta>0$ and almost all $s \in[0,1]$. Additionally, we need

$$
|g(t, u)-g(t, v)| \leq A_{R}|u-v| \quad \text { for almost all } t \in[0,1] \text { and all } u, v \in[-R, R]
$$

in order to fulfill 7.1.26). The lines (7.1.27), (7.1.28) and (7.1.29) are satisfied with $B_{R}=C_{R}=D_{R}=0$ and $z_{R}=\mathbb{0}$. Finally, (7.1.30) holds with $E_{R}=1$ and $w_{R}=a$, and so $a \in B$ needs to be replaced by the stronger requirement $a \in X$.
Since $h(t, x(t))=a(t) x(t)+b(t)$ we have $\|h(\cdot, x(\cdot))\|_{X} \leq\|a\|_{X} R+\|b\|_{X}$ for $\|x\|_{X} \leq R$. For 7.1.22 we also need $7 R C_{R}+E_{R} \Phi_{X}\left(w_{R}\right)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty}=\Phi_{X}(a)+\|a\|_{\infty}=\|a\|_{X}$. If now $\|a\|_{X}<1$, then (7.1.22) is satisfied for all sufficiently large $R$, and Theorem 7.1.16 says that for each such $R$ there is some $\varrho>0$ such that (7.1.42) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(X)$.

As we have seen in Example 7.1 .3 and the comments thereafter an integral equation of the form (7.1.20) may have more than one solution. The question is now if we can get uniqueness of solutions in the entire space with the help of the fixed point theorem of Banach-Caccioppoli. Of course, this is possible only if the operator $N_{h}+\lambda N_{f}\left(I_{k} \circ N_{g}\right)$ is a contraction on the entire space; in particular, $N_{h}$ and $N_{f}$ should be contractions, and $N_{f}$ should map the entire space into a ball of fixed radius if we want to impose as less restrictions to $k$ and $g$ as possible. According to the Theorems 5.2.28 and 5.2.29 this is doable only if the generating functions $f$ and $h$ degenerate to "almost" affine functions; we therefore consider only the equation 7.1 .42 for this purpose.

Theorem 7.1.20. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that the functions $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy (i) and (ii) of Theorem 7.1.16 and the additional condition

$$
\begin{equation*}
\lim _{R \rightarrow \infty} A_{R}<\infty \tag{7.1.43}
\end{equation*}
$$

where $A_{R}$ is as in (7.1.26). Finally, assume that the functions $a, b:[0,1] \rightarrow \mathbb{R}$ belong to $X$ and satisfy $\|a\|_{X}<1$. Then there is some $\varrho>0$ such that equation (7.1.42) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in the entire space $X$.

Note that $A_{R}$ is increasing with respect to $R$, and this justifies that the limit in (7.1.43) exists at least in the extended sense.
By Example 7.1.19, all conditions on the data in Theorem 7.1.16 are satisfied. Accordingly, there is some $\varrho>0$ such that equation (7.1.42) has for every $\lambda \in(-\varrho, \varrho)$ a solution in $X$. However, $\varrho$ may depend on the radius $R$ of the ball in which solutions exist. In order to show that there is for each such $\lambda$ only one solution in the entire space $X$ we need to prove that $\varrho$ can be chosen to be the same for infinitely many arbitrarily large values of $R$, and this is what we are going to do now.

Proof of Theorem 7.1.20. As we have discussed in Example 7.1.19, we have $h(t, u)=$ $a(t) u+b(t)$ and $f(t, u)=1$. From (7.1.43) we see that there is a number $A>0$ such that $\gamma_{X} A_{R} \leq A$ for all $R>0$, where $\gamma_{X}$ is as in the proof of Theorem 7.1.16. Because of $\|a\|_{X}<1$ we can pick $\varrho>0$ so that

$$
\begin{equation*}
\|a\|_{X}+\varrho A \leq 1 \tag{7.1.44}
\end{equation*}
$$

In the proof of Theorem 7.1.16, we also have considered the numbers $M_{j}(R)=M_{j}$ and $L_{j}(R)=L_{j}$ for $j \in\{1,2,3\}$, and we do so here again. For these we have with the results found in Example 7.1.19,

$$
\begin{aligned}
L_{1}(R) & =\Phi_{X}(a)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty}=\|a\|_{X} \\
M_{1}(R) & =\sup _{\|x\|_{X} \leq R}\|h(\cdot, x(\cdot))\|_{X} \leq\|a\|_{X} R+\|b\|_{X} \\
L_{2}(R) & =0 \\
M_{2}(R) & =\|f(\cdot, 0)\|_{X}=1 \\
L_{3}(R) & =\gamma_{X} A_{R} \\
M_{3}(R) & =\gamma_{X}\left(R A_{R}+\|g(\cdot, 0)\|_{L_{\infty}}\right)
\end{aligned}
$$

We now fix $\lambda \in(-\varrho, \varrho)$ and get

$$
\begin{aligned}
M_{1}(R)+\lambda M_{2}(R) M_{3}(R) & \leq\|a\|_{X} R+\|b\|_{X}+\lambda \gamma_{X}\left(R A_{R}+\|g(\cdot, 0)\|_{L_{\infty}}\right) \\
& \leq R\left(\|a\|_{X}+\lambda A\right)+\lambda \gamma_{X}\|g(\cdot, 0)\|_{L_{\infty}}+\|b\|_{X}
\end{aligned}
$$

Because of 7.1.44 we have $\|a\|_{X}+\lambda A<1$, and this is why we can find an $R_{0}>0$ such that

$$
\begin{equation*}
M_{1}(R)+\lambda M_{2}(R) M_{3}(R) \leq R \quad \text { for all } R \geq R_{0} \tag{7.1.45}
\end{equation*}
$$

Moreover, for all $R>0$ we also have

$$
\begin{align*}
L_{1}(R)+\lambda\left(M_{2}(R) L_{3}(R)+M_{3}(R) L_{2}(R)\right) & \leq\|a\|_{X}+\lambda \gamma_{X} A_{R} \leq\|a\|_{X}+\lambda A \\
& <\|a\|_{X}+\varrho A \leq 1 \tag{7.1.46}
\end{align*}
$$

From (7.1.45) and 7.1.46) we conclude similarly as in the proof of Theorem 7.1.16 that the operator $T: X \rightarrow X$, defined by

$$
T x(t)=a(t) x(t)+b(t)+\lambda \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s
$$

has a unique fixed point in the ball $\mathbb{B}_{R}(X)$ for every $R \geq R_{0}$; in particular, equation (7.1.42) has exactly one solution in the entire space $X$.

For our test equation (7.1.4) we have seen in Example 7.1.17 that $A_{R}=(\alpha+1)|\alpha| R^{\alpha-1}$. In particular, we can apply Theorem 7.1 .20 to this example if and only if $\alpha=1$, because (7.1.43) forces $A_{R}$ to stay bounded as $R \rightarrow \infty$.

Applying the Banach-Caccioppoli Contraction Principle to equation 7.1.20 is also interesting from a computational point of view, because it provides an explicit method on how to actually find the solution. Indeed, if the existence of a solution is guaranteed on a ball $\mathbb{B}_{R}(X)$ one may calculate it explicitly by an iterative process: Starting with $x_{0}:=\mathbb{O}$ the recursively defined sequence $\left(x_{n}\right)$ of functions, defined by

$$
x_{n+1}=N_{h} x_{n}+\lambda N_{f} x_{n}\left(I_{k} \circ N_{g}\right) x_{n},
$$

converges in the $B V$-type norm $\|\cdot\|_{X}$ to the unique solution $x \in \mathbb{B}_{R}(X)$. Moreover, the speed of convergence is given by the a priori estimate

$$
\left\|x_{n}-x\right\|_{X} \leq \frac{q^{n}}{1-q}\left\|x_{1}\right\|_{X}
$$

where, as we have seen in (7.1.39), the number $q=L_{1}+|\lambda|\left(M_{2} L_{3}+M_{3} L_{2}\right)$ is a contraction constant of the operator $N_{h}+\lambda N_{f} \cdot\left(I_{k} \circ N_{g}\right)$ and the quantities $M_{2}, M_{3}, L_{1}, L_{2}, L_{3}$ are as in (7.1.38). Let us illustrate this in the following example in the space $B V$.

Example 7.1.21. Let

$$
h(t)= \begin{cases}-\frac{1}{240} & \text { for } 0 \leq t \leq \frac{1}{2} \\ \frac{1}{4}-\frac{1}{240 e^{1 / 16}} & \text { for } \frac{1}{2}<t \leq 1\end{cases}
$$

and consider the integral equation

$$
\begin{equation*}
x(t)=h(t)+\frac{1}{30} e^{-x(t)^{2}} \int_{0}^{1} x(s) \mathrm{d} s \tag{7.1.47}
\end{equation*}
$$

In the notation of 7.1.20 we have $f(t, u)=e^{-u^{2}}, g(t, u)=u$ and $k(t, s)=1$. Therefore, for $R=1$ the quantities in 7.1.25-7.1.30 become

$$
m=\mathbb{0}, \quad \theta=1, \quad A_{R}=1, \quad B_{R}=2, \quad C_{R}=D_{R}=E_{R}=0, \quad z_{R}=w_{R}=0 .
$$

Since $\gamma_{B V}=\gamma_{B V}(k, m, \theta)=1$ in this case, the numbers in 7.1.37) are

$$
L_{1}=0, \quad M_{1}=\|h\|_{B V}=\frac{121}{240}-\frac{1}{120 e^{1 / 16}}, \quad L_{2}=14, \quad M_{2}=15, \quad L_{3}=1, \quad M_{3}=1 .
$$

Thus, for $\lambda=1 / 30$, we have

$$
\begin{gather*}
M_{1}+\lambda M_{2} M_{3}=\frac{121}{240}-\frac{1}{120 e^{1 / 16}}+\frac{1}{2}<1=R \\
L_{1}+\lambda\left(M_{2} L_{3}+M_{3} L_{2}\right)=\frac{29}{30}<1 . \tag{7.1.48}
\end{gather*}
$$

Consequently, the requirements in 7.1.38) are satisfied which means that 7.1.47 has a unique solution $x \in \mathbb{B}_{1}(B V)$ by Theorem 7.1.16.
In order to find the solution $x$ explicitly, one may now compute the iterates

$$
x_{n+1}(t)=h(t)+\frac{1}{30} e^{-x_{n}(t)^{2}} \int_{0}^{1} x_{n}(s) \mathrm{d} s \quad \text { for } n \in \mathbb{N}_{0}
$$

where $x_{0}:=\mathbb{0}$. Note that we already know from the Banach-Cacciopolli Fixed Point Theorem that $\left(x_{n}\right)$ converges in $B V$ to $x$. Since $h$ is of the form

$$
h(t)=\left\{\begin{array}{ll}
a_{1} & \text { for } 0 \leq t \leq \frac{1}{2}, \\
b_{1} & \text { for } \frac{1}{2}<t \leq 1,
\end{array} \quad a_{1}=-\frac{1}{240}, \quad b_{1}:=\frac{1}{4}-\frac{1}{240 e^{1 / 16}},\right.
$$

each iterate $x_{n}$ is also of this form, that is,

$$
x_{n}(t)=\left\{\begin{array}{ll}
a_{n} & \text { for } 0 \leq t \leq \frac{1}{2}, \\
b_{n} & \text { for } \frac{1}{2}<t \leq 1,
\end{array} \quad \text { for } n \in \mathbb{N}_{0}\right.
$$

where the sequences $\left(a_{n}\right)$ and $\left(b_{n}\right)$ satisfy the coupled recurrence relation

$$
a_{n+1}=a_{1}+\frac{1}{60} e^{-a_{n}^{2}}\left(a_{n}+b_{n}\right) \quad \text { and } \quad b_{n+1}=b_{1}+\frac{1}{60} e^{-b_{n}^{2}}\left(a_{n}+b_{n}\right)
$$

and the initial states $a_{0}=b_{0}=0$. Computing the first iterates of $\left(a_{n}\right)$ and $\left(b_{n}\right)$ gives the numbers listed in Table 7.1.2.

Table 7.1.2: Approximate values of $\left(a_{n}\right)$ and $\left(b_{n}\right)$ for $n \in\{0, \ldots, 5\}$.

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{n}$ | 0.000000 | -0.004167 | -0.000135 | -0.000004 | 0.000000 | 0.000000 |
| $b_{n}$ | 0.000000 | 0.246086 | 0.249881 | 0.249996 | 0.250000 | 0.250000 |

This suggests that the solution $x$ is given by

$$
x(t)= \begin{cases}0 & \text { for } 0 \leq t \leq \frac{1}{2} \\ \frac{1}{4} & \text { for } \frac{1}{2}<t \leq 1\end{cases}
$$

and it is easy to check that $x$ is indeed the (unique) solution in $\mathbb{B}_{1}(B V)$.
Note that a contraction constant $q$ of the operator defining the right hand side of (7.1.47) is given by (7.1.48), that is, $q=29 / 30$. In particular, the speed of convergence of the iterates $x_{n}$ to the solution $x$ may be estimated by

$$
\left\|x_{n}-x\right\|_{B V} \leq 30\left(\frac{29}{30}\right)^{n}\|h\|_{B V}
$$

As Table 7.1 .2 shows, in this example the convergence seems to be much faster.

In order to solve equation (7.1.20) we have used the Contraction Principle of BanachCaccioppoli. As we have seen in the discussion around Theorem 7.1.13 one is temped to try other fixed point theorems to solve (7.1.20), and this is what we are going to do in the following.
The operator $T=N_{h}+\lambda N_{f} \cdot\left(I_{k} \circ N_{g}\right)$ in 7.1.21) is the sum of the two operators $T_{1}=N_{h}$ and $T_{2}=\lambda N_{f} \cdot\left(I_{k} \circ N_{g}\right)$. If we can manage to arrange that $T_{1}$ is a contraction and $T_{2}$ is continuous and compact such that its sum maps a closed ball into itself, then a variant of Darbo's fixed point theorem would deliver a fixed point and hence a solution
to 7.1.20 in that ball. The advantage of this ansatz is that the operator $T_{2}$ may now only be continuous and not necessarily a contraction which allows us to impose milder conditions on $g$. The price we pay is then again that we cannot expect to get uniqueness of solutions. Unfortunately, there is another problem we have to overcome: We do not have a (nontrivial) sufficient condition on the superposition operator $N_{f}$ to be compact, except those letting $N_{f}$ degenerate to either a multiplication or a constant operator. This way, we can only solve special cases of (7.1.20), and we will focus on one in particular which reads

$$
\begin{equation*}
x(t)=h(t, x(t))+\lambda \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s \tag{7.1.49}
\end{equation*}
$$

Here is the formulation of the Darbo like fixed point theorem we were talking about.
Theorem 7.1.22. Let $E$ be a nonempty, bounded, closed and convex subset of a Banach space $X$. Assume that the operators $T_{1}, T_{2}: E \rightarrow X$ satisfy the following conditions.
(i) $T_{1}$ is a contraction,
(ii) $T_{2}$ is continuous and compact,
(iii) $T_{1} x+T_{2} x \in E$ for all $x \in E$.

Then the operator $T=T_{1}+T_{2}$ has a fixed point in $E$.
Observe that Theorem 7.1 .22 indeed follows from the classical fixed point theorem of Darbo, because if $T_{1}$ is a contraction with contraction constant $L \in[0,1)$, and if $T_{2}$ is compact, then $\mu\left(\left(T_{1}+T_{2}\right)(M)\right) \leq L \mu(M)$ for all $M \subseteq E$ and $\mu$ being either the Kuratowski or the Hausdorff measure of non-compactness [47, 83]. Also note that Theorem 7.1.22 is a stronger version of a fixed point theorem of Krasnoselskii [82]. Therein, condition (iii) is replaced by the much more restrictive condition $T_{1} x+T_{2} y \in E$ for all $x, y \in E$.
We also remark that the continuity requirement in (ii) cannot be dropped.
Example 7.1.23. Set $X=E=[0,1]$ and $T_{1}:=0$ and $T_{2}:=\chi_{\{0\}}$. Then $T_{1}$ is a contraction, $T_{2}$ is compact but not continuous on $E$, and $T_{1} x+T_{2} x=x \in\{0,1\} \subseteq E$ for all $x \in E$. However, $T=T_{1}+T_{2}$ has no fixed point in $E$, because $T x=x$ is equivalent to $\chi_{\{0\}}(x)=x$ which has no solution in $E$.
To use Theorem 7.1 .22 for equation 7.1.49 we impose the following new conditions on $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$.

$$
\begin{align*}
\forall R>0 \exists M_{R}>0 \forall^{\prime} t \in[0,1] \forall u \in[-R, R]: & |g(t, u)| \leq M_{R},  \tag{H16}\\
\forall^{\prime} t \in[0,1]: & g(t, \cdot) \in C(\mathbb{R}) . \tag{H17}
\end{align*}
$$

In addition, we need the following condition on the kernel function $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$.

$$
\begin{equation*}
\forall \theta>0 \exists m_{\theta} \in L_{1} \forall^{\prime} s \in[0,1]: \quad \operatorname{Var}_{X}(\theta k(\cdot, s)) \leq m_{\theta}(s) \tag{H18}
\end{equation*}
$$

where $\operatorname{Var}_{X}$ denotes again the respective variation in the space $X$ as in (H14). This condition is precisely condition ( $\mathrm{B}_{X}^{*}$ ) in Section 4.3 and equivalent to (H14) for any of our $B V$-spaces except for $X=Y B V_{\varphi}$, as we have seen in Example 4.3.18. For a precise formulation of (H18) for each individual $B V$-space we refer the reader to Table 4.3.2. With these new conditions at hand, we obtain

Theorem 7.1.24. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be functions. Assume that
(i) $k$ satisfies (H12( $\left.L_{1}\right)$ ) and (H18),
(ii) $g$ satisfies $\left(H 11^{*}\left(L_{\infty}\right)\right),(H 16)$ and (H17),
(iii) $h$ satisfies $(H 11(X)),\left(H 12\left(C^{1}(\mathbb{R})\right)\right)$ and $(H 13(X))$ with

$$
|h(s, u)-h(s, v)-h(t, u)+h(t, v)| \leq E_{R}\left|w_{R}(s)-w_{R}(t)\right||u-v|
$$

and $w_{R} \in X$,
(iv) $\partial_{2} h$ satisfies (H11(B)) and (H6) with

$$
\left\|\partial_{2} h(\cdot, u)-\partial_{2} h(\cdot, v)\right\|_{\infty} \leq C_{R}|u-v| .
$$

Then for each $R>0$ satisfying

$$
\begin{equation*}
\sup _{\|x\|_{X} \leq R}\|h(\cdot, x(\cdot))\|_{X}<R \quad \text { and } \quad 7 R C_{R}+E_{R} \Phi_{X}\left(w_{R}\right)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty}<1 \tag{7.1.50}
\end{equation*}
$$

there is some $\varrho>0$ such that equation (7.1.49) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X)$.

Proof. For $R>0$ let

$$
S_{R}:=\sup _{\|x\|_{X} \leq R}\|h(\cdot, x(\cdot))\|_{X}
$$

Condition (7.1.50) together with (iii), (iv) and Theorem 5.2.31 guarantees that the operator $T_{1}:=N_{h}$ maps the ball $\mathbb{B}_{R}(X)$ into itself with

$$
\begin{equation*}
\left\|T_{1} x\right\|_{X}=\left\|N_{h} x\right\|_{X} \leq S_{R} \quad \text { for } x \in \mathbb{B}_{R}(X) \tag{7.1.51}
\end{equation*}
$$

Moreover, $T_{1}$ is a contraction on $\mathbb{B}_{R}(X)$ by (5.2.23) and 7.1.50).
We now deal with the operator $T_{2}:=I_{k} \circ N_{g}$ and show first that $T_{2}$ maps the space $X$ into itself. If $\gamma_{X}=\gamma(k, m, \theta)$ denotes the same constant as in the proof of Theorem 7.1.16, we have by (i) and Theorem 4.3.21 that $I_{k}$ maps the space $L_{\infty}$ into $X$ and is bounded with

$$
\left\|I_{k} x\right\|_{X} \leq \gamma_{X}\|x\|_{L_{\infty}} \quad \text { for } x \in L_{\infty}
$$

Moreover, (ii) implies that for each $R>0$ there is some $M_{R}>0$ such that $|g(t, u)| \leq$ $M_{R}$ for almost all $t \in[0,1]$ and all $u \in[-R, R]$. In particular, $N_{g}$ maps the space $X$ into $L_{\infty}$ with

$$
\begin{equation*}
\left\|N_{g} x\right\|_{L_{\infty}} \leq M_{R} \quad \text { for } x \in \mathbb{B}_{R}(X) \tag{7.1.52}
\end{equation*}
$$

This means that $T_{2}=I_{k} \circ N_{g}$ maps the space $X$ into itself and is bounded with

$$
\begin{equation*}
\left\|T_{2} x\right\|_{X}=\left\|\left(I_{k} \circ N_{g}\right) x\right\|_{X} \leq \gamma_{X} M_{R} \quad \text { for } x \in \mathbb{B}_{R}(X) \tag{7.1.53}
\end{equation*}
$$

We now show that $T_{2}: X \rightarrow X$ is continuous. To this end, fix $x \in X$ and take a sequence $\left(x_{n}\right)$ of functions in $X$ that converges in $X$ to the function $x$. In particular, the sequence $\left(x_{n}\right)$ lies in a ball $\mathbb{B}_{R}(X)$ for some $R>0$ and converges pointwise to $x$. By (ii), $g(t, \cdot)$ is continuous for almost every fixed $t \in[0,1]$; in particular, the functions $N_{g} x_{n}=g\left(\cdot, x_{n}(\cdot)\right)$ converge to $N_{g} x=g(\cdot, x(\cdot))$ almost everywhere on $[0,1]$, and because of 7.1.52) they form a bounded sequence in $L_{\infty}$. By Proposition 4.3.22 we conclude that the functions $T_{2} x_{n}=\left(I_{k} \circ N_{g}\right) x_{n}$ converge in $X$ to $T_{2} x=\left(I_{k} \circ N_{g}\right) x$. This shows that $T_{2}$ is continuous.
A similar argument yields that $T_{2}$ is compact. Indeed, if $\left(x_{n}\right)$ is a bounded sequence in $X$ we find by Helly's Theorem 1.2 .28 a subsequence $\left(x_{n_{j}}\right)_{j}$ which converges pointwise to some function $x \in X$. Exactly as above we get that the functions $T_{2} x_{n_{j}}=I_{k} \circ N_{g} x_{n_{j}}$ converge in $X$ to $T_{2} x=I_{k} \circ N_{g} x$ as $j \rightarrow \infty$.
We now fix $R>0$ with 7.1.50). Then $S_{R}<R$, and this is why we can pick $\varrho>0$ so that

$$
\begin{equation*}
S_{R}+\varrho \gamma_{X} M_{R} \leq R \tag{7.1.54}
\end{equation*}
$$

Using the estimates (7.1.51) and 7.1.53) this implies for $T_{\lambda}:=T_{1}+\lambda T_{2}$ with $\lambda \in(-\varrho, \varrho)$ fixed,

$$
\begin{aligned}
\left\|T_{\lambda} x\right\|_{X} & \leq\left\|T_{1} x\right\|_{X}+|\lambda|\left\|T_{2} x\right\|_{X} \leq S_{R}+|\lambda| \gamma_{X} M_{R} \\
& \leq S_{R}+\varrho \gamma_{X} M_{R} \leq R \quad \text { for } x \in \mathbb{B}_{R}(X)
\end{aligned}
$$

which means that $T_{\lambda}$ maps the ball $\mathbb{B}_{R}(X)$ into itself. By Theorem 7.1.22, applied with $E=\mathbb{B}_{R}(X)$, we obtain that $T_{\lambda}$ has a fixed point which is a solution to (7.1.49) in the ball $\mathbb{B}_{R}(X)$.

Of course, if we impose additionally that $h$ is continuous and that $k$ satisfies (H15) we get an analogue of Theorem 7.1.18. The proof is exactly the same as before. The additional hypothesis on $h$ and $k$ guarantee that the operators $N_{h}$ and $I_{k} \circ N_{g}$ map the space $C$ into itself. We therefore obtain

Theorem 7.1.25. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that all hypotheses of Theorem 7.1.24 are met. Moreover, assume in addition that the functions $h$ therein is continuous and that the kernel $k$ satisfies the additional assumption (H15). Then for each $R>0$ satisfying (7.1.50) there is some $\varrho>0$ such that equation 7.1.49) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X \cap C)$. Here, the space $X \cap C$ is equipped with the norm $\|\cdot\|_{X}$.

The two differences between the Theorems 7.1.16 and 7.1 .24 and the Theorems 7.1.18 and 7.1 .25 is that in the latter two the conditions on $g$ are milder for the price that we loose uniqueness of solutions. In particular, the latter two theorems are applicable to our test equation (7.1.4) if and only if $\alpha \geq 0$. As we have seen in Example 7.1.15. unique solutions cannot be guaranteed.

As a last existence result concerning equation (7.1.49) we give criteria under which it has at least one solution in $X$ for every $\lambda \in \mathbb{R}$.

Theorem 7.1.26. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that the functions $g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy all conditions of Theorem 7.1.24 and the additional assumptions

$$
\begin{equation*}
\forall R>0: L_{R}<1 \quad \text { and } \quad \limsup _{R \rightarrow \infty} \frac{R-S_{R}}{M_{R}+1 / R}=\infty \tag{7.1.55}
\end{equation*}
$$

where

$$
\begin{gathered}
L_{R}:=7 R C_{R}+E_{R} \Phi_{X}\left(w_{R}\right)+\left\|\partial_{2} h(\cdot, 0)\right\|_{\infty} \\
M_{R}:=\sup _{|u| \leq R}\|g(\cdot, u)\|_{L_{\infty}} \quad \text { and } \quad S_{R}:=\sup _{\|x\|_{X} \leq R}\|h(\cdot, x(\cdot))\|_{X} .
\end{gathered}
$$

Then equation (7.1.49) has for every $\lambda \in \mathbb{R}$ a solution in $X$.
Proof. Fix $\lambda \in \mathbb{R}$ and let $\gamma_{X}$ be as in the proof of Theorem 7.1.24. Due to 7.1.55 there is some $R>0$ such that $L_{R}<1$ and $R-S_{R} \geq \gamma_{X}|\lambda|\left(M_{R}+1 / R\right)$ which implies

$$
S_{R}+|\lambda| \gamma_{X} M_{R} \leq R
$$

As a consequence, the operator $T_{\lambda}:=T_{1}+\lambda T_{2}$, where $T_{1}:=N_{h}$ and $T_{2}:=I_{k} \circ N_{g}$, maps the ball $\mathbb{B}_{R}(X)$ into itself, $T_{1}$ is a contraction on that ball and $\lambda T_{2}$ is continuous and compact, as we have shown in the proof of Theorem 7.1.24. Theorem 7.1.26 is now an immediate consequence of Theorem 7.1.22.

Theorem 7.1 .26 can be understood as a generalization of Theorem 7.1.13. Let us now check how the condition 7.1.55) looks like for our test equation 7.1.4.

Example 7.1.27. Let $\alpha \geq 0$. As we have seen in Example 7.1.17, $L_{R}=S_{R}=0$, where $L_{R}$ and $S_{R}$ are now as in Theorem 7.1.26. Moreover, since $g(t, u)=(\alpha+1)|u|^{\alpha}+2 \beta t$, we get

$$
(\alpha+1) R^{\alpha}-2|\beta| \leq M_{R} \leq(\alpha+1) R^{\alpha}+2|\beta|
$$

where $M_{R}$ is also as in Theorem 7.1.26. We obtain

$$
\frac{R}{(\alpha+1) R^{\alpha}+2|\beta|+1 / R} \leq \frac{R-S_{R}}{M_{R}+1 / R} \leq \frac{R}{(\alpha+1) R^{\alpha}-2|\beta|+1 / R}
$$

and hence

$$
\lim _{R \rightarrow \infty} \frac{R-S_{R}}{M_{R}+1 / R}= \begin{cases}\infty & \text { for } 0 \leq \alpha<1 \\ 1 / 2 & \text { for } \alpha=1 \\ 0 & \text { for } \alpha>1\end{cases}
$$

which means that (7.1.55) is satisfied if and only if $0 \leq \alpha<1$.

Thus, Theorem 7.1 .26 is applicable to equation (7.1.4) if and only if $0 \leq \alpha<1$ and $\beta$ is arbitrary. This explains why the equations (7.1.12) and (7.1.14) do not have solutions for every $\lambda$ as we have seen in the Examples 7.1.8 and 7.1.9, respectively, whereas equation (7.1.18) has solutions for every $\lambda$ (for $\beta<0$ and $|\lambda| \geq-4 \beta$ even more than one), as we have found out in Example 7.1.15.
The following Table 7.1 .3 shows the combinations of parameters $\alpha$ and $\beta$ for which the theorems discussed so far may be applied to solve our test equation (7.1.4).

Table 7.1.3: Parameters in (7.1.4 for which the preceding theorems may be applied.

| Theorem | parameters |  |
| :---: | :---: | :---: |
| 7.1.1 | $\alpha \geq 1$ | $\beta=0$ |
| 7.1.6 | $\alpha \geq 1$ | $\beta \in \mathbb{R}$ |
| 7.1 .12 | $\alpha \geq 1$ | $\beta=0$ |
| 7.1.13 | $0 \leq \alpha<1$ | $\beta=0$ |
| 7.1.16 | $\alpha \geq 1$ | $\beta \in \mathbb{R}$ |
| 7.1.18 | $\alpha \geq 1$ | $\beta \in \mathbb{R}$ |
| 7.1 .20 | $\alpha=1$ | $\beta \in \mathbb{R}$ |
| 7.1 .24 | $\alpha \geq 0$ | $\beta \in \mathbb{R}$ |
| 7.1 .25 | $\alpha \geq 0$ | $\beta \in \mathbb{R}$ |
| 7.1.26 | $0 \leq \alpha<1$ | $\beta \in \mathbb{R}$ |

Especially for boundary and initial value problems which we will discuss briefly in Section 7.3 , the following more abstract equation will turn out to be very handy. Let us consider

$$
\begin{equation*}
x(t)=A x(t)+\lambda \int_{0}^{1} k(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.1.56}
\end{equation*}
$$

in a $B V$-space $X$, where $A: X \rightarrow X$ is a linear operator. In order to solve this equation, we need a variant of Darbo's Theorem 7.1 .22 for balls. The idea for the proof is taken from [49] and relies on the fixed point theorem of Schauder.

Theorem 7.1.28. Let $(X,\|\cdot\|)$ be a Banach algebra. Assume that the operators $A, S$ : $X \rightarrow X$ have the following properties.
(i) $A$ is linear and bounded with $\left\|A^{n}\right\|_{X \rightarrow X}<1$ for some $n \in \mathbb{N}$.
(ii) $S$ is continuous and compact with $S\left(\mathbb{B}_{R}(X)\right) \subseteq \mathbb{B}_{R^{\prime}}(X)$.

If the radii $R$ and $R^{\prime}$ are related by

$$
\begin{equation*}
\frac{R^{\prime}}{1-\left\|A^{n}\right\|_{X \rightarrow X}} \sum_{j=0}^{n-1}\left\|A^{j}\right\|_{X \rightarrow X} \leq R \tag{7.1.57}
\end{equation*}
$$

then the operator $A+S$ has a fixed point in $\mathbb{B}_{R}(X)$.

Proof. Because of (i) the Neumann series of $A$ converges, and $I-A$ is invertible with

$$
(I-A)^{-1}=\left(\sum_{j=0}^{\infty} A^{j n}\right) \sum_{j=0}^{n-1} A^{j}
$$

In particular, $(I-A)^{-1}$ is bounded with

$$
\left\|(I-A)^{-1}\right\|_{X \rightarrow X} \leq \frac{1}{1-\left\|A^{n}\right\|_{X \rightarrow X}} \sum_{j=0}^{n-1}\left\|A^{j}\right\|_{X \rightarrow X}
$$

Since $S$ maps the ball $\mathbb{B}_{R}(X)$ into the ball $\mathbb{B}_{R^{\prime}}(X)$ by (ii), the composition $T:=$ $(I-A)^{-1} \circ S$ maps the ball $\mathbb{B}_{R}(X)$ into the ball $\mathbb{B}_{R^{\prime \prime}}(X)$, where $R^{\prime \prime}$ is given by

$$
R^{\prime \prime}=\frac{R^{\prime}}{1-\left\|A^{n}\right\|_{X \rightarrow X}} \sum_{j=0}^{n-1}\left\|A^{j}\right\|_{X \rightarrow X}
$$

Consequently, if $R^{\prime \prime} \leq R$, and this is just the relation 7.1.57, the operator $T$ maps the ball $\mathbb{B}_{R}(X)$ into itself. Moreover, since $S$ is continuous and compact and $(I-A)^{-1}$ is linear and bounded, the operator $T$ is also continuous and compact. By Schauder's Fixed Point Theorem, $T$ has a fixed point $x \in \mathbb{B}_{R}(X)$ which means $(I-A)^{-1} S x=x$. Equivalently, $S x=(I-A) x=x-A x$ and hence $A x+S x=x$. This completes the proof.

Using Gelfand's Formula

$$
\mathfrak{R}(A)=\lim _{n \rightarrow \infty}\left\|A^{n}\right\|_{X \rightarrow X}^{1 / n}
$$

for the spectral radius $\mathfrak{R}(A)$ of a linear operator $A: X \rightarrow X$ on a Banach space $X$ (see [85]) one may replace condition (i) of Theorem 7.1 .28 by $\mathfrak{R}(A)<1$. While $\mathfrak{R}(A)<1$ is equivalent to $\left\|A^{n}\right\|_{X \rightarrow X}<1$ for some $n \in \mathbb{N}$, it is not equivalent to $\|A\|_{X \rightarrow X}<1$. Furthermore, having spectral radius less than one does not mean that the operator norm is bounded somehow in terms of the spectral radius. We show both in the following example.

Example 7.1.29. For $c \in \mathbb{R}$ consider the linear operator $A_{c}: B V \rightarrow B V$, defined by $A_{c} x(t)=c t x(0)$. Then $\left\|A_{c}\right\|_{B V \rightarrow B V}=2|c|$, but since

$$
A_{c}^{2} x(t)=A_{c}\left(A_{c} x\right)(t)=\operatorname{ct}\left(A_{c} x\right)(0)=0 \quad \text { for all } x \in B V, t \in[0,1]
$$

we have $\left\|A_{c}^{2}\right\|_{B V \rightarrow B V}=0$. By picking $c$ arbitrarily large we see that the norms of the operators $A_{c}$ may become arbitrarily large although the operators $A_{c}$ themselves still have spectral radius 0 .

Note that if $\|A\|_{X \rightarrow X}<1$ which means that $A$ itself is a contraction, then the relation (7.1.57) reduces to $R^{\prime} \leq R\left(1-\|A\|_{X \rightarrow X}\right)$. We can now apply Theorem 7.1.28 to equation (7.1.56).

Theorem 7.1.30. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that the functions $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy (i) and (ii) of Theorem 7.1.24. Moreover, assume that $A: X \rightarrow X$ is a bounded linear operator with $\left\|A^{n}\right\|_{X \rightarrow X}<1$ for some $n \in \mathbb{N}$. Then for each $R>0$ there is some $\varrho>0$ such that equation (7.1.56) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X)$.
Proof. As we have seen in the proof of Theorem 7.1 .24 the operator $\tilde{S}:=I_{k} \circ N_{g}$ maps the space $X$ into itself, is continuous and compact and satisfies the estimate 7.1.53, that is,

$$
\begin{equation*}
\|\tilde{S} x\|_{X} \leq \gamma_{X} M_{R} \quad \text { for } x \in \mathbb{B}_{R}(X), R>0 \tag{7.1.58}
\end{equation*}
$$

where $\gamma_{X}$ is as in the proof of Theorem 7.1.16 and $M_{R}:=\sup _{|u| \leq R}\|g(\cdot, u)\|_{L_{\infty}}$.
The inequality (7.1.58) means that $\tilde{S}$ maps the ball $\mathbb{B}_{R}(X)$ into the ball $\mathbb{B}_{\gamma_{X} M_{R}}(X)$ for any $R>0$. Note that $M_{R}$ is finite for each $R>0$ as $g$ satisfies (H16). We now fix $R>0$. Since $\left\|A^{n}\right\|_{X \rightarrow X}<1$ we may pick $\varrho>0$ so that

$$
\begin{equation*}
\varrho \frac{\gamma_{X} M_{R}}{1-\left\|A^{n}\right\|_{X \rightarrow X}} \sum_{j=0}^{n-1}\left\|A^{j}\right\|_{X \rightarrow X} \leq R \tag{7.1.59}
\end{equation*}
$$

Then, for each $\lambda \in(-\varrho, \varrho)$ the operator $S:=\lambda \tilde{S}$ maps the ball $\mathbb{B}_{R}(X)$ into the ball $\mathbb{B}_{R^{\prime}}(X)$, where $R^{\prime}=|\lambda| \gamma_{X} M_{R}$. Because of 7.1.59), the two radii $R$ and $R^{\prime}$ satisfy 7.1.57). Thus, $A+S=A+\lambda \tilde{S}$ has a fixed point in $\mathbb{B}_{R}(X)$ by Theorem 7.1.28.

As an application we look at the following
Example 7.1.31. Consider the integral equation

$$
\begin{equation*}
x(t)=\frac{\omega}{2} t \int_{0}^{1} x\left(\sin ^{2}(\omega s)\right) \mathrm{d} s+\lambda \int_{0}^{1} \sin (t s) \cos (\omega x(s)+s) \mathrm{d} s \tag{7.1.60}
\end{equation*}
$$

in the space $B V$ for a constant $\omega>0$. In the notation of (7.1.56) we have $k(t, s)=$ $\sin (t s)$ which clearly satisfies $\left(\mathrm{H} 12\left(L_{1}\right)\right)$ and (H18), $g(t, u)=\cos (\omega u+t) \leq 1$ for all $t \in[0,1]$ and $u \in \mathbb{R}$ which obviously fulfills $\left(\operatorname{H11}^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17), as well as

$$
A x(t)=\frac{\omega}{2} t \int_{0}^{1} x\left(\sin ^{2}(\omega s)\right) \mathrm{d} s
$$

which defines a linear operator $A: B V \rightarrow B V$ with

$$
\|A x\|_{B V}=\|A x\|_{\infty}+\operatorname{Var}(A x)=\omega\left|\int_{0}^{1} x\left(\sin ^{2}(\omega s)\right) \mathrm{d} s\right| \leq \omega\|x\|_{B V}
$$

Consequently, $\|A\|_{B V \rightarrow B V} \leq \omega$, and the function $x=\mathbb{1}$ shows even $\|A\|_{B V \rightarrow B V}=\omega$. Since, by Theorem 1.1.20,

$$
\operatorname{Var}(\theta k(\cdot, s))=\theta \int_{0}^{1}\left|\partial_{1} k(t, s)\right| \mathrm{d} t=\theta \int_{0}^{1} s|\cos (t s)| \mathrm{d} t \leq \theta s
$$

we can take $\theta=1$ and $m(s)=s$ in (H14) and get

$$
\gamma_{B V}=\gamma_{B V}(k, m, \theta)=\|k(0, \cdot)\|_{L_{1}}+2 \theta^{-1}\|m\|_{L_{1}}=1
$$

as well as $M_{R}=1$, where $\gamma_{B V}$ and $M_{R}$ are as in the proof of Theorem 7.1.30. Moreover, the estimate 7.1 .59 is certainly satisfied if $\omega \in(0,1)$ and $0<\varrho \leq(1-\omega) R$, because then $A$ is a contraction. Thus, for $\omega \in(0,1)$ Theorem 7.1 .30 says that for any $R>0$ and $|\lambda|<(1-\omega) R$ equation 7.1 .60 has a solution $x \in \mathbb{B}_{R}(B V)$.

Note that equation (7.1.60) cannot be written in the form 7.1.49) and hence cannot be solved using Theorem 7.1.24 or one of its successive results. Later in Example 7.3.4 we will see that integral equations of type (7.1.56) may indeed be solved with Theorem 7.1.30 even when $A$ is not a contraction.

If one replaces $X$ in Theorem 7.1 .30 by $X \cap C$ and adjusts the requirements on the data, we obtain the following result which is very similar to Theorem 7.1.25.

Theorem 7.1.32. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that the functions $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy (i) and (ii) of Theorem 7.1.24 and that $k$ meets in addition (H15). Moreover, assume that $A: X \cap C \rightarrow X \cap C$ is a linear operator with $\left\|A^{n}\right\|_{X \cap C \rightarrow X \cap C}<1$ for some $n \in \mathbb{N}$. Then for each $R>0$ there is some $\varrho>0$ such that equation (7.1.56) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X \cap C)$. Here, $X \cap C$ is equipped with the norm $\|\cdot\|_{X}$.

The proof rests on the same ideas as presented in the proofs of the Theorems 7.1.25 and 7.1 .30 and will be omitted. Observe that since $k$ and $A$ in Example 7.1.31 even satisfy the hypotheses of Theorem 7.1.32, any solution to 7.1 .60 must be continuous. Let us summarize in Table 7.1.4 which of the preceding theorems may be applied to the various Hammerstein integral equations considered in this section. As always, $X$ serves as a placeholder for one of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ and $R B V_{p}$.

Table 7.1.4: Theorems solving Hammerstein integral equations of several types.

| By Theorem | equation | has | solution in | for |
| :---: | :---: | :---: | :---: | :---: |
| 7.1.1 | 7.1.1 | exactly one | $\mathbb{B}_{R}(B V)$ | small $\|\lambda\|$ |
| 7.1.6 | 7.1.8) | exactly one | $\mathbb{B}_{R}(B V)$ | small $\|\lambda\|$ |
| 7.1.12 | 7.1.1 | exactly one | $\mathbb{B}_{R}(B V \cap C)$ | small $\|\lambda\|$ |
| 7.1.13 | 7.1.1) | at least one | $B V$ | all $\lambda$ and $h=0$ |
| 7.1.16 | (7.1.20) | exactly one | $\mathbb{B}_{R}(X)$ | small $\|\lambda\|$ |
| 7.1.18 | 7.1.20 | exactly one | $\mathbb{B}_{R}(X \cap C)$ | small $\|\lambda\|$ |
| 7.1.20 | (7.1.42) | exactly one | $X$ | small $\|\lambda\|$ |
| 7.1.24 | (7.1.49) | at least one | $\mathbb{B}_{R}(X)$ | small $\|\lambda\|$ |
| 7.1.25 | 7.1.49 | at least one | $\mathbb{B}_{R}(X \cap C)$ | small $\|\lambda\|$ |
| 7.1.26 | (7.1.49) | at least one | X | all $\lambda$ |
| 7.1.30 | 7.1.56 | at least one | $\mathbb{B}_{R}(X)$ | small $\|\lambda\|$ |
| 7.1.32 | (7.1.56) | at least one | $\mathbb{B}_{R}(X \cap C)$ | small $\|\lambda\|$ |

### 7.2 Volterra Integral Equations

In this short section we translate the theorems discussed in the previous section onto Volterra integral equations, that is, equations of the form

$$
\begin{equation*}
x(t)=h(t, x(t))+\lambda f(t, x(t)) \int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.2.1}
\end{equation*}
$$

for given data $f, g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and a Volterra kernel $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$, that is, $\nu(t, s)=0$ for $0 \leq t<s \leq 1$. Note that any Volterra integral equation (7.2.1) can be understood as a Hammerstein integral equation (7.1.49) where the kernel $k$ is replaced by the Volterra kernel $\nu$. Therefore, each result of the previous section remains true for the equation (7.2.1) and its various special cases. However, due to the special structure of the Volterra kernel, conditions imposed on the kernel $k$ in Section 7.1 may now be rephrased in a more relaxed form, and we already did so for most of the conditions considered so far in Section 4.3. For convenience of the reader we again repeat the needed conditions here to make the presentation self-contained.

Let us begin with the Volterra version of equation (7.1.1) which is

$$
\begin{equation*}
x(t)=h(t)+\lambda \int_{0}^{t} \nu(t, s) g(x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.2.2}
\end{equation*}
$$

and the two corresponding conditions (H1) and (H2). Since these two conditions are precisely (A) and (B) of Section 4.3, their Volterra equivalent is given by

$$
\begin{align*}
\forall t \in[0,1]: & \nu(t, \cdot) \in L_{1}[0, t],  \tag{V1}\\
\exists m \in L_{1} \forall^{\prime} s \in[0,1]: & |\nu(s, s)|+\operatorname{Var}(\nu(\cdot, s),[s, 1]) \leq m(s), \tag{V2}
\end{align*}
$$

and these are the conditions (VA) and (VB) of Section 4.3.
With (H1) and (H2) replaced by (V1) and (V2) we obtain from Theorem 7.1.1,
Theorem 7.2.1. Assume (V1), (V2) and (H3), and let $h \in B V$ be fixed. Then for each $R>\|h\|_{B V}$ there is some $\varrho>0$ such that equation (7.2.2) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(B V)$.

The bound $\varrho$ for the admissible parameters $\lambda$ given in (7.1.3) is now

$$
\begin{equation*}
\varrho=\min \left\{\frac{R-\|h\|_{B V}}{\|g\|_{[-R, R]}}, \frac{1}{\operatorname{lip}(g,[-R, R])}\right\} \frac{1}{2\|m\|_{L_{1}}}, \tag{7.2.3}
\end{equation*}
$$

because $\nu(0, s)=0$ for all $s \in(0,1]$. This may enlarge the set of the $\lambda$, as the following example demonstrates.

Example 7.2.2. We consider the Hammerstein and Volterra equation

$$
\begin{equation*}
x(t)=\lambda \int_{0}^{1} \kappa(t, s) x(s) \mathrm{d} s \quad \text { and } \quad x(t)=\lambda \int_{0}^{t} \kappa(t, s) x(s) \mathrm{d} s \tag{7.2.4}
\end{equation*}
$$

in the space $B V$, where

$$
\kappa(t, s)= \begin{cases}\max \left\{\frac{s-t}{s}, \frac{t-s}{1-s}\right\} & \text { for } 0<s<1 \\ 1 & \text { for } s \in\{0,1\}\end{cases}
$$

which is shown in the picture below as a function of $t$ only.


Figure 7.2.1: $\kappa(\cdot, s)$ for some $s \in(0,1)$.
In the notation of (7.1.1 and 7.2.2 we can put $h(t)=0$ and $g(u)=u$. Then $\|g\|_{[-R, R]}=R$ and $\operatorname{lip}(g,[-R, R])=1$. For fixed $s \in(0,1)$ we have $\operatorname{Var}(\kappa(\cdot, s))=2$. For $s \leq t \leq 1$ we have $\kappa(t, s)=\frac{t-s}{1-s}$ and thus $|\kappa(s, s)|+\operatorname{Var}(\kappa(\cdot, s),[s, 1])=1$. Consequently, we take $m_{1} \equiv 2$ for $m$ in (H2) and $m_{2} \equiv 1$ for $m$ in (V2). Due to $\kappa(0, \cdot)=\mathbb{1}$ the corresponding $\varrho$ become $\varrho_{1}=1 / 5$ in (7.1.3) and $\varrho_{2}=1 / 2$ in 7.2.3).
Since the assumptions on the kernel in Theorem 7.1.13 are the same as in Theorem 7.1.1, the Volterra equivalent of the former becomes

Theorem 7.2.3. Under the assumptions (V1), (V2), (H9) and (H10) equation (7.2.2) has for $h=\mathbb{0}$ and every $\lambda \in \mathbb{R}$ a solution $x \in B V$.

Observe that we could not expect uniqueness of solutions in Theorem 7.1.13 and neither can we here.

Example 7.2.4. Consider the Volterra equation

$$
\begin{equation*}
x(t)=\frac{3}{2} \lambda t \int_{0}^{t} \sqrt{|x(s)|} \mathrm{d} s \tag{7.2.5}
\end{equation*}
$$

which is a Volterra equivalent to 7.1.16). Obviously, $x=\mathbb{0}$ is a solution. However, the ansatz $x(t)=c t^{p}$ for $p>0$ yields that $p=4$ and $2 c=\lambda \sqrt{|c|}$. This equation has for any $\lambda \in \mathbb{R}$ a solution, namely $c=\lambda^{2} / 4$ for $\lambda \geq 0$ and $c=-\lambda^{2} / 4$ for $\lambda<0$. In particular, 7.2.5 has for any $\lambda \neq 0$ at least two distinct solutions.
The slightly more general equation (7.1.8) reads in the Volterra version

$$
\begin{equation*}
x(t)=h(t)+\lambda \int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 . \tag{7.2.6}
\end{equation*}
$$

The kernel conditions (H4) and (H5) turn into

$$
\begin{array}{r}
\sup _{t \in[0,1]}\|\nu(t, \cdot)\|_{L_{1}[0, t]}<\infty, \\
\sup _{\tau \in[0,1]} \operatorname{Var}\left(\int_{0}^{\min \{\tau,\}} \nu(\cdot, s) \mathrm{d} s\right)<\infty . \tag{V4}
\end{array}
$$

Here, (V4) is precisely (VC) of Section 4.3 and means that the Jordan variation of the function $t \mapsto \int_{0}^{\min \{\tau, t\}} \nu(t, s) \mathrm{d} s$ stays bounded as $\tau$ runs through $[0,1]$. As we have seen in Example 4.3.28 an arbitrary kernel satisfying (H1) and (V4) does not have to satisfy (H5). In the next example we show that an arbitrary kernel $k$ may satisfy (H1), (V3) and (V4) but not (H5).
Example 7.2.5. Consider the kernel $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$, defined by

$$
k(t, s)= \begin{cases}1 / \sqrt{s t} & \text { for } 0<s t \leq 1 \\ 0 & \text { for } s t=0\end{cases}
$$

For each $t \in[0,1]$ we have $k(t, s)=0$ if $t=0$ and $k(t, s)=t^{-1 / 2} / \sqrt{s}$ for $0<s \leq 1$. Thus, $k(t, \cdot) \in L_{1}$ for each $t \in[0,1]$ and so $k$ fulfills (H1). Furthermore,

$$
\sup _{t \in[0,1]}\|k(t, \cdot)\|_{L_{1}[0, t]}=\sup _{t \in(0,1]} \frac{1}{\sqrt{t}} \int_{0}^{t} \frac{1}{\sqrt{s}} \mathrm{~d} s=2
$$

showing that $k$ meets (V3).
Letting

$$
h(\tau, t):=\int_{0}^{\min \{\tau, t\}} k(t, s) \mathrm{d} s
$$

we have for any $\tau \in[0,1]$ and $t \in(0,1]$,

$$
h(\tau, t)=\int_{0}^{\min \{\tau, t\}} \frac{1}{\sqrt{s t}} \mathrm{~d} s=2 \sqrt{\min \{\tau / t, 1\}}
$$

and for $t=0$ we get $h(\tau, 0)=0$. Consequently,

$$
\sup _{\tau \in[0,1]} \operatorname{Var}(h(\tau, \cdot))=\sup _{\tau \in[0,1]}(4-2 \sqrt{\tau})=4
$$

showing that $k$ satisfies (V4). However, for $t, \tau \in(0,1]$,

$$
\int_{0}^{\tau} k(t, s) \mathrm{d} s=\frac{2 \sqrt{\tau}}{\sqrt{t}}
$$

which is unbounded with respect to $t$. Consequently, (H5) cannot hold.
With the respective Volterra versions (V3) and (V4) for (H4) and (H5) at hand, Theorem 7.1.6 reads as follows.

Theorem 7.2.6. Assume (H3*), (V3) and (V4), and let $h \in B V$ be fixed. Then for each $R>\|h\|_{B V}$ there is some $\varrho>0$ such that equation 7.2.6) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(B V)$.

The number $\varrho$ from 7.1.11 bounding the set of parameters $\lambda$ for which Theorem 7.2.6 may be applied is then

$$
\begin{equation*}
\varrho=\min \left\{\frac{R-\|h\|_{B V}}{2 S_{1}\left(L_{R}+R L_{R}+|g(0,0)|\right)}, \frac{1}{L_{R} S_{2}}\right\} \tag{7.2.7}
\end{equation*}
$$

where $S_{1}$ is the supremum in (V4), $S_{2}$ is the supremum in (V3) and $L_{R}=\operatorname{lip}(g,[0,1] \times$ $[-R, R])$ is defined as in 7.1.10).

For searching continuous $B V$-solutions to (7.2.6) we have to adapt condition (H7) to Volterra kernels. Let us assume for a moment that $\nu$ is a Volterra kernel satisfying (H7), and let $\varepsilon>0$ be given. Then there is some $\delta>0$ such that for each $t_{1}, t_{2} \in$ $[0,1]$ with $\left|t_{1}-t_{2}\right| \leq \delta$ there is a measurable set $I \subseteq[0,1]$ of measure 1 so that $\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right| \leq \varepsilon$ for all $s \in I$. For $t_{1}<s \leq t_{2}$ this implies $\left|\nu\left(t_{2}, s\right)\right| \leq \varepsilon$, and for $t_{2}<s \leq t_{1}$ it gives $\left|\nu\left(t_{1}, s\right)\right| \leq \varepsilon$. Therefore, (H7) implies the following two conditions.

$$
\begin{gather*}
\forall \varepsilon>0 \exists \delta>0 \forall t \in[0,1] \forall^{\prime} s \in[0,1]: \\
0 \leq t-s \leq \delta \Rightarrow|\nu(t, s)| \leq \varepsilon  \tag{V5a}\\
\forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1] \forall^{\prime} s \in\left[0, \min \left\{t_{1}, t_{2}\right\}\right]: \\
 \tag{V5b}\\
\left|t_{1}-t_{2}\right| \leq \delta \Rightarrow\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right| \leq \varepsilon
\end{gather*}
$$

For a Volterra kernel $\nu$ these two conditions together imply in turn (H7). To see this pick for a given $\varepsilon>0$ a number $\delta>0$ such that (V5a) and (V5b) hold simultaneously. Let $t_{1}, t_{2} \in[0,1]$ be so that $\left|t_{1}-t_{2}\right| \leq \delta$. Then by (V5a) there are measurable sets $I_{a, 1}, I_{a, 2} \subseteq[0,1]$ of measure 1 such that $\left|\nu\left(t_{1}, s\right)\right| \leq \varepsilon$ for all $s \in I_{a, 1}$ and $\left|\nu\left(t_{2}, s\right)\right| \leq \varepsilon$ for all $s \in I_{a, 2}$. By ( V 5 b ) we find another measurable set $I_{b} \subseteq\left[0, \min \left\{t_{1}, t_{2}\right\}\right]$ of full measure $\left|I_{b}\right|=\min \left\{t_{1}, t_{2}\right\}$ such that $\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right| \leq \varepsilon$ for all $s \in I_{b}$. Then $J:=I_{a, 1} \cap I_{a_{2}} \cap\left(I_{b} \cup\left(\min \left\{t_{1}, t_{2}\right\}, 1\right]\right)$ has measure 1. Now, fix $s \in J$. If $s \leq t_{1} \leq t_{2}$ we have $s \in I_{b}$ and thus $\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right| \leq \varepsilon$. For $t_{1}<s \leq t_{2}$ we have $s \in I_{a, 2}$ and hence $\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right|=\left|\nu\left(t_{2}, s\right)\right| \leq \varepsilon$. Similarly, $\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right|=\left|\nu\left(t_{1}, s\right)\right| \leq \varepsilon$ for $t_{2}<s \leq t_{1}$, because then $s \in I_{a, 1}$. Finally, for $t_{1}, t_{2}<s$ we have $\left|\nu\left(t_{1}, s\right)-\nu\left(t_{2}, s\right)\right|=$ $0 \leq \varepsilon$. Consequently, (H7) holds.
An arbitrary kernel $k$ satisfying (V5a) and (V5b) does not have to satisfy (H7). Here is an example of such a kernel.

Example 7.2.7. Define $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ by $k(t, s)=\chi_{\{0\}}(t)$. For $t \in(0,1]$ we have $|k(t, s)-k(0, s)|=1$ for all $s \in[0,1]$ and hence (H7) is violated.
However, (V5a) and (V5b) hold. To see this fix $t \in[0,1]$. If $t>0$ then $k(t, s)=0$ for all $s \in[0,1]$. If $t=0$, the set of all $s$ with $0 \leq s \leq t$ contains only $s=0$ and hence is a null set. Thus, (V5a) is satisfied. For (V5b) fix $t_{1}, t_{2} \in[0,1]$. If $m:=\min \left\{t_{1}, t_{2}\right\}>0$, then $t_{1}, t_{2} \geq m>0$, and for $s \in[0, m]$ we have $k\left(t_{1}, s\right)=k\left(t_{2}, s\right)=0$. If $m=0$, the set $[0, m]$ contains only $s=0$ and hence is a null set again. Consequently, also (V5b) is satisfied.
With the condition (H7) replaced by (V5a) and (V5b) and the kernel $k$ replaced by a Volterra kernel $\nu$, Theorem 7.1.12 can now be reformulated as follows.

Theorem 7.2.8. Assume (V1), (V2), (H3), (V5a) and (V5b), and let $h \in B V \cap C$ be fixed. Then for each $R>\|h\|_{B V}$ there is some $\varrho>0$ such that equation (7.2.2) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(B V \cap C)$, where $B V \cap C$ is equipped with the norm $\|\cdot\|_{B V}$.

We now come to the main result, namely Theorem 7.1.16 which solves the most general Hammerstein integral equation (7.1.20). In order to translate this theorem onto the equation (7.2.1) we have to look only at the conditions made in part (i) of Theorem 7.1.16. Besides $\left(\mathrm{H} 12\left(L_{1}\right)\right)$ which is equivalent to (H1) we also imposed (H14) which is equivalent to $\left(\mathrm{B}_{X}\right)$ from Section 4.3. For Volterra kernels, (H1) is precisely (V1), and the Volterra version of $\left(\mathrm{B}_{X}\right)$ is just $\left(\mathrm{VB}_{X}\right)$ from Section 4.3 again which may be found for each $B V$-space individually in Table 4.3.4. Therefore, we say that a Volterra kernel $\nu$ satisfies (V6) if and only if it satisfies condition $\left(\mathrm{VB}_{X}\right)$ given in that table. We then obtain from Theorem 7.1.16 the following Volterra version.

Theorem 7.2.9. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $f, g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be functions and $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Assume that $f, g$ and $h$ satisfy (ii)-(vi) of Theorem 7.1.16. Moreover, assume that $\nu$ satisfies (V1) and (V6). Then for each $R>0$ satisfying (7.1.22) there is some $\varrho>0$ such that equation (7.2.1) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(X)$.

For the Volterra equivalent of equation (7.1.42) which is given by

$$
\begin{equation*}
x(t)=a(t) x(t)+b(t)+\lambda \int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.2.8}
\end{equation*}
$$

we get the following version of Theorem 7.1.20.
Theorem 7.2.10. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that the Volterra kernel $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfies (V1) and (V6). Moreover, assume that the function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies (ii) of Theorem 7.1.16 and the additional condition

$$
\lim _{R \rightarrow \infty} A_{R}<\infty
$$

where $A_{R}$ is as in (7.1.26). Finally, assume that the functions $a, b:[0,1] \rightarrow \mathbb{R}$ belong to $X$ and satisfy $\|a\|_{X}<1$. Then there is some $\varrho>0$ such that equation (7.2.8) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in the entire space $X$.

In order to translate Theorem 7.1.18 we need a Volterra equivalent of condition (H15) which is precisely condition (F) of Section 4.3. In the Volterra setting it is equivalent to condition (VF) of the same section and reads

$$
\begin{align*}
\forall \varepsilon> & 0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1]: \quad\left|t_{1}-t_{2}\right| \leq \delta \\
& \Rightarrow \int_{0}^{\min \left\{t_{1}, t_{2}\right\}}\left|g\left(t_{1}, s\right)-g\left(t_{2}, s\right)\right| \mathrm{d} s+\int_{\min \left\{1_{1}, t_{2}\right\}}^{\max \left\{t_{1}, t_{2}\right\}}\left|g\left(\max \left\{t_{1}, t_{2}\right\}, s\right)\right| \mathrm{d} s \leq \varepsilon \tag{V7}
\end{align*}
$$

As we have already seen in Example 4.3 .30 and the remark prior to Theorem 4.3.32 an arbitrary kernel satisfying (V7) does not have to satisfy (H15). With this condition at hand we obtain the following Volterra version of Theorem 7.1.18.

Theorem 7.2.11. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $f, g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be functions and $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Assume that $f, g$ and $h$ satisfy (ii)-(vi) of Theorem 7.1.16. Moreover, assume that $f$ and $h$ therein are continuous and that the kernel $\nu$ satisfies (V1), (V6) and (V7). Then for each $R>0$ satisfying (7.1.22) there is some $\varrho>0$ such that equation (7.2.1) has for fixed $\lambda \in(-\varrho, \varrho)$ a unique solution in $\mathbb{B}_{R}(X \cap C)$. Here, the space $X \cap C$ is equipped with the norm $\|\cdot\|_{X}$.

We pass to equation (7.1.49) which in Volterra style is given by

$$
\begin{equation*}
x(t)=h(t, x(t))+\lambda \int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.2.9}
\end{equation*}
$$

Since the Theorems 7.1.24, 7.1.25 and 7.1.26 concerning this equation have been proven with Darbo's Fixed Point Theorem 7.1.22 which needed condition (H18) instead of (H14) we now replace (H18) by its Volterra equivalent. As we have seen in Section 4.3 this is precisely condition $\left(\mathrm{VB}_{X}^{*}\right)$ given in Table 4.3.4 and so we say that a Volterra kernel $\nu$ satisfies (V8) if and only if it satisfies condition ( $\mathrm{VB}_{X}^{*}$ ) given in that table. If we now replace (H18) in the Theorems 7.1.24, 7.1.25 and 7.1.26 by (V8) we obtain their Volterra versions.

Theorem 7.2.12. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$. Assume that the functions $g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy (ii)-(iv) of Theorem 7.1.24. Moreover, assume that the Volterra kernel $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfies (V1) and (V8). Then for each $R>0$ satisfying (7.1.50) there is some $\varrho>0$ such that equation (7.2.9) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X)$.

Theorem 7.2.13. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}$ or $\Lambda B V$, and let $g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be functions and $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Assume that that $g$ and $h$ satisfy (ii)-(iv) of Theorem 7.1.24. Moreover, assume in addition that the function $h$ therein is continuous and that the kernel $\nu$ satisfies (V1), (V7) and (V8). Then for each $R>0$ satisfying (7.1.50) there is some $\varrho>0$ such that equation (7.2.9) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X \cap C)$. Here, the space $X \cap C$ is equipped with the norm $\|\cdot\|_{X}$.

Theorem 7.2.14. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be functions and $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Assume that the functions $g, h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy (ii)-(iv) of Theorem 7.1 .24 with (7.1.55). Moreover, assume that the kernel $\nu$ satisfies (V1) and (V8). Then equation (7.2.9) has for every $\lambda \in \mathbb{R}$ a solution in $X$.

Finally, we consider equation 7.1.56). Its Volterra version is

$$
\begin{equation*}
x(t)=A x(t)+\lambda \int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.2.10}
\end{equation*}
$$

We obtain the following Volterra variant of Theorem 7.1.30.

Theorem 7.2.15. Let $X$ be any of the spaces $B V, W B V_{p}, Y B V_{\varphi}, \Lambda B V$ or $R B V_{p}$, and let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be a function, $A: X \rightarrow X$ be a linear and bounded operator and $\nu:[0,1] \times[0,1] \rightarrow \mathbb{R}$ be a Volterra kernel. Assume that $g$ satisfies (ii) of Theorem 7.1.24. that $\left\|A^{n}\right\|_{X \rightarrow X}<1$ for some $n \in \mathbb{N}$ and that $\nu$ satisfies (V1) and (V8). Then for each $R>0$ there is some $\varrho>0$ such that equation (7.2.10) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution in $\mathbb{B}_{R}(X)$.

Similarly, one may get a Volterra version of Theorem 7.1.32 by replacing (H1) by (V1), (H15) by (V7) and (H18) by (V8).

We end this section with two further comments. If the solution of a nonlinear equation, like those considered in this chapter, is not unique, it is of some interest to have information on the topological structure of the solution set. One prominent example is the $R_{\delta}$-property which means that the set of solutions is homeomorphic to the intersection of a decreasing sequence of absolute retracts.
Below we cite a sample result of this type for solutions $x \in \Lambda B V \cap C$ of the Volterra integral equation 7.2 .6 . Since this equation can be reformulated as a fixed point problem (7.1.9) where the integral operator $I_{k}$ induced by a kernel $k$ has to be replaced by a Volterra operator $V_{\nu}$ induced by a Volterra kernel $\nu$, our discussion will rely upon the following structural result on fixed point sets of continuous operators in $C$ which was proven in [145].

Proposition 7.2.16. Let $T: C \rightarrow C$ be a continuous operator which satisfies the following four conditions.
(i) The set $T(C) \subseteq C$ is equicontinuous.
(ii) There exist $t_{0} \in[0,1]$ and $y_{0} \in \mathbb{R}$ such that $T x\left(t_{0}\right)=y_{0}$ for all $x \in C$.
(iii) The operator $T$ is locally define ${ }^{2}$.
(iv) Every sequence ( $x_{n}$ ) in $C$ satisfying

$$
\lim _{n \rightarrow \infty}\left\|x_{n}-T x_{n}\right\|_{\infty}=0
$$

has an accumulation point in $C$.
Then the fixed point set of $T$ is a compact $R_{\delta}$-set.
Condition (i) in Proposition 7.2.16 suggests to use some Arzelà-Ascoli type result, while condition (iv) is usually called a Palais-Smale condition; this is an important ingredient of topological and variational methods in nonlinear analysis.
In order to apply Proposition 7.2 .16 to the solution set of equation (7.2.6) recall that a function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is said to satisfy an $L_{p}$-Carathéodory condition if $t \mapsto g(t, u)$ is Lebesgue measurable for each $u \in \mathbb{R}, u \mapsto f(t, u)$ is continuous for almost each

[^14]$t \in[0,1]$, and $|f(t, u)| \leq m_{p}(t)$ for almost all $t \in[0,1]$ and some function $m_{p} \in L_{p}$. Moreover, we need the following technical hypothesis
\[

$$
\begin{align*}
\forall \varepsilon>0 \exists \delta>0 \forall t_{1}, t_{2} \in[0,1]: \\
0 \leq t_{2}-t_{1} \leq \delta \quad \Longrightarrow \quad \int_{0}^{t_{1}}\left|k\left(t_{1}, s\right)-k\left(t_{2}, s\right)\right| m_{p}(s) \mathrm{d} s \leq \varepsilon \tag{V9}
\end{align*}
$$
\]

which is some modification of (V7) and involves the function $m_{p}$ from the Carathéodory condition. The following result was proven in [30].

Theorem 7.2.17. Suppose that $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies an $L_{p}$-Carathéodory condition for some $p \in(1, \infty]$, and let $h \in B V \cap C$ and $\lambda \in \mathbb{R}$. Assume that the Volterra kernel $\nu$ satisfies (V1), (V6) with $m \in L_{q}$ and $1 / p+1 / q=1$ and (V9). Then the set of all $x \in B V \cap C$ solving (7.2.6) is a compact $R_{\delta}$-set.

The proof basically rests on showing that the operator $T=h+I_{\nu} \circ N_{g}$ satisfies all the conditions imposed in Proposition 7.2.16. Note that (ii) is satisfied for $t_{0}=0$ and $y_{0}=h(0)$ and (iii) is clearly true as we have seen at the end of Section 5.2. The most restrictive condition is of course condition (i), and this is the reason why Theorem 7.2.17 cannot be generalized so easily to equation (7.2.1). This is because if $h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ generates a superposition operator $N_{h}$ from $C$ into itself such that the set $N_{h}(C)$ is an equicontinuous subset of $C$, then $N_{h}$ actually degenerates to a constant operator. To see this, first note that the acting condition $N_{h}(C) \subseteq C$ implies that $h$ is continuous with respect to its first argument. Second, the equicontinuity of $N_{h}(C)$ implies

$$
\begin{align*}
& \forall t \in[0,1] \forall \varepsilon>0 \exists \delta>0 \forall x \in C \forall \tau \in[0,1]: \\
&|t-\tau| \leq \delta  \tag{7.2.11}\\
& \Longrightarrow \quad\left|N_{h} x(t)-N_{h} x(\tau)\right| \leq \varepsilon
\end{align*}
$$

We now fix $u, v \in \mathbb{R}, t \in[0,1]$ and $\varepsilon>0$. Then we pick $\delta>0$ according to (7.2.11) and choose $\tau \in[0,1]$ so that $0<|t-\tau| \leq \min \{\varepsilon, \delta\}$. The function $x:[0,1] \rightarrow \mathbb{R}$, defined by

$$
x(s)=\frac{t-s}{t-\tau} v+\frac{\tau-s}{\tau-t} u
$$

belongs to $C$ and satisfies $x(t)=u$ and $x(\tau)=v$. Consequently, from 7.2.11) we now obtain $|h(t, u)-h(\tau, v)| \leq \varepsilon$. Since $h(\cdot, v)$ is continuous at $t$, it follows by letting $\varepsilon \rightarrow 0$ that $\tau \rightarrow t$ and hence $h(t, u)=h(t, v)$. But this means that $h$ is actually independent of its second argument and hence $N_{h}$ degenerates to a constant operator, as claimed.

As a final remark we point out that every result in this section guarantees a solution of a Volterra integral equation that lives on the entire interval $[0,1]$. Due to the special structure of the Volterra operator it is sometimes possible to achieve solutions only on a subinterval $[0, T]$ of $[0,1]$ with the benefit that the underlying Volterra integral equation may have solutions on that subinterval for a larger set of parameters $\lambda$. One sample result concerning equation (7.2.2) was proven in [29]: Indeed, the author has shown that under the assumptions (V1), (V2) and (H3) for each $R>\|h\|_{B V}$ there is
some $T \in(0,1]$ and $\varrho>0$ such that the Volterra integral equation 7.2 .2 has a unique solution $x \in \mathbb{B}_{R}(B V[0, T])$ for any $|\lambda|<\varrho$. The interplay between $\varrho$ and $T$ is given by the relation

$$
\varrho=\min \left\{\frac{R-\|h\|_{B V}}{\|g\|_{[-R, R]}}, \frac{1}{\operatorname{lip}(g,[-R, R])}\right\} \frac{1}{2\|m\|_{L_{1}[0, T]}}
$$

Note that the only difference to formula (7.2.3) is that here the $L_{1}$-norm of $m$ is taken only on $[0, T]$. This shows that since $\|m\|_{L_{1}[0, T]} \rightarrow 0$ as $T \rightarrow 0+$ one can make $\varrho$ large by taking $T$ small. In particular, equation (7.2.2) now has solutions for every $\lambda$, but the larger $|\lambda|$ is chosen the smaller may be the domain on which the solutions live.

### 7.3 Boundary and Initial Value Problems

It is well known that boundary value problems are closely related to Hammerstein integral equations like (7.1.1) and initial value problems are closely related to Volterra integral equations like $(7.2 .2)$. In this section we give examples illustrating these relations in more detail. We discuss some problems which may be solved by means of our results obtained in the Theorems 7.1.30 and 7.2.15, While there is a vast literature on continuous solutions of such problems, considerably less is known on $B V$-solutions. We will be interested in solutions primarily in the spaces $B V$ equipped with $\|\cdot\|_{B V}$.

## Boundary Value Problems

We start with a boundary value problem in a nonclassical setting. Consider the second order equation

$$
\begin{equation*}
x^{\prime \prime}(t)=-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1 \text {, } \tag{7.3.1}
\end{equation*}
$$

subject to the coupled boundary conditions

$$
\begin{equation*}
x(0)=A_{0} x \quad \text { and } \quad x(1)=A_{1} x \tag{7.3.2}
\end{equation*}
$$

where $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ are given linear functionals. In the following we refer to the boundary value problem (7.3.1) together with the boundary conditions (7.3.2) by the symbol (BVP). In order to solve (BVP) with Theorem 7.1.30, we consider the Hammerstein integral equation

$$
\begin{equation*}
x(t)=A x(t)+\lambda \int_{0}^{1} \kappa(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.3.3}
\end{equation*}
$$

where

$$
\kappa(t, s)= \begin{cases}t(1-s) & \text { for } 0 \leq t<s \leq 1  \tag{7.3.4}\\ (1-t) s & \text { for } 0 \leq s \leq t \leq 1\end{cases}
$$

is the usual Green's function of the second order derivative and $A$ is a linear operator from $B V$ into itself. The bridge between (7.3.3) and our (BVP) is now built by our next result. Denoting by

$$
A C^{1}:=\left\{x \in C^{1} \mid x^{\prime} \in A C\right\}
$$

the space of all continuously differentiable functions with derivative in $A C$, it says that any $x \in B V$ solving (7.3.3) automatically belongs to $A C^{1}$, provided that the linear operator $A: B V \rightarrow B V$ is defined by

$$
\begin{equation*}
A x(t)=(1-t) A_{0} x+t A_{1} x \quad \text { for } 0 \leq t \leq 1 \tag{7.3.5}
\end{equation*}
$$

where $A_{0}$ and $A_{1}$ are the linear functionals used in 7.3.2.
Proposition 7.3.1. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy $\left(H 11^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17), and let $A: B V \rightarrow B V$ be defined by (7.3.5). Then any function $x \in B V$ solving (7.3.3) is differentiable in $[0,1]$ and has an absolutely continuous derivative. Moreover, it satisfies (7.3.2) and solves (7.3.1) almost everywhere.
If, in addition, $g$ is continuous in $[0,1] \times \mathbb{R}$, then $x$ is of class $C^{2}$ and solves ( $B V P$ ) everywhere on $[0,1]$.

Proof. Assume that (7.3.3) is satisfied for some $x \in B V$ and some $\lambda \in \mathbb{R}$. First observe that $h(s):=g(s, x(s))$ belongs to $L_{\infty}$ because of (H11* $\left.\left(L_{\infty}\right)\right)$, (H16) and (H17). Moreover, we set

$$
\begin{aligned}
\varphi(t) & :=\int_{0}^{1} \kappa(t, s) g(s, x(s)) \mathrm{d} s \\
& =\int_{0}^{t}(1-t) \operatorname{sh}(s) \mathrm{d} s-\int_{1}^{t} t(1-s) h(s) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1
\end{aligned}
$$

By [150], the function $\varphi$ belongs to $A C$ with

$$
\varphi^{\prime}(t)=-\int_{0}^{t} \operatorname{sh}(s) \mathrm{d} s-\int_{1}^{t}(1-s) h(s) \mathrm{d} s \quad \text { for almost all } t \in[0,1]
$$

but since the right hand side is again in $A C$ we conclude that $\varphi \in C^{1}$ with $\varphi^{\prime} \in A C$. Moreover, we obtain

$$
\varphi^{\prime \prime}(t)=-t h(t)-(1-t) h(t)=-h(t) \quad \text { for almost all } t \in[0,1] .
$$

In addition, by definition of $A$ the function $A x$ is affine and hence of class $C^{2}$ with $(A x)^{\prime \prime}=0$. From (7.3.3) follows

$$
x(t)=A x(t)+\lambda \varphi(t) \quad \text { for } 0 \leq t \leq 1 ;
$$

in particular, this shows that 7.3.1) holds indeed almost everywhere in $[0,1]$. Moreover, since $\varphi(0)=\varphi(1)=0$, we obtain $x(0)=A x(0)=A_{0} x$ and $x(1)=A x(1)=A_{1} x$. Consequently, the first part of the proof is complete.
If, in addition, $g$ is continuous, then so must be $x^{\prime \prime}$ which means that $x$ is of class $C^{2}$ and solves (BVP) everywhere on $[0,1]$.

According to Proposition 7.3.1, in order to find a solution $x \in A C^{1}$ of (BVP) - and by this we mean a function $x \in A C^{1}$ that satisfies the boundary conditions (7.3.2) and the equation (7.3.1) almost everywhere on $[0,1]$ - all we have to do is to make sure that the norms of the two linear functionals $A_{0}$ and $A_{1}$ behave in such a way that the norm of the iterate operator $A^{n}$ shrinks below 1 for some $n \in \mathbb{N}$. We give two sufficient conditions for this in the following theorem the ideas of which come from [27].

Theorem 7.3.2. Assume that the function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies $\left(H 11^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17). Moreover, assume that the linear functionals $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ are bounded and satisfy one of the following two conditions.
(a) $\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}+2\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}}<1$.
(b) $A_{0} \mathbb{1}=A_{1} \mathbb{1}=0$ and $\left|A_{0} w-A_{1} w\right|<1$, where $w(t):=t$ for $t \in[0,1]$.

Then for each $R>0$ there is some $\varrho>0$ such that (BVP) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution $x \in \mathbb{B}_{R}\left(A C^{1}\right)$. Here, the space $A C^{1}$ is equipped with the norm $\|\cdot\|_{B V}$. If, in addition, $g$ is continuous in $[0,1] \times \mathbb{R}$, then every such solution is of class $C^{2}$.

Proof. Define $A$ as in Proposition 7.3.1, that is, $A x=(\mathbb{1}-w) A_{0} x+w A_{1} x$. Since $A_{0}$ and $A_{1}$ are supposed to be bounded and linear, then so is $A$. We show for either of the two options (a) and (b) that there is some $n \in \mathbb{N}$ such that $\left\|A^{n}\right\|_{B V \rightarrow B V}<$ 1. Once this is done, Theorem 7.1.30 tells us that for each $R>0$ there is some $\varrho>0$ such that the integral equation (7.3.3) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution $x \in \mathbb{B}_{R}(B V)$. By Proposition 7.3.1, the solution $x$ belongs to $A C^{1}$, has the correct boundary values according to (7.3.2) and satisfies 7.3.1) almost everywhere. Note that $\kappa$ satisfies $\left(\mathrm{H} 12\left(L_{1}\right)\right)$ and (H18), because $\operatorname{Var}(\kappa(\cdot, s))=2 s(1-s)$ for all $s \in[0,1]$, and hence Theorem 7.1.30 is applicable. If $g$ is continuous, then $x$ is twice continuously differentiable.
It remains to show $\left\|A^{n}\right\|_{B V \rightarrow B V}<1$ for some $n \in \mathbb{N}$ provided that $A_{0}$ and $A_{1}$ satisfy (a) or (b). Let us start with (a). We have for any $x \in B V$,

$$
\begin{aligned}
\|A x\|_{B V} & =\left\|\mathbb{1} A_{0} x+w\left(A_{1}-A_{0}\right) x\right\|_{B V} \leq\|\mathbb{1}\|_{B V}\left|A_{0} x\right|+\|w\|_{B V}\left|\left(A_{1}-A_{0}\right) x\right| \\
& \leq\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}\|x\|_{B V}+2\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}}\|x\|_{B V} .
\end{aligned}
$$

Consequently,

$$
\|A\|_{B V \rightarrow B V} \leq\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}+2\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}}<1
$$

by (a), showing that $A$ is a contraction. In this case, we may take $n=1$.
We now assume that $A_{0}$ and $A_{1}$ satisfy option (b). Note that in this case, $A \mathbb{1}=\mathbb{0}$. By induction, we first prove that the iterates of $A$ are given by

$$
\begin{equation*}
A^{n+2} x=\left((\mathbb{1}-w) A_{0} w+w A_{1} w\right)\left(A_{1} w-A_{0} w\right)^{n}\left(A_{1} x-A_{0} x\right) \tag{7.3.6}
\end{equation*}
$$

for $x \in B V, n \in \mathbb{N}_{0}$, where we set $0^{0}:=1$. First, we have

$$
\begin{aligned}
A(A x) & =A\left((\mathbb{1}-w) A_{0} x+w A_{1} x\right)=A(\mathbb{1}-w) A_{0} x+A w A_{1} x=A w\left(A_{1} x-A_{0} x\right) \\
& =\left((\mathbb{1}-w) A_{0} w+w A_{1} w\right)\left(A_{1} x-A_{0} x\right)
\end{aligned}
$$

and this is 7.3.6 for $n=0$. Moreover,

$$
\begin{aligned}
A_{1}(A x)- & A_{0}(A x) \\
& =\left(A_{1}-A_{0}\right)\left((\mathbb{1}-w) A_{0} x+w A_{1} x\right) \\
& =\left(A_{1}-A_{0}\right)(\mathbb{1}-w) A_{0} x+\left(A_{1}-A_{0}\right) w A_{1} x=\left(A_{1}-A_{0}\right) w\left(A_{1} x-A_{0} x\right) \\
& =\left(A_{1} w-A_{0} w\right)\left(A_{1} x-A_{0} x\right) .
\end{aligned}
$$

From this we deduce that if 7.3 .6 has been proven for some $n \in \mathbb{N}_{0}$, then

$$
\begin{aligned}
A^{n+3} x & =A^{n+2}(A x)=\left((\mathbb{1}-w) A_{0} w+w A_{1} w\right)\left(A_{1} w-A_{0} w\right)^{n}\left(A_{1}(A x)-A_{0}(A x)\right) \\
& =\left((\mathbb{1}-w) A_{0} w+w A_{1} w\right)\left(A_{1} w-A_{0} w\right)^{n+1}\left(A_{1} x-A_{0} x\right)
\end{aligned}
$$

By induction, (7.3.6) is established. As a consequence we get for $n \geq 2$,
$\left\|A^{n}\right\|_{B V \rightarrow B V} \leq\left\|(\mathbb{1}-w) A_{0} w+w A_{1} w\right\|_{B V}\left|A_{1} w-A_{0} w\right|^{n-2}\left(\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}+\left\|A_{1}\right\|_{B V \rightarrow \mathbb{R}}\right)$,
and since $\left|A_{1} w-A_{0} w\right|<1$ by (b) we find some $n \in \mathbb{N}$ such that $\left\|A^{n}\right\|_{B V \rightarrow B V}<1$.
Let us now pass to some example showing how to apply Theorem 7.3.2. The following is similar to an example from [27] and builds on option (a) of Theorem 7.3.2.
Example 7.3.3. Consider the boundary value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.7}\\
x(0) & =\frac{1}{7} x(1 / 2)+\frac{1}{6} x(2 / 3) \\
x(1) & =\frac{1}{7} x(1 / 4)+\frac{1}{6} x(4 / 5)
\end{array}\right\}
$$

with $g$ satisfying $\left(\mathrm{H}_{1} 1^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17). We are interested in finding a solution $x \in A C^{1}$. In the notation used in 7.3 .2 we define our functionals $A_{0}$ and $A_{1}$ by

$$
A_{0} x:=\frac{1}{7} x(1 / 2)+\frac{1}{6} x(2 / 3) \quad \text { and } \quad A_{1} x:=\frac{1}{7} x(1 / 4)+\frac{1}{6} x(4 / 5) .
$$

Then $A_{0}$ and $A_{1}$ are bounded linear functionals on $B V$ with

$$
\left|A_{0} x\right| \leq \frac{1}{7}\|x\|_{\infty}+\frac{1}{6}\|x\|_{\infty} \leq \frac{13}{42}\|x\|_{B V}
$$

and

$$
\begin{aligned}
\left|A_{0} x-A_{1} x\right| & =\left|\frac{1}{7}(x(1 / 2)-x(1 / 4))+\frac{1}{6}(x(2 / 3)-x(4 / 5))\right| \\
& \leq \frac{1}{7} \operatorname{Var}(x)+\frac{1}{6} \operatorname{Var}(x) \leq \frac{13}{42}\|x\|_{B V}
\end{aligned}
$$

Thus,

$$
\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}+2\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}} \leq \frac{39}{42}<1
$$

which means that $A_{0}$ and $A_{1}$ satisfy option (a) of Theorem 7.3.2. Accordingly, 7.3.7) has for small $|\lambda|$ an $A C^{1}$-solution. Observe that $A_{0}$ and $A_{1}$ do not satisfy option (b), as $A_{0} \mathbb{1}=A_{1} \mathbb{1}=13 / 42 \neq 0$.

The next example shows that in some cases only option (b) in Theorem 7.3.2 can be used.

Example 7.3.4. Consider the boundary value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1,  \tag{7.3.8}\\
x(0) & =3 x(1 / 2)-3 x(2 / 3), \\
x(1) & =2 x(1 / 4)-2 x(4 / 5)
\end{array}\right\}
$$

with $g$ satisfying $\left(\mathrm{H} 11^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17). We are interested in finding a solution $x \in A C^{1}$. In the notation used in 7.3.2 we define our functionals $A_{0}$ and $A_{1}$ by

$$
A_{0} x:=3 x(1 / 2)-3 x(2 / 3) \quad \text { and } \quad A_{1} x:=2 x(1 / 4)-2 x(4 / 5)
$$

Then $A_{0}$ and $A_{1}$ are bounded linear functionals on $B V$ with $A_{0} \mathbb{1}=A_{1} \mathbb{1}=0$ and, writing $w(t)=t$ as in Theorem 7.3.2.

$$
\left|A_{0} w-A_{1} w\right|=\left|\frac{3}{2}-2-\frac{1}{2}+\frac{8}{5}\right|=\frac{3}{5}<1
$$

which means that $A_{0}$ and $A_{1}$ satisfy option (b) of Theorem 7.3.2. Accordingly, 7.3.8) has for small $|\lambda|$ an $A C^{1}$-solution. Observe that $A_{0}$ and $A_{1}$ do not satisfy option (a), because

$$
\frac{A_{0} \chi_{[0,1 / 2]}}{\left\|\chi_{[0,1 / 2]}\right\|_{B V}}=\frac{3}{2}
$$

and so $\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}} \geq 3 / 2>1$.
Unfortunately, in some cases, neither option (a) nor option (b) of Theorem 7.3.2 can be used. We give a third example.

Example 7.3.5. Consider the boundary value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.9}\\
x(0) & =x(1 / 3)+x(2 / 3) \\
x(1) & =-\frac{1}{2} x(1 / 3)-\frac{1}{2} x(2 / 3),
\end{array}\right\}
$$

with $g$ satisfying $\left(\mathrm{H}_{1} 1^{*}\left(L_{\infty}\right)\right.$ ), (H16) and (H17). In the notation used in (7.3.2) we define our functionals $A_{0}$ and $A_{1}$ by

$$
A_{0} x:=x(1 / 3)+x(2 / 3) \quad \text { and } \quad A_{1} x:=-\frac{1}{2} x(1 / 3)-\frac{1}{2} x(2 / 3)
$$

Then $A_{0}$ and $A_{1}$ are bounded linear functionals on $B V$. However, $A_{0} \mathbb{1}=2 \neq 0$, and so option (b) of Theorem 7.3.2 cannot be used. But (a) cannot be used either, because the same equality also shows $\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}} \geq 2$.

We therefore generalize the ideas of Theorem 7.3.2. Due to the special structure of the linear operator $A$ defined in (7.3.5) it is possible to give an exact formula for its spectral radius. For this purpose we prove first an abstract result about the spectral radius of linear operators of a slightly more general form than 7.3.5 which might be of its own interest.

Proposition 7.3.6. Let $(X,\|\cdot\|)$ be a real Banach space, let $A_{0}, A_{1}: X \rightarrow \mathbb{R}$ be bounded linear functionals and let $v, w \in X$ be fixed. Then for the spectral radius $\Re$ of the operator $A: X \rightarrow X$, defined by

$$
\begin{equation*}
A x=v A_{0} x+w A_{1} x \quad \text { for } x \in X \tag{7.3.10}
\end{equation*}
$$

we have the relationship

$$
\mathfrak{R}(A)=\mathfrak{R}\left(\begin{array}{ll}
A_{0} v & A_{1} v  \tag{7.3.11}\\
A_{0} w & A_{1} w
\end{array}\right)
$$

Proof. For this proof we set

$$
C:=\left(\begin{array}{ll}
A_{0} v & A_{1} v \\
A_{0} w & A_{1} w
\end{array}\right) .
$$

We first prove the " $\leq$ "-part in 7.3 .11 and begin by showing that the iterates of $A$ can be written in the form

$$
\begin{equation*}
A^{n} x=v a_{n} x+w b_{n} x \quad \text { for } x \in X \tag{7.3.12}
\end{equation*}
$$

where $a_{n}, b_{n}: X \rightarrow \mathbb{R}$ are linear functionals satisfying for all $x \in X$ the linear recursions

$$
\begin{array}{rll}
a_{n+1} x=a_{n} v A_{0} x+a_{n} w A_{1} x & \text { and } & a_{1} x:=A_{0} x \\
b_{n+1} x=b_{n} v A_{0} x+b_{n} w A_{1} x & \text { and } & b_{1} x:=A_{1} x . \tag{7.3.14}
\end{array}
$$

Indeed, once the formula (7.3.12 for $A^{n}$ has been established for some $n \in \mathbb{N}$, we get

$$
\begin{align*}
A^{n+1} x & =A^{n}(A x)=v a_{n}(A x)+w b_{n}(A x) \\
& =v \cdot\left(a_{n} v A_{0} x+a_{n} w A_{1} x\right)+w \cdot\left(b_{n} v A_{0} x+b_{n} w A_{1} x\right)  \tag{7.3.15}\\
& =v a_{n+1} x+w b_{n+1} x .
\end{align*}
$$

Plugging $v$ and $w$ for $x$ into the recursion formulas (7.3.13) and 7.3.14 we see that the four numbers $a_{n} v, a_{n} w, b_{n} v$ and $b_{n} w$ put into the matrix

$$
B_{n}:=\left(\begin{array}{cc}
a_{n} v & b_{n} v \\
a_{n} w & b_{n} w
\end{array}\right)
$$

in turn satisfy the matrix recursion $B_{n+1}=C B_{n}$ for all $n \in \mathbb{N}$ with $B_{1}=C$. Thus, $B_{n+1}=C B_{n}$ and hence

$$
\begin{equation*}
B_{n}=C^{n} \quad \text { for all } n \in \mathbb{N} \tag{7.3.16}
\end{equation*}
$$

Setting

$$
M:=\max \left\{\|v\|\left\|A_{0}\right\|_{X \rightarrow \mathbb{R}},\|v\|\left\|A_{1}\right\|_{X \rightarrow \mathbb{R}},\|w\|\left\|A_{0}\right\|_{X \rightarrow \mathbb{R}},\|w\|\left\|A_{1}\right\|_{X \rightarrow \mathbb{R}}\right\}
$$

we obtain from 7.3.15

$$
\begin{aligned}
&\left\|A^{n+1}\right\|_{X \rightarrow X} \leq\|v\|\left(\left|a_{n} v\right|\left\|A_{0}\right\|_{X \rightarrow \mathbb{R}}+\left|a_{n} w\right|\left\|A_{1}\right\|_{X \rightarrow \mathbb{R}}\right) \\
& \quad+\|w\|\left(\left|b_{n} v\right|\left\|A_{0}\right\|_{X \rightarrow \mathbb{R}}+\left|b_{n} w\right|\left\|A_{1}\right\|_{X \rightarrow \mathbb{R}}\right) \\
& \leq M\left(\left|a_{n} v\right|+\left|a_{n} w\right|+\left|b_{n} v\right|+\left|b_{n} w\right|\right) \leq 2 M\left\|B_{n}\right\|_{\infty}=2 M\left\|C^{n}\right\|_{\infty}
\end{aligned}
$$

where $\|\cdot\|_{\infty}$ denotes the row sum norm of a matrix. Consequently, by Gelfand's formula,

$$
\mathfrak{R}(A)=\lim _{n \rightarrow \infty}\left\|A^{n+1}\right\|_{X \rightarrow X}^{1 / n} \leq \lim _{n \rightarrow \infty}\left(2 M\left\|C^{n}\right\|_{\infty}\right)^{1 / n}=\lim _{n \rightarrow \infty}\left\|C^{n}\right\|_{\infty}^{1 / n}=\mathfrak{R}(C)
$$

and this is the inequality " $\leq$ " in (7.3.11).
We now prove the remaining inequality " $\geq$ " in (7.3.11) and distinguish between the cases when $v$ and $w$ are linearly dependent respectively independent in $X$.
Case 1: Assume $w=\lambda v$ for some $\lambda \in \mathbb{R}$. In this case, we have

$$
C=\left(\begin{array}{cc}
A_{0} v & A_{1} v \\
\lambda A_{0} v & \lambda A_{1} v
\end{array}\right)
$$

with $\mathfrak{R}(C)=\left|A_{0} v+\lambda A_{1} v\right|$. Moreover, we get for the linear functional $L:=A_{0}+\lambda A_{1}$,

$$
\begin{aligned}
A x & =v\left(A_{0}+\lambda A_{1}\right) x=v L x, \\
A^{2} x & =A(A x)=v L(v L x)=v L v L x \\
A^{3} x & =A^{2}(A x)=v L v L(v L x)=v(L v)^{2} L x
\end{aligned}
$$

and inductively

$$
\begin{equation*}
A^{n} x=v(L v)^{n-1} L x \quad \text { for all } n \in \mathbb{N}, x \in X \tag{7.3.17}
\end{equation*}
$$

where we set $0^{0}:=1$ again. If $v=0$, we also have $w=0$ and hence $A=0$ and $C=0$ which implies $\mathfrak{R}(A)=\mathfrak{R}(C)=0$. We therefore assume $v \neq 0$. If $L x=0$ for all $x \in X$, we have $A_{0}=-\lambda A_{1}$ which implies on the one hand $A x=0$ for all $x \in X$ and hence $\mathfrak{R}(A)=0$, and on the other hand

$$
C=\left(\begin{array}{cc}
-\lambda A_{1} v & A_{1} v \\
-\lambda^{2} A_{1} v & \lambda A_{1} v
\end{array}\right)
$$

with $\mathfrak{R}(C)=0=\mathfrak{R}(A)$. We therefore suppose that there is some $y \in X$ with $L y \neq 0$ and $\|y\|=1$. Consequently, by 7.3.17,

$$
\left\|A^{n}\right\|_{X \rightarrow X} \geq\left\|A^{n} y\right\|=\|v\|\left|A_{0} v+\lambda A_{1} v\right|^{n-1}|L y|
$$

and hence by Gelfand's formula

$$
\mathfrak{R}(A)=\lim _{n \rightarrow \infty}\left\|A^{n}\right\|_{X \rightarrow X}^{1 / n} \geq\left|A_{0} v+\lambda A_{1} v\right|=\mathfrak{R}(C)
$$

This proves the " $\geq$ "-part in 7.3.11 for Case 1.
Case 2: Assume $w \neq \mu v$ for all $\mu \in \mathbb{R}$. By definition, the spectral radius of the operator $A$ on the real space $X$ is the spectral radius of its complexification $A: X_{\mathbb{C}} \rightarrow X_{\mathbb{C}}$, defined by $A(x+i y):=A(x)+i A(y)$, where $X_{\mathbb{C}}:=\{x+i y \mid x, y \in X\}$ denotes the complexification of $X$ equipped with the norm

$$
\|x+i y\|_{X_{\mathbb{C}}}=\max _{t \in[0,2 \pi]}\|\cos (t) x+\sin (t) y\|
$$

and the common addition and multiplication with complex scalars. In addition, we have

$$
\|x\|=\|x\|_{X_{\mathbb{C}}}=\|i x\|_{X_{\mathbb{C}}} \text { for all } x \in X \quad \text { and } \quad\|A\|_{X \rightarrow X}=\|A\|_{X_{\mathbb{C}} \rightarrow X_{\mathbb{C}}}
$$

Similarly, we complexify the functionals $A_{0}$ and $A_{1}$ by extending them to the functionals $A_{0}, A_{1}: X_{\mathbb{C}} \rightarrow \mathbb{C}$ via

$$
A_{0}(x+i y)=A_{0} x+i A_{0} y \quad \text { and } \quad A_{1}(x+i y)=A_{1} x+i A_{1} y
$$

By splitting into real and imaginary parts we see that then

$$
A z=v A_{0} z+w A_{1} z \quad \text { for all } z \in X_{\mathbb{C}} .
$$

Let now $\lambda \in \mathbb{C}$ be an eigenvalue of $C^{T}$ with eigenvector $u=\left(u_{1}, u_{2}\right) \in \mathbb{C}^{2} \backslash\{(0,0)\}$, that is,

$$
u^{T} C=\lambda u^{T}
$$

which means

$$
\begin{equation*}
u_{1} A_{0} v+u_{2} A_{0} w=\lambda u_{1} \quad \text { and } \quad u_{1} A_{1} v+u_{2} A_{1} w=\lambda u_{2} \tag{7.3.18}
\end{equation*}
$$

Since $v$ and $w$ are linearly independent in $X$, there are $x, y \in X$ with

$$
A x=\operatorname{Re}\left(u_{1}\right) v+\operatorname{Re}\left(u_{2}\right) w \quad \text { and } \quad A y=\operatorname{Im}\left(u_{1}\right) v+\operatorname{Im}\left(u_{2}\right) w
$$

Setting $z:=x+i x \in X_{\mathbb{C}}$, this leads to

$$
A z=A(x+i y)=A x+i A y=v u_{1}+w u_{2}
$$

and since $v$ and $w$ are linearly independent in $X$ and $u=\left(u_{1}, u_{2}\right) \neq(0,0)$, we conclude $A z \neq 0$. We obtain from 7.3.18

$$
\begin{aligned}
A(A z) & =v A_{0}(A z)+w A_{1}(A z)=v\left(u_{1} A_{0} v+u_{2} A_{0} w\right)+w\left(u_{1} A_{1} v+u_{2} A_{1} w\right) \\
& =\lambda\left(u_{1} v+u_{2} w\right)=\lambda A z
\end{aligned}
$$

Since $A z \neq 0$ we conclude that $A z$ is an eigenvector and $\lambda$ is an eigenvalue of (the complexification of) $A$. Consequently, $\mathfrak{R}(A) \geq \mathfrak{R}\left(C^{T}\right)=\mathfrak{R}(C)$.

Let us look at an example in the very simple case that $X=\mathbb{R}$.

Example 7.3.7. For $X=\mathbb{R}$ consider the functional $A x=v A_{0} x+w A_{1} x$, where $A_{0} x:=a x, A_{1} x:=b x$ and $a, b, v, w \in \mathbb{R}$ are constants. Then $A x=(a v+b w) x$, and the iterates of $A$ are given by $A^{n} x=(a v+b w)^{n} x$. Thus, $\mathfrak{R}(A)=|a v+b w|$. On the other hand it is easy to see that the matrix

$$
C=\left(\begin{array}{ll}
A_{0} v & A_{1} v \\
A_{0} w & A_{1} w
\end{array}\right)=\left(\begin{array}{cc}
a v & b v \\
a w & b w
\end{array}\right)
$$

has the two eigenvalues 0 and $a v+b w$. Again, $\mathfrak{R}(C)=|a v+b w|$, in accordance with Proposition 7.3.6.

The following refinement of Theorem 7.3.2 is now immediate.
Theorem 7.3.8. Assume that the function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies $\left(H 11^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17). Moreover, assume that the linear functionals $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ are bounded with

$$
\mathfrak{R}\left(\begin{array}{ll}
A_{0} v & A_{1} v  \tag{7.3.19}\\
A_{0} w & A_{1} w
\end{array}\right)<1,
$$

where the functions $v, w \in B V$ are defined by $v(t)=1-t$ and $w(t)=t$ for $t \in[0,1]$. Then for each $R>0$ there is some $\varrho>0$ such that (BVP) has for fixed $\lambda \in(-\varrho, \varrho)$ a solution $x \in \mathbb{B}_{R}\left(A C^{1}\right)$. Here, the space $A C^{1}$ is equipped with the norm $\|\cdot\|_{B V}$. If, in addition, $g$ is continuous on $[0,1] \times \mathbb{R}$, then every such solution is of class $C^{2}$.

Proof. The argument is similar as in the proof of Theorem 7.3.2. Accordingly, we only need to show that the operator $A x=v A_{0} x+w A_{1} x$ satisfies $\left\|A^{n}\right\|_{B V \rightarrow B V}<1$ for some $n \in \mathbb{N}$. But this is clear, because (7.3.19) in combination with Proposition 7.3.6 yields that $\mathfrak{R}(A)<1$.

Before we turn back to Example 7.3.5, let us mention that Theorem 7.3 .2 is completely covered by Theorem 7.3.8. Indeed, in the proof of Theorem 7.3.2 we have shown that under the option (a) or (b) we have $\mathfrak{R}(A)<1$ and thus

$$
\mathfrak{R}\left(\begin{array}{ll}
A_{0} v & A_{1} v \\
A_{0} w & A_{1} w
\end{array}\right)<1
$$

by Proposition 7.3.6. Moreover, Theorem 7.3 .8 has three further advantages: First, since it uses the spectral radius of the operator $A$ and not its norm, Theorem 7.3 .8 is independent of the norm used in $B V$. Indeed, one may show that Theorem 7.3.2 still holds if $B V$ is equipped with the smaller norm $\|x\|_{B V}^{*}=|x(0)|+\operatorname{Var}(x)$. In this case, option (a) can be replaced by

$$
\begin{equation*}
\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}^{*}+\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}}^{*}<1 \tag{*}
\end{equation*}
$$

where $\|\cdot\|_{B V \rightarrow \mathbb{R}}^{*}$ is the operator norm for linear functionals from $\left(B V,\|\cdot\|_{B V}^{*}\right)$ into $(\mathbb{R},|\cdot|)$; for instance, this was done in [27] in the subspace $B V \cap C$ of $B V$, equipped with the norm $\|\cdot\|_{B V}^{*}$ for functionals $A_{0}$ and $A_{1}$, defined via Riemann-Stieltjes integrals.

Second, 7.3.19) is easier to varify than the options given in Theorem 7.3.2. And third, in the following example, in which we come back to Example 7.3.5, we show that neither Theorem 7.3 .2 nor its modification with ( $\mathrm{a}^{*}$ ) may be applied to (BVP) while Theorem 7.3 .8 may be, indeed. So Theorem 7.3 .8 is stronger than Theorem 7.3.2,
Example 7.3.9. Consider again the boundary value problem from Example 7.3 .5 with the functionals

$$
A_{0} x:=x(1 / 3)+x(2 / 3) \quad \text { and } \quad A_{1} x:=-\frac{1}{2} x(1 / 3)-\frac{1}{2} x(2 / 3) .
$$

There we have seen that $A_{0} \mathbb{1}=2 \neq 0$ holds and hence that Theorem 7.3.2 cannot be applied. But neither can its modification with ( $\mathrm{a}^{*}$ ), because the same equality shows $\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}^{*} \geq 2$, as $\|\mathbb{1}\|_{B V}=\|\mathbb{1}\|_{B V}^{*}=1$.
However, the matrix in (7.3.8) becomes

$$
\left(\begin{array}{ll}
A_{0} v & A_{1} v \\
A_{0} w & A_{1} w
\end{array}\right)=\left(\begin{array}{ll}
1 & -1 / 2 \\
1 & -1 / 2
\end{array}\right)
$$

and has the eigenvalues 0 and $1 / 2$. Thus, Theorem 7.3 .8 may be applied.
Summarizing the previous examples, we always considered boundary conditions of the form

$$
\begin{equation*}
x(0)=a x\left(\tau_{1}\right)+b x\left(\tau_{2}\right) \quad \text { and } \quad x(1)=c x\left(\sigma_{1}\right)+d x\left(\sigma_{2}\right) \tag{7.3.20}
\end{equation*}
$$

where $a, b, c, d \in \mathbb{R}$ and $\tau_{1}, \tau_{2}, \sigma_{1}, \sigma_{2} \in[0,1]$ are given. The estimate (7.3.19) now says that Theorem 7.3 .8 may be applied if and only if

$$
\mathfrak{R}\left(\begin{array}{cc}
a\left(1-\tau_{1}\right)+b\left(1-\tau_{2}\right) & c\left(1-\sigma_{1}\right)+d\left(1-\sigma_{2}\right)  \tag{7.3.21}\\
a \tau_{1}+b \tau_{2} & c \sigma_{1}+d \sigma_{2}
\end{array}\right)<1
$$

Instead of considering "local" boundary conditions of type 7.3.20, we may - of course - also look at "global" boundary conditions like, for instance,

$$
x(0)=\int_{0}^{1} k_{0}(s) x(s) \mathrm{d} s \quad \text { and } \quad x(1)=\int_{0}^{1} k_{1}(s) x(s) \mathrm{d} s
$$

where $k_{0}, k_{1} \in L_{1}$. Then $A_{0}$ and $A_{1}$ are defined by

$$
A_{0} x=\int_{0}^{1} k_{0}(s) x(s) \mathrm{d} s \quad \text { and } \quad A_{1} x=\int_{0}^{1} k_{1}(s) x(s) \mathrm{d} s
$$

and thus Theorem 7.3 .8 may be applied if and only if

$$
\mathfrak{R}\left(\begin{array}{cc}
\int_{0}^{1} k_{0}(s)(1-s) \mathrm{d} s & \int_{0}^{1} k_{1}(s)(1-s) \mathrm{d} s \\
\int_{0}^{1} k_{0}(s) s \mathrm{~d} s & \int_{0}^{1} k_{1}(s) s \mathrm{~d} s
\end{array}\right)<1 .
$$

Example 7.3.10. Consider the boundary value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.22}\\
x(0) & =x(1)=\frac{1}{2} \int_{0}^{1} x(s) \mathrm{d} s
\end{array}\right\}
$$

We then have $k_{0}=k_{1} \equiv 1 / 2$ and

$$
\mathfrak{R}\left(\begin{array}{cc}
\int_{0}^{1} k_{0}(s)(1-s) \mathrm{d} s & \int_{0}^{1} k_{1}(s)(1-s) \mathrm{d} s \\
\int_{0}^{1} k_{0}(s) s \mathrm{~d} s & \int_{0}^{1} k_{1}(s) s \mathrm{~d} s
\end{array}\right)=\mathfrak{R}\left(\begin{array}{cc}
1 / 4 & 1 / 4 \\
1 / 4 & 1 / 4
\end{array}\right)=\frac{1}{2}<1
$$

Thus, under the assumptions of Theorem 7.3 .8 we find for small $|\lambda|$ a solution $x \in$ $A C^{1}$.

Before we turn to initial value problems we point out that condition (7.3.19) is not necessary for (BVP) to have a solution in $A C^{1}$.

Example 7.3.11. Consider the boundary value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =\lambda x(t)\left(2+4 t^{2}\right) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.23}\\
x(0) & =e^{-1 / 4} x(1 / 2) \\
x(1) & =e^{3 / 4} x(1 / 2)
\end{array}\right\}
$$

In the notation of 7.3.20 we have $a=e^{-1 / 4}, b=d=0, c=e^{3 / 4}$ and $\tau_{1}=\sigma_{1}=1 / 2$. Thus, the spectral radius of the matrix in (7.3.21) becomes

$$
\mathfrak{R}\left[\frac{1}{2}\left(\begin{array}{ll}
e^{-1 / 4} & e^{3 / 4} \\
e^{-1 / 4} & e^{3 / 4}
\end{array}\right)\right]=\frac{1+e}{2 e^{1 / 4}}>1
$$

Nevertheless, it is easy to check that the function $x(t)=\exp \left(t^{2}\right)$ is an (even analytic) solution to the boundary value problem (7.3.23) for $\lambda=1$.

The theory developed in this section may be applied to other similar boundary value problems than those we have considered in the examples so far. Instead of inundating the reader in too much technicalities, we skip the details and will be brief, because the arguments are similar as those used before.
Consider the third order boundary value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.24}\\
x^{\prime}(0) & =A_{0} x \\
x^{\prime}(1) & =A_{1} x
\end{array}\right\}
$$

where $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ are bounded linear functionals. We are looking for solutions $x$ in the space

$$
A C^{2}:=\left\{x \in C^{2} \mid x^{\prime \prime} \in A C\right\}
$$

by which we mean a function $x \in A C^{2}$ that satisfies the differential equation

$$
x^{\prime \prime \prime}(t)=-\lambda g(t, x(t))
$$

almost everywhere in $[0,1]$ and has the correct boundary values $x^{\prime}(0)=A_{0} x$ and $x^{\prime}(1)=A_{1} x$. In order to find such a solution we solve the integral equation

$$
\begin{equation*}
x(t)=A x(t)+\lambda \int_{0}^{t} \int_{0}^{1} \kappa(\tau, s) g(s, x(s)) \mathrm{d} s \mathrm{~d} \tau \quad \text { for } 0 \leq t \leq 1 \tag{7.3.25}
\end{equation*}
$$

instead of (7.3.3) in the space $B V$, where $\kappa$ is again the Green's function (7.3.4), and the linear operator $A: B V \rightarrow B V$ is now given by

$$
A x:=-\frac{1}{2}(1-t)^{2} A_{0} x+\frac{1}{2} t^{2} A_{1} x=v A_{0} x+w A_{1} x
$$

where

$$
v(t)=-\frac{1}{2}(1-t)^{2} \quad \text { and } \quad w(t)=\frac{1}{2} t^{2} \quad \text { for } 0 \leq t \leq 1
$$

For $x \in A C^{2}$ the outer integral in 7.3.25 defines a differentiable function. Similarly as in Proposition 7.3 .1 one may show that any function $x \in B V$ satisfying (7.3.25) is a solution in $A C^{2}$ to the boundary value problem 7.3 .24 . Note that for the first derivative we have

$$
\begin{equation*}
x^{\prime}(t)=(1-t) A_{0} x+t A_{1} x+\lambda \int_{0}^{1} \kappa(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.3.26}
\end{equation*}
$$

and so indeed $x^{\prime}(0)=A_{0} x$ and $x^{\prime}(1)=A_{1} x$.
Now, in order to solve 7.3.25 we can use Fubini's Theorem to reduce the double integral to a single one and transform the integral equation into

$$
\begin{equation*}
x(t)=A x(t)+\lambda \int_{0}^{1} \hat{\kappa}(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.3.27}
\end{equation*}
$$

where

$$
\hat{\kappa}(t, s)=\int_{0}^{t} \kappa(\tau, s) \mathrm{d} \tau=\frac{1}{2} \begin{cases}s((2-t) t-s) & \text { for } 0 \leq s \leq t \leq 1 \\ t^{2}(1-s) & \text { for } 0 \leq t<s \leq 1\end{cases}
$$

Consequently, under the hypotheses of Theorem 7.3 .8 (with $v$ and $w$ as above), we may solve (7.3.27) and therefor also (7.3.25) exactly as we solved (BVP), namely with the help of Theorem 7.1.30.

## Initial Value Problems

The theory developed so far in this section can also be used to solve initial value problems with coupled nonclassical initial conditions. Such problems will be treated now. Consider again the second order equation (7.3.1), that is,

$$
\begin{equation*}
x^{\prime \prime}(t)=-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1 \text {, } \tag{7.3.28}
\end{equation*}
$$

but this time subject to the coupled initial conditions

$$
\begin{equation*}
x(0)=A_{0} x \quad \text { and } \quad x^{\prime}(0)=A_{1} x \tag{7.3.29}
\end{equation*}
$$

where $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ are given linear functionals. In the following we refer to the initial value problem (7.3.28) together with the initial conditions (7.3.29) by the symbol (IVP). In order to solve (IVP) we proceed similarly as we did to solve (BVP), but this time we use Theorem 7.2.15 instead of Theorem 7.1.30. To this purpose we consider the Volterra integral equation

$$
\begin{equation*}
x(t)=A x(t)+\lambda \int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1 \tag{7.3.30}
\end{equation*}
$$

where the Volterra kernel $\nu$ is given by

$$
\nu(t, s)= \begin{cases}s-t & \text { for } 0 \leq s \leq t \leq 1,  \tag{7.3.31}\\ 0 & \text { for } 0 \leq t<s \leq 1\end{cases}
$$

and $A$ is a linear operator from $B V$ into itself. The bridge between 7.3.30 and our (IVP) is now built by the following proposition which is a perfect analogue to Proposition 7.3.1.

Proposition 7.3.12. Let $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy (H11* $\left(L_{\infty}\right)$ ), (H16) and (H17), and let $A: B V \rightarrow B V$ be defined by

$$
\begin{equation*}
A x(t)=A_{0} x+t A_{1} x \quad \text { for } 0 \leq t \leq 1 . \tag{7.3.32}
\end{equation*}
$$

Then any function $x \in B V$ solving (7.3.30) is differentiable in $[0,1]$ and has an absolutely continuous derivative. Moreover, it satisfies (7.3.29) and solves (7.3.28) almost everywhere.
If, in addition, $g$ is continuous in $[0,1] \times \mathbb{R}$, then $x$ is of class $C^{2}$ and solves (IVP) everywhere on $[0,1]$.

Proof. Assume that (7.3.30) is satisfied for some $x \in B V$ and some $\lambda \in \mathbb{R}$. First observe that $h(s):=g(s, x(s))$ belongs to $L_{\infty}$ because of (H11* $\left.\left(L_{\infty}\right)\right)$, (H16) and (H17). Moreover, we set

$$
\varphi(t):=\int_{0}^{t} \nu(t, s) g(s, x(s)) \mathrm{d} s=\int_{0}^{t}(s-t) h(s) \mathrm{d} s \quad \text { for } 0 \leq t \leq 1
$$

By [150], the function $\varphi$ belongs to $A C$ with

$$
\varphi^{\prime}(t)=-\int_{0}^{t} h(s) \mathrm{d} s \quad \text { for almost all } t \in[0,1]
$$

but since the right hand side is again in $A C$ we conclude that $\varphi \in C^{1}$ with $\varphi^{\prime} \in A C$. Moreover, we obtain

$$
\varphi^{\prime \prime}(t)=-h(t) \quad \text { for almost all } t \in[0,1] .
$$

In addition, by definition of $A$ the function $A x$ is linear and hence of class $C^{2}$ with $(A x)^{\prime \prime}=0$. From 7.3.30 follows

$$
x(t)=A x(t)+\lambda \varphi(t) \quad \text { for } 0 \leq t \leq 1
$$

in particular, this shows that (7.3.28) holds indeed almost everywhere in [0,1]. Moreover, since $\varphi(0)=\varphi^{\prime}(0)=0$, we obtain $x(0)=A x(0)=A_{0} x$ and $x^{\prime}(0)=(A x)^{\prime}(0)=$ $A_{1} x$. Consequently, the first part of the proof is complete.
If, in addition, $g$ is continuous, then so must be $x^{\prime \prime}$ which means that $x$ is of class $C^{2}$ and solves (IVP) everywhere on $[0,1]$.

Proposition 7.3 .12 says that any $x \in B V$ solving (7.3.30 automatically belongs to $A C^{1}$. Consequently, in order to find a solution $x \in A C^{1}$ of (IVP) - and by this we mean a function $x \in A C^{1}$ that satisfies the initial conditions (7.3.29) and the equation (7.3.28) almost everywhere on $[0,1]$ - all we have to do is to make sure that the norms of the two linear functionals $A_{0}$ and $A_{1}$ behave in such a way that the norm of the iterate operator $A^{n}$, where $A$ is now given by (7.3.32), shrinks below 1 for some $n \in \mathbb{N}$. In Theorem 7.3.2 (a) we have given such a criterion which was so strong that the operator $A$ in 7.3.5 was a contraction. A similar criterion for the operator $A$ in 7.3.32 would now read

$$
\begin{equation*}
\max \left\{\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}},\left\|A_{0}+A_{1}\right\|_{B V \rightarrow \mathbb{R}}\right\}+\left\|A_{1}\right\|_{B V \rightarrow \mathbb{R}}<1 \tag{7.3.33}
\end{equation*}
$$

Indeed, since $t \mapsto A x(t)$ for fixed $x \in B V$ parameterizes a straight line through the points $\left(0, A_{0} x\right)$ and $\left(1, A_{0} x+A_{1} x\right)$ we can calculate its $B V$-norm explicitly and obtain

$$
\begin{aligned}
\|A x\|_{B V} & =\|A x\|_{\infty}+\operatorname{Var}(A x)=\max \left\{\left|A_{0} x\right|,\left|A_{0} x+A_{1} x\right|\right\}+\left|A_{1} x\right| \\
& \leq\left(\max \left\{\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}},\left\|A_{0}+A_{1}\right\|_{B V \rightarrow \mathbb{R}}\right\}+\left\|A_{1}\right\|_{B V \rightarrow \mathbb{R}}\right)\|x\|_{B V}
\end{aligned}
$$

Thus, the estimate 7.3 .33 guarantees $\|A\|_{B V \rightarrow B V}<1$, that is, $A$ is a contraction.
Example 7.3.13. Consider the initial value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.34}\\
x(0) & =\frac{1}{7} x(1 / 2)+\frac{1}{6} x(2 / 3), \\
x^{\prime}(0) & =\frac{1}{7} x(1 / 4)+\frac{1}{6} x(4 / 5),
\end{array}\right\}
$$

with $g$ satisfying $\left(\mathrm{H}_{11}\left(L_{\infty}\right)\right),(\mathrm{H} 16)$ and (H17). Note that the "right hand sides" of (7.3.34) are the same as in (7.3.7). Exactly as in Example 7.3.3 we define

$$
A_{0} x:=\frac{1}{7} x(1 / 2)+\frac{1}{6} x(2 / 3) \quad \text { and } \quad A_{1} x:=\frac{1}{7} x(1 / 4)+\frac{1}{6} x(4 / 5) .
$$

Then $A_{0}$ and $A_{1}$ are bounded linear functionals on $B V$ with

$$
\begin{aligned}
\left|A_{0} x\right|,\left|A_{1} x\right| & \leq \frac{1}{7}\|x\|_{\infty}+\frac{1}{6}\|x\|_{\infty} \leq \frac{13}{42}\|x\|_{B V}, \\
\left|A_{0} x+A_{1} x\right| & =\frac{1}{7}|x(1 / 2)+x(1 / 4)|+\frac{1}{6}|x(2 / 3)+x(4 / 5)| \\
& \leq \frac{2}{7}\|x\|_{\infty}+\frac{1}{3}\|x\|_{\infty} \leq \frac{13}{21}\|x\|_{B V} .
\end{aligned}
$$

Thus,

$$
\max \left\{\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}},\left\|A_{0}+A_{1}\right\|_{B V \rightarrow \mathbb{R}}\right\}+\left\|A_{1}\right\|_{B V \rightarrow \mathbb{R}} \leq \frac{13}{14}<1
$$

which means that $A_{0}$ and $A_{1}$ satisfy (7.3.33). Accordingly, (7.3.34) has for small $|\lambda|$ an $A C^{1}$-solution, analogously to the boundary value problem (7.3.7).

One may now think that option (a) of Theorem 7.3.2 always implies (7.3.33) or vice versa. But no such implication is true, as the following example shows.

Example 7.3.14. Define the two functionals $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ by

$$
A_{0} x:=A_{1} x:=\frac{1}{2} x(\tau)
$$

for some $\tau \in[0,1]$. Then $\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}=\left\|A_{1}\right\|_{B V \rightarrow \mathbb{R}}=1 / 2,\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}}=0$ and $\left\|A_{0}+A_{1}\right\|_{B V \rightarrow \mathbb{R}}=1$. Thus, the estimate $(7.3 .33)$ is violated, while (a) of Theorem 7.3 .2 is fulfilled.

On the other hand, if we instead define

$$
A_{0} x:=\frac{1}{3} x(\tau) \quad \text { and } \quad A_{1} x:=-\frac{1}{3} x(\tau)
$$

again for some fixed $\tau \in[0,1]$, then $\left\|A_{0}\right\|_{B V \rightarrow \mathbb{R}}=\left\|A_{1}\right\|_{B V \rightarrow \mathbb{R}}=1 / 3,\left\|A_{0}-A_{1}\right\|_{B V \rightarrow \mathbb{R}}=$ $2 / 3$ and $\left\|A_{0}+A_{1}\right\|_{B V \rightarrow \mathbb{R}}=0$. In this case, (a) of Theorem 7.3 .2 is violated while (7.3.33) is fulfilled.

We now jump to Theorem 7.3.8 and see how it looks like in the setting of (IVP). Since the structure of the linear operator $A$ in $(7.3 .32)$ is covered by Proposition 7.3 .6 we have a general method to calculate the spectral radius of $A$. Accordingly, we have the following analogue to Theorem 7.3.8.

Theorem 7.3.15. Assume that the function $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies $\left(H 11^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17). Moreover, assume that the linear functionals $A_{0}, A_{1}: B V \rightarrow \mathbb{R}$ are bounded with

$$
\mathfrak{R}\left(\begin{array}{ll}
A_{0} \mathbb{1} & A_{1} \mathbb{1}  \tag{7.3.35}\\
A_{0} w & A_{1} w
\end{array}\right)<1,
$$

where the function $w \in B V$ is defined by $w(t)=t$ for $t \in[0,1]$.
Then for each $R>0$ there is some $\varrho>0$ such that (IVP) has for fixed $\lambda \in(-\varrho, \varrho) a$ solution $x \in \mathbb{B}_{R}\left(A C^{1}\right)$. Here, the space $A C^{1}$ is equipped with the norm $\|\cdot\|_{B V}$. If, in addition, $g$ is continuous on $[0,1] \times \mathbb{R}$, then every such solution is of class $C^{2}$.

Proof. The argument is similar as in the proof of Theorem 7.3.8; we just have to change four things. The first is that we now consider the linear operator $A: B V \rightarrow B V$, defined by

$$
A x=\mathbb{1} A_{0} x+w A_{1} x \quad \text { for } x \in B V
$$

where $w(t)=t$. Second, we now use (7.3.35) together with Proposition 7.3.6 to guarantee that $\mathfrak{R}(A)<1$ and that we therefore find some $n \in \mathbb{N}$ such that $\left\|A^{n}\right\|_{B V \rightarrow B V}<1$. Third, Theorem 7.2.15 yields a solution $x \in B V$ of the Volterra equation 7.3.30). Fourth and finally, Proposition 7.3 .12 tells us that $x$ in fact belongs to $A C^{1}$ and solves (IVP). Moreover, it also tells us that if $g$ is continuous, then $x$ is of class $C^{2}$ and therefore a classical solution to (IVP).

Let us have a look back at Example 7.3.14.
Example 7.3.16. Consider the initial value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.36}\\
x(0) & =\frac{1}{2} x(1 / 2) \\
x^{\prime}(0) & =\frac{1}{2} x(1 / 2)
\end{array}\right\}
$$

with $g$ satisfying $\left(H 11^{*}\left(L_{\infty}\right)\right)$, (H16) and (H17). Using the functionals $A_{0} x:=\frac{1}{2} x(1 / 2)$ and $A_{1} x:=\frac{1}{2} x(1 / 2)$ which are precisely the functionals used in Example 7.3.14 for $\tau=1 / 2$ we have seen there that 7.3 .33 is violated; even worse, the operator $A x=$ $\mathbb{1} A_{0} x+w A_{1} x$ with $w(t)=t$ is no contraction in $B V$, as $\|A \mathbb{1}\|_{B V}=1$. However,

$$
\mathfrak{R}\left(\begin{array}{ll}
A_{0} \mathbb{1} & A_{1} \mathbb{1} \\
A_{0} w & A_{1} w
\end{array}\right)=\mathfrak{R}\left(\begin{array}{ll}
1 / 2 & 1 / 2 \\
1 / 4 & 1 / 4
\end{array}\right)=\frac{3}{4}<1
$$

and so Theorem 7.3 .15 tells us that 7.3 .36 has for small $|\lambda|$ an $A C^{1}$-solution.
Let us again look at the general kind of initial value problems we have considered so far in the previous examples. Similar to 7.3 .20 they have the form

$$
\begin{equation*}
x(0)=a x\left(\tau_{1}\right)+b x\left(\tau_{2}\right) \quad \text { and } \quad x^{\prime}(0)=c x\left(\sigma_{1}\right)+d x\left(\sigma_{2}\right) \tag{7.3.37}
\end{equation*}
$$

where $a, b, c, d \in \mathbb{R}$ and $\tau_{1}, \tau_{2}, \sigma_{1}, \sigma_{2} \in[0,1]$ are given. The estimate 7.3.35 now says that Theorem 7.3 .15 may be applied if and only if

$$
\mathfrak{R}\left(\begin{array}{cc}
a+b & c+d  \tag{7.3.38}\\
a \tau_{1}+b \tau_{2} & c \sigma_{1}+d \sigma_{2}
\end{array}\right)<1 .
$$

From this it is easily seen that there is also no inclusion between the two estimates (7.3.21) and 7.3.38).

Example 7.3.17. Let $\tau_{1}=\sigma_{1}=1 / 3, \tau_{2}=\sigma_{2}=2 / 3$ and $c=d=0$. Then the matrix in (7.3.21) becomes

$$
\left(\begin{array}{ll}
2 a / 3+b / 3 & 0 \\
a / 3+2 b / 3 & 0
\end{array}\right)
$$

with spectral radius $|2 a+b| / 3$, whereas the matrix in $(7.3 .38)$ turns into

$$
\left(\begin{array}{cc}
a+b & 0 \\
a / 3+2 b / 3 & 0
\end{array}\right)
$$

with spectral radius $|a+b|$. Consequently, for $a=-1 / 2$ and $b=5 / 2$ the spectral radius of the first matrix is $1 / 2$ while that of the second matrix is 2 . For $a=11 / 2$ and $b=-5$, however, it is exactly the other way round.
Similarly as we did for boundary value problems instead of considering "local" initial conditions of type (7.3.37), we may also look at "global" initial conditions like, for instance,

$$
x(0)=\int_{0}^{1} k_{0}(s) x(s) \mathrm{d} s \quad \text { and } \quad x^{\prime}(0)=\int_{0}^{1} k_{1}(s) x(s) \mathrm{d} s
$$

where $k_{0}, k_{1} \in L_{1}$. Then $A_{0}$ and $A_{1}$ are defined by

$$
A_{0} x=\int_{0}^{1} k_{0}(s) x(s) \mathrm{d} s \quad \text { and } \quad A_{1} x=\int_{0}^{1} k_{1}(s) x(s) \mathrm{d} s
$$

and thus Theorem 7.3.15 may be applied if and only if

$$
\mathfrak{R}\left(\begin{array}{cc}
\int_{0}^{1} k_{0}(s) \mathrm{d} s & \int_{0}^{1} k_{1}(s) \mathrm{d} s \\
\int_{0}^{1} k_{0}(s) s \mathrm{~d} s & \int_{0}^{1} k_{1}(s) s \mathrm{~d} s
\end{array}\right)<1
$$

Example 7.3.18. Consider the initial value problem

$$
\left.\begin{array}{rl}
x^{\prime \prime}(t) & =-\lambda g(t, x(t)) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.39}\\
x(0) & =x^{\prime}(0)=\int_{0}^{1} s x(s) \mathrm{d} s
\end{array}\right\}
$$

We then have $k_{0}(s)=k_{1}(s)=s$ and

$$
\mathfrak{R}\left(\begin{array}{cc}
\int_{0}^{1} k_{0}(s) \mathrm{d} s & \int_{0}^{1} k_{1}(s) \mathrm{d} s \\
\int_{0}^{1} k_{0}(s) s \mathrm{~d} s & \int_{0}^{1} k_{1}(s) s \mathrm{~d} s
\end{array}\right)=\mathfrak{R}\left(\begin{array}{cc}
1 / 2 & 1 / 2 \\
1 / 3 & 1 / 3
\end{array}\right)=\frac{5}{6}<1 .
$$

Thus, under the assumptions of Theorem 7.3 .15 we find for small $|\lambda|$ a solution $x \in$ $A C^{1}$.

As a last remark we point out that condition (7.3.35) is not necessary for (IVP) to have a solution in $A C^{1}$.
Example 7.3.19. Consider the initial value problem

$$
\left.\begin{array}{rlr}
x^{\prime \prime}(t) & =-4 \lambda\left(4 t^{2} x(t)+\sqrt{1-x(t)^{2}}\right) \quad \text { for } 0 \leq t \leq 1  \tag{7.3.40}\\
x(0) & =\sqrt{2} x(\sqrt{\pi / 8}) & \\
x^{\prime}(0) & =0 &
\end{array}\right\}
$$

In the notation of 7.3.37 we have $a=\sqrt{2}, b=c=d=0$ and $\tau_{1}=\sqrt{\pi / 8}$. Thus, the spectral radius of the matrix in 7.3 .38 becomes

$$
\mathfrak{R}\left(\begin{array}{cc}
\sqrt{2} & 0 \\
\sqrt{\pi} / 2 & 0
\end{array}\right)=\sqrt{2}>1 .
$$

Nevertheless, it is easy to check that the function $x(t)=\cos \left(2 t^{2}\right)$ is an (even analytic) solution to the initial value problem 7.3 .40 for $\lambda=1$.
To conclude, the situation here is basically the same as for (BVP).
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[^0]:    ${ }^{1}$ Whenever we talk about measurable functions or sets, we mean measurable with respect to the Lebesgue measure.

[^1]:    ${ }^{2}$ Giuseppe Vitali was the first who proved in 1905 in 148 the existence of such sets, but he used the axiom of choice. Without it an example of Vitali's type is in fact not possible, and this was proved later in 1970 by Solovay [143].

[^2]:    ${ }^{3}$ Nonoverlapping means here that the intersection of two intervals contains at most one point.

[^3]:    ${ }^{1}$ Compare to [6], Exercises 1.38, 1.41, 1.44, 1.45.

[^4]:    ${ }^{2}$ Compare to Example 3.1.9

[^5]:    ${ }^{3}$ In fact, it suffices to guarantee that affine functions of the form $x(t)=2 a t-a$ for infinitely many arbitrarily large $a>0$ are contained in $X$.

[^6]:    ${ }^{1}$ Such spaces will become very important in Section 4.1 for the investigation of the linear multiplication operator, see Definition 4.1.2 and below.

[^7]:    ${ }^{1}$ Recall that the terms "measurable" and "almost everywhere" in this thesis are always understood with respect to the Lebesgue measure.

[^8]:    ${ }^{1}$ Actually, there is a condition both necessary and sufficient for $N_{g}(B V) \subseteq B V$ given in [31, but it is far from being practical and extremely technical.

[^9]:    ${ }^{1}$ His original Italian notion is convergenza uniforme a tratti. In English literature, one sometimes finds the translation uniform convergence by segments.

[^10]:    ${ }^{2}$ See [14] and [15] and also [38] for his original definition.

[^11]:    ${ }^{3}$ See, for instance, 91 .

[^12]:    ${ }^{4}$ The first proof was given by Dini in 1878 in [51, but it can also (and perhaps more elegantly) be deduced from a theorem of Zygmund [138, Chapter VI, §7].

[^13]:    ${ }^{1}$ See Example 7.1.7

[^14]:    ${ }^{2}$ See Definition 5.2.47.

