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Zusammenfassung

Im Rahmen dieser Doktorarbeit wird der Einfluss elastischer Verspannungen auf
heteroepitaktisches Kristallwachstum mit Hilfe kinetischer Monte Carlo Simu-
lationen untersucht. Von besonderem Interesse ist hierbei die Gitterfehlanpas-
sung, die aus den unterschiedlichen Gitterkonstanten des Adsorbat- und des Sub-
stratmaterials herriithrt. Dieser Gitterunterschied zeigt weitreichende elastische
Verspannungseffekte mit starkem FEinfluss auf den gesamten Kristall und des-
sen Morphologie. Hauptgegenstand der vorliegenden Arbeit ist die Untersuchung
der wesentlichen Mechanismen, mittels deren die Kristallverspannungen abgebaut
werden. Dabei gilt es ferner die mafigeblichen Parameter zu bestimmen, die es
erlauben, die Relaxationsmechanismen zu kontrollieren.

Wiéhrend das erste einleitende Kapitel zunéchst an die Thematik heranfiihrt,
wird im zweiten Kapitel auf die Bedeutung der Molekularstrahlepitaxie (MBE)
und deren experimentelle Umsetzung eingegangen. Da epitaktisches Wachstum
fernab vom thermodynamischen Gleichgewicht stattfindet und somit stark von ki-
netischen Oberflachenprozessen beeinflusst wird, werden zunéchst die relevanten
mikroskopischen Prozesse beschrieben. Im Anschluss daran folgt ein Uberblick
iiber verschiedene unabhéngige Methoden, die zur Modellierung epitaktischem
Wachstums auf unterschiedlichen Zeit- und Léngenskalen dienen, gefolgt von
Charakterisierungsmoglichkeiten von Versetzungen und der Klassifizierung der
verschiedenen Wachstumsmoden, basierend auf thermodynamischen Betrachtun-
gen.

Das dritte Kapitel liefert eine detaillierte Beschreibung des verwendeten Mo-
dells und dessen Umsetzung mit Hilfe von Computersimulationen. Hierbei wird
epitaktisches Wachstum mittels kinetischen Monte Carlo Simulationen verwirk-
licht, die es erlauben weitreichende Verspannungseffekte an Systemen mit einer
Ausdehnung von einigen hundert Atomen zu untersuchen. Die Verwendung eines
gitterfreien Simulationsmodells ermoglicht ferner den Teilchen, ihre vordefinierten
Gitterplitze zu verlassen, was eine unverzichtbare Bedingung fiir die Simulation
von Relaxationsmechanismen darstellt. Die Grundidee unseres Modells besteht
darin, die Aktivierungsenergien aller relevanten thermisch aktivierten Prozesse
mit Hilfe einfacher Paarwechselwirkungspotenziale zu berechnen, die in hohem
MafBe von den kontinuierlichen Teilchenabstéinden abhéingen. Die Dynamik wird
dadurch verwirklicht, dass jedes Ereignis entsprechend seiner Wahrscheinlichkeit



unter Verwendung eines verwerfungsfreien Algorithmus ausgefiihrt wird. Ferner
werden das Kristallrelaxationsverfahren, die rasterbasierte Teilchenzugriffsmetho-
de, welche die Simulationen erheblich beschleunigt, sowie die effiziente Implemen-
tierung des Algorithmus diskutiert.

In den weiteren Kapiteln findet unser Modell Anwendung in der Simulation
der verschiedenen Mechanismen des Verspannungsabbaus beim heteroepitakti-
schen Wachstum. Um den Einfluss weitreichender elastischer Verspannungseffek-
te zu untersuchen, wurde der Grofiteil dieser Arbeit auf dem zweidimensionalen
Dreiecksgitter bewerkstelligt, das als Querschnitt des realen dreidimensionalen
Falls betrachtet werden kann.

Kapitel 4 behandelt den Verspannungsabbau durch die Bildung von Verset-
zungen sowie die sich daraus ergebenden Auswirkungen auf den weiteren Verlauf
des Wachstums. Hierbei unterscheidet man zwei prinzipiell unterschiedliche Me-
chanismen der Versetzungsbildung, die unter zusétzlicher Beriicksichtigung der
Oberflachenkinetik mafigeblich vom Vorzeichen und Betrag der Gitterfehlanpas-
sung abhéngen. Zusétzlich beeintrichtigen die Versetzungen die Gitterabstinde
innerhalb des Kristalls, deren Verlauf qualitativ gut mit experimentellen Beob-
achtungen iibereinstimmt. Dariiber hinaus beeinflussen Versetzungen den weite-
ren Wachstumsverlauf des Adsorbatfilms, da die potentielle Energie eines Ober-
flachenteilchens durch vergrabene Versetzungen moduliert wird. Dabei besteht
ein deutlicher Zusammenhang zwischen den lateralen Positionen der vergrabenen
Versetzungen und denen der auf der Oberflache gewachsenen Hiigel.

Kapitel 5 befasst sich mit einer weiteren Moglichkeit, Verspannungen im Kris-
tall abzubauen. Die Bildung dreidimensionaler Inseln ermdoglicht den Teilchen
sich ihrem bevorzugten Gitterabstand anzunédhern. Im Rahmen unseres Modells
ist es moglich, jede der drei epitaktischen Wachstumsarten einzustellen: Volmer—
Weber, Frank-van der Merve oder Lage fiir Lage sowie die Stranski-Krastanov
Wachstumsart. Ferner sind wir in der Lage zu zeigen, dass die sich einstellende
Wachstumsart im Wesentlichen von zwei Parametern gesteuert werden kann: die
erste wichtige Grofle ist die Wechselwirkungsstéirke zwischen Adsorbatteilchen
untereinander verglichen mit jener zwischen Adsorbat- und Substratteilchen, den
zweiten wichtigen Parameter stellt die Gitterfehlanpassung zwischen Adsorbat
und Substrat dar. Eine verniinftige Wahl dieser beiden Parameter erlaubt es, je-
de dieser drei Wachstumsarten zu simulieren. Schlussfolgernd kann gesagt werden,
dass einerseits durch ein zu Grunde liegendes Versetzungsnetzwerk die Bildung
von Nanostrukturen gesteuert werden kann, andererseits auch die durch Kristall-
verspannungen induzierte, regelméflige Anordnung dreidimensional gewachsener
Inseln in dem Konzept selbstorganisierter Strukturbildung Verwendung finden
kann.

In Kapitel 6 erweitern wir schliellich unser Modell auf drei Dimensionen, was
es uns ermoglicht, den Einfluss von Verspannung auf das Wachstum auf bee(100)
Oberflachen zu untersuchen. Um unter Verwendung der gitterfreien Methode ein
stabiles bce-Gitter zu erhalten, fithren wir durch geeignete Modifikation ein ani-



sotropes Wechselwirkungspotenzial ein. Dabei zeigt sich, dass die Verspannung
innerhalb der Monolageninseln hauptséchlich an den Inselrdndern abgebaut wird
und die Gitterfehlanpassung starken Einfluss auf die Diffusion in der Ebene ge-
nauso wie auf die Situation an den Inselrédndern hat und somit bedeutende Aus-
wirkungen auf das Erscheinungsbild von Submonolageninseln zeigt.

Zum Abschluss werden im letzten Kapitel nochmals die wesentlichen Ergeb-
nisse zusammengefasst und die daraus resultierenden Schlussfolgerungen ercrtert.
Zu guter Letzt geben wir einen kurzen Ausblick auf weitere interessante Frage-
stellungen im Bereich heteroepitaktischer Wachstumssimulationen.






Abstract

In this PhD thesis, the effect of strain on heteroepitaxial growth is investigated
by means of Kinetic Monte Carlo simulations. In this context the lattice misfit,
arising from the different lattice constants of the adsorbate and the substrate
material, is of particular interest. As a consequence, this lattice misfit leads
to long-range elastic strain effects having strong influence on the entire growing
crystal and its resulting surface morphology. The main focus of this work is
the investigation of different strain relaxation mechanisms and their controlling
parameters, revealing interesting consequences on the subsequent growth.

While the first chapter aims at giving a brief introduction to the subject
matter, which also includes remarks on the motivation for this work, in the sec-
ond chapter we initially address the relevance of molecular beam epitaxy (MBE)
and its experimental realization. Since epitaxial growth is carried out under
conditions far away from thermodynamic equilibrium, it is strongly determined
by surface kinetics. At this point the relevant kinetic microscopic processes are
described, followed by theoretical considerations of heteroepitaxial growth dis-
closing an overview over several independent methodological streams, used to
model epitaxy in different time and length scales, as well as the characterization
of misfit dislocations and the classification of epitaxial growth modes based on
thermodynamic considerations.

In the third chapter, a detailed description of the computational realization
is given. The epitaxial growth is performed by means of Kinetic Monte Carlo
simulations which allows for the consideration of long range effects in systems
with lateral extension of few hundred atoms. By using an off-lattice simulation
model the particles are able to leave their predefined lattice sites, which is an
indispensable condition for simulating strain relaxation mechanisms. The main
idea of our used model is calculating the activation energy of all relevant ther-
mally activated processes by using simple pair potentials, depending decisively
on the particles’ distance in space, and then realizing the dynamics by perform-
ing each event according to its probability by means of a rejection-free algorithm
method. In addition, the crystal relaxation procedure, the grid-based particle
access method, which accelerates the simulation enormously, and the efficient
implementation of the algorithm are discussed.

In the following chapters, our off-lattice model is applied to the simulation of



heteroepitaxial growth with regard to the different strain relaxation mechanisms.
To study the influence of long range elastic strain effects, the main part of this
work was realized on the two dimensional triangular lattice, which can be treated
as a cross section of the real three dimensional case.

Chapter 4 deals with the formation of misfit dislocations as a strain relax-
ation mechanism and the resulting consequences on the subsequent heteroepi-
taxial growth. We can distinguish between two principally different dislocation
formation mechanisms, depending strongly on the sign as well as on the magni-
tude of the misfit, but also the surface kinetics need to be taken into account.
Additionally, the dislocations affect the lattice spacings of the crystal whose ob-
served progression is in qualitative good agreement with experimental results.
Furthermore, the dislocations influence the subsequent growth of the adsorbate
film, since the potential energy of an adatom is modulated by buried dislocations.
A clear correlation between the lateral positions of buried dislocations and the
positions of mounds grown on the surface can be observed.

In chapter 5, an alternative strain relaxation mechanism is studied: the forma-
tion of three dimensional islands enables the particles to approach their preferred
lattice spacing. We demonstrate that it is possible to adjust within our simula-
tion model each of the three epitaxial growth modes: Volmer—Weber, Frank—van
der Merve or layer-by-layer, and Stranski-Krastanov growth mode. Moreover,
we can show that the emerging growth mode depends in principle on two pa-
rameters: on the one hand the interaction strength of adsorbate particles with
each other, compared to the interaction of adsorbate with substrate particles, and
on the other hand the lattice misfit between adsorbate and substrate particles.
A sensible choice of these two parameters allows the realization of each growth
mode within the simulations. In conclusion, the formation of nanostructures
controlled by an underlying dislocation network can be applied in the concept
of self-organized pattern formation as well as by the tendency to form ordered
arrays of strain-induced three dimensional grown islands.

In chapter 6, we extend our model to three dimensions and investigate the
effect of strain on growth on bee(100) surfaces. We introduce an anisotropic po-
tential yielding a stable bec lattice structure within the off-lattice representation.
We can show that the strain built up in submonolayer islands is mainly released
at the island edges and the lattice misfit has strong influence on the diffusion pro-
cess on the plane surface as well as on the situation at island edges with eminent
consequences on the appearance of submonolayer islands.

The last chapter completes this work by summarizing the essential results,
drawing conclusions and giving a short outlook to further subjects of investigation
in the field of heteroepitaxial growth simulations.
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Chapter 1

Introduction

The use and understanding of matter in its condensed state have accompanied the
advances of civilization and technology throughout the history. While historical
ages have often been named after the material dominating the technology of
the time, the foundations of our understanding of the macroscopic properties of
matter were established by the end of the nineteenth century [1].

The dawn of modern surface science dates back to the 1960s, where many
studies on surface phenomena including basic theoretical concepts had been de-
veloped, but its breakthrough originates from the progress in vacuum technology,
the development of surface analytical techniques and the occurrence of high-speed
computers. The ability to study surfaces of materials on a microscopic scale can
be traced back to spectacular advances in techniques such as scanning tunnel-
ing microscopy which enable us to observe individual atoms on surfaces. From
the experimental point of view, an indispensable accomplishment is the ability
to produce crystal surfaces with the desired quality in terms of material purity,
uniformity and interface control. One of the most widely used techniques for
producing high purity epitaxial layers of metals, insulators, and superconductors
is the molecular beam epitaxy (MBE), conducted in ultra-high vacuum.

A complete understanding of the behavior of materials and fundamental prin-
ciples requires theoretical and computational tools facilitated by the develop-
ment and availability of high-speed computers allowing for even sophisticated
theoretical studies. An emerging field of material research is the computational
nano-engineering leading to nanometer-scale modeling and simulation methods,
which enable and accelerate the design and development of nanoscale devices.
Semiconductor quantum dot structures have attracted a lot of attention in re-
cent years due to their exciting electronic properties and potential applications in
opto-electronic devices. An alternative to conventional fabrication techniques like
lithography is the self-assembled formation of nanostructures. Since the shape
and size of nanostructures directly affect properties like the energy level quan-
tization and the density of states of a system, it is necessary to study growth
mechanisms such as growth mode and island evolution to obtain controllable

11



12

1. INTRODUCTION

shape and size of nanocrystals. An additional concern for nanocrystal applica-
tions is the dislocation formation driven by strain relaxation, because it is related
to carrier processes in nanocrystals.

In this work, the effect of strain on heteroepitaxial growth is investigated by
means of Kinetic Monte Carlo simulations. The strain in crystals arises from the
different lattice constants of the adsorbate and the substrate material. The main
focus of this work is the investigation of different strain relaxation mechanisms
and their controlling parameters, revealing interesting consequences on the fur-
ther growth progression. Chapter 2 deals with the experimental realization of
MBE and the description of the relevant atomistic processes, but also presents
an outline of possible theoretical approaches. In chapter 3, the used model and
method is described, which will be applied to the formation and consequences of
misfit dislocations in chapter 4, and to the simulation of the three different growth
modes in chapter 5. In chapter 6, we focus on submonolayer growth on bee(100)
surfaces and round off this work in chapter 7 with a summarizing conclusion and
a short outlook to future fields of investigation.



Chapter 2

Description of heteroepitaxial
growth

The epitaxial growth of thin films is of utmost technological importance and in
almost the same manner it displays a variety of highly non trivial phenomena
that makes it very interesting from a theoretical point of view as well. This
work treats of crystal growth far from thermodynamic equilibrium by means of
molecular beam epitaxy (MBE).

The term epitazy, derived from the Greek expressions “epi” (on) and “taxis”
(arrangement), was introduced by L. Royer in 1928 [2] and is used for the growth
of a crystalline layer upon a crystalline substrate, where the crystalline orienta-
tion of the substrate imposes an order on the orientation of the deposit layer.
While the term homoepitaxy is used when the deposit material and the substrate
material are the same, heteroepitaxy is used in the case of different materials.

In this chapter, initially the relevance of MBE and its experimental realiza-
tion is described followed by theoretical considerations of heteroepitaxial growth,
including the effect of strain and the classification of the different growth modes.

2.1 Molecular beam epitaxy

Molecular beam epitaxy (MBE) is an Ultra-High-Vacuum (UHV)-based tech-
nique for producing high quality epitaxial structures made of semiconductors,
metals or insulators with monolayer (M L) control. Compared to earlier vacuum
deposition techniques, the control of the beam fluxes and growth conditions is
significantly more precise in MBE. In principle, MBE is applicable to the growth
of epitaxial layers of a wide variety of materials. As the technique allows to
control the deposition on an atomic layer-by-layer basis, it is feasible to grow
artificial crystals with periodicities not available in nature [3,4].

13



2. DESCRIPTION OF HETEROEPITAXIAL GROWTH
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Figure 2.1: Schematic illustration of an MBE growth system.

2.1.1 Experimental realization

The epitaxial growth process is experimentally realized in an MBE growth cham-
ber, which is illustrated in Fig. 2.1. Despite the conceptual simplicity, a great
technological effort is required to produce systems that yield the desired quality
in terms of material purity, uniformity and interface control.

As an object of physical investigations a well-defined surface has to be pre-
pared on a particular solid under well-defined external conditions. The contam-
ination by impurities or adatoms of another species leads to disturbances of the
surface.

Under ultra-high vacuum (UHV) conditions, one or several adsorbate mate-
rials are heated up in effusion cells where they begin to evaporate. In form of
a directed thermal atomic or molecular beam, the particles are deposited onto
a chemically clean crystalline substrate surface of well-defined crystal orienta-
tion serving as seed crystal. The substrate is heated at fixed temperature to
provide high mobility of the impinging particles for crystalline growth. In order
to preserve the beam nature of the mass transport, the vacuum conditions are
indispensable. The uniformity in thickness as well as in the composition of the
films grown by MBE depends on the uniformities of the molecular beam fluxes
and also on the geometrical relationship between the configurations of the sources
and the substrate.

The substrate is attached to a manipulator that allows continuous rotation
of the sample which causes an enhancement in thickness and composition homo-
geneity of the grown epilayer. The effusion cells are placed on a source flange,
and are co-focused on the substrate heater to further optimize flux uniformity.
Simple mechanic shutters in front of the beam sources are used to interrupt the
beam fluxes and can be shut in a fraction of a second, which allows for nearly
atomically abrupt transitions from one material to another.
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The UHV environment in the growth chamber allows the application of var-
ious in-situ measurements techniques to study the processes governing crystal
growth. One possibility is monitoring the growth of the crystal layers by means
of reflection high energy electron diffraction (RHEED) [5-7].

These measurements give qualitative feedback on the surface morphology and
provide information about growth kinetics and can therefore be used to implement
real-time feedback loops for growth control. This facility enables the fabrication
of sophisticated device structures using the MBE growth technique.

2.1.2 Microscopic processes on the crystal surface

Epitaxial growth carried out under conditions far away from thermodynamic
equilibrium is to a high degree determined by the kinetics of the surface pro-
cesses occurring after the particles impinged onto the substrate surface, and the
microscopic pathway taken by the system becomes decisive. Understanding and
controlling growth morphologies in the kinetic regime therefore requires detailed
knowledge of the microscopic processes involved.

One can distinguish between three elementary microscopic processes: deposi-
tion of particles on the surface, surface diffusion of the adatoms, and desorption
of particles from the surface [8-10]. A schematic illustration of these processes is
shown in Fig. 2.2. While the relaxation of the surface profile is driven towards
equilibrium via surface diffusion, the deposition is a competing effect and drives
the surface away from equilibrium. Although equilibrium concepts can be help-
ful in understanding certain aspects of epitaxial phenomena [11,12], MBE is a
non-equilibrium process with a number of effects that are of manifestly kinetic
origin [8,9,13]. In the following the microscopic processes are described with
respect to their feasible modeling.
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Deposition

The particles evaporate from the effusion cell and arrive in the form of an atomic
or molecular beam and finally impinge on the substrate surface. The composition
of the grown epilayer and its doping level depend on the relative arrival rates of
the constituent elements and dopants, which in turn depend on the evaporation
rates of the appropriate sources. The constant particle flux is normally given
in monolayers per second, and typically ranges from 1072 M Ls~! to 1 M Ls™*.
In the so-called “mixing zone” the molecular beams intersect each other and
the vaporized elements mix, while the mean free path of the molecules of these
beams is considerably larger than the distance between the effusion cells and
the substrate, and no collisions or other interactions between the molecules of
different species occur.

The energy distribution of the atoms arriving at the substrate surface is ac-
cordant to the temperature of the effusion cell that is generally higher than the
substrate temperature. Thus, some of the atoms re-evaporate immediately from
the substrate. The arriving particles can also be accelerated by the attractive
potential of the substrate and the kinetic energy is significantly higher than the
energy corresponding to the substrate temperature [14]. In order to stick at the
surface and not being reflected into the atmosphere, the impinging particles have
to dissipate a sufficient fraction of their total energy, e.g. by transferring energy
to the substrate in the form of lattice vibrations, until the temperature is adjusted
to the substrate temperature.

A particle that has been adsorbed, called adatom, may still retain enough of
its energy to keep moving ballistically over the surface. If the particle is unable
to dissipate the energy gained in condensation, this energy allows the particle to
skip several lattice sites and fly up to a special distance away from the point of
the first impinge, until it becomes immobile. This transient mobility was moti-
vated by the observation of layer-by-layer growth for temperatures, far below the
onset of thermally activated diffusion [15]. An alternative explanation is a very
short range (one to two atomic sites) transient mobility along three-dimensional
surface structures built up in the early stages of growth. The so-called funnelling
mechanism and other similar short-range atomic rearrangements like incorpora-
tion have been shown to have the effect of smoothing surface sufficiently [16], and
can be implemented in simulation models [16-21].

The particles that have not re-evaporated again can be adsorbed at the sur-
face. This can either be done by physical adsorption, often called physisorption,
or by chemisorption. In the first case there is no electron transfer between the
adsorbate and the adsorbent and the attractive forces are van der Waals type. In
the latter case electron transfer between the adsorbate and the adsorbent takes
place in terms of chemical reactions. This is usually observed when the interac-
tion between the adsorbate and the substrate is very strong, which can even lead
to dissociation of the adsorbate molecule.
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Diffusion

As the particle flux is chosen to be low enough, the impinging adatoms are able
to move across the growing surface. The surface diffusion provides the mecha-
nisms by which the diffusion particles find their way to the energetically most
favorable incorporation sites and reproduce the correct crystal structure. Surface
diffusion is a thermally activated process which explains the strong influence of
the temperature on the crystal morphology. In order to diffuse to the next lattice
position, the particle has to overcome an energy barrier. The transition path,
which connects the initial and the final configuration of the adatoms, passes over
a saddle point in the configuration space. The activation energy FE, is given by
the difference between the potential energy of the transition state F; and the
potential energy of the initial binding site Ej:

E,=E,— E, (2.1)

A particle can gain enough energy from the thermal vibrations of surface atoms
due to thermal fluctuations. The rate R for the diffusion process is given by the
universal Arrhenius law for thermally activated processes:

E

R=uye *oT, (2.2)

Here T denotes the temperature, kg is the Boltzmann constant and v is the
attempt frequency that is a measure for the time scale of the dynamics and is in
the order of the debye frequency. To ensure that the adatom spends sufficient time
between two jumps, so that equilibration can occur, a required condition is that
R < vy and therefore E, > kT [22]. The transition state theory assumes that
at each bonding site the adatom is in local thermodynamic equilibrium with the
heat bath of system phonons, and the transition rate can be calculated as a local
thermodynamic ensemble average. Besides the jumps from one adsorption site to
the other, there is also the possibility of exchange diffusion or concerted motion
which allows the particles to maintain a higher coordination during the migration
step. The exchange diffusion was theoretically predicted [23] and experimentally
observed [24] and confirmed [25,26], and can even be energetically preferred for
some systems [23].

If diffusing particles meet, they bond to form a two-dimensional island. And
if additionally the adatom cluster formed by this nucleation process exceeds a
critical size ¢, which means it contains more than i atoms, it keeps stable and
immobile and the particles do not dissociate again. The new two-dimensional
island grows by irreversible incorporation of further diffusing adatoms.

Desorption

Besides the immediate reflection of an adsorbate particle impinging at the sub-
strate surface due to its too high kinetic energy, also an already absorbed particle
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Figure 2.3: Schematic strain effects in heteroepitaxial growth: lattice-matched
growth (a), pseudomorphic growth (b), and dislocated growth (c).

can escape again from the adsorption well if it gains enough energy from thermal
vibrations. For this thermal desorption the particle has to overcome the energy
barrier £y which now is equal to the binding energy FEj. The resulting rate fol-
lows again an Arrhenius law. The binding energy depends on the particle’s local
environment and increases with the number of adjacent particles.

Due to high binding energies, the mean time a particle spends on the surface
from deposition to desorption is usually longer than the time, given by the inverse
particle flux, that is needed to deposit a complete layer. Thus, the particle
is totally built in before the desorption process is performed. Therefore, the
desorption can be neglected for many materials under typical MBE conditions.
The desorption plays a more decisive role in the absence of a particle flux.

2.2 Misfit dislocations

In heteroepitaxy the substrate and the adsorbate film are of different materials
and the crystal structure is necessarily not the same. The relative difference of
their lattice constants is described by the misfit e:

_ ayg—ag

== 2.
o= 08, (2.3

where a; denotes the lattice constants of the substrate and the adsorbate. If the
lattice constant is the same, ideal lattice-matched, commensurate growth takes
place (Fig. 2.3a). Relatively low misfit can be accommodated by elastic strain,
and the strained film adopts the periodicity of the substrate in the interfacial
plane and is distorted in the perpendicular direction to preserve the volume of
the unit cell. This pseudomorphic growth is illustrated in Fig. 2.3b.

For high values of misfit the strain is relieved by the formation of misfit
dislocations at the substrate-adsorbate interface, see Fig 2.3c. The typical lateral
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Figure 2.4: Schematic plot of the energy stored at the substrate-adsorbate inter-
face per unit area (a) as a function of the misfit ¢ and (b) as a function of the
film thickness. Strained pseudomorphic growth is energetically favored below a
critical misfit €. and below a critical film thickness h.. Beyond the critical values
dislocated growth is favored.

distance d between the misfit dislocations is given by [10]

aaags
d =

=4 2.4
P—— (2.4)

The relationship between the free energy density associated with the strain E.
and that with dislocations Ep affects the occurring growth. The transition from
pseudomorphic to relaxed growth is illustrated in Fig. 2.4, following [10]. Above
a critical misfit €. the formation of misfit dislocations becomes energetically more
favorable than a purely strained, pseudomorphic grown adsorbate film.

While the strain energy increases with the film thickness, the dislocation en-
ergy keeps constant. Consequently, the strain is released by the formation of a
misfit dislocation at a critical film thickness h. which can be identified as the
intersection of the plots in Fig. 2.4b.

There are two different types of dislocations: edge dislocations and screw dis-
locations. An edge dislocation is a defect where an extra half plane is introduced
through the crystal which distorts the lattice. The dislocation line of an edge
dislocation is the line connecting all the atoms at the end of the extra plane.
If the dislocation is such that a step or ramp is formed by the displacement of
atoms in a plane in the crystal, then it is referred to as a screw dislocation. The
dislocation line of a screw dislocation is the axis of the screw. In real materials
the dislocations are normally mixed and have therefore characteristics of both.

The best way and fundamental quantity defining an arbitrary dislocation is
its Burgers vector [27], which can be seen as a non-vanishing dislocation displace-
ment vector. The Burgers vector is obtained by making a closed circuit (Burgers
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Figure 2.5: Construction of the Burgers vector of an edge dislocation in a two
dimensional lattice: Image (a) shows a closed Burgers circuit around the dislo-
cation, with identic starting point (circle) and ending point (cross). Image (b)
shows the same chain of base vectors on a regular reference lattice. The starting
point (circle) and the ending point (cross) now differ. The Burgers vector b is
defined as the vector closing the chain.

circuit) enclosing the dislocation from lattice point to lattice point. This leads
to a closed chain of the base vectors defining the lattice, see Fig. 2.5a. As a
reference, the same chain of base vectors is constructed on a regular, dislocation
free lattice. Now, the chain is no closed circuit and the vector closing this chain
is the Burgers vector g, Fig. 2.5b. As long as the whole dislocation is enclosed
the Burgers vector is independent of the choice of the lattice chain. The Burgers
vector is perpendicular to the line direction in the case of an edge dislocation and
parallel in the case of screw dislocations.

The position of a dislocation in a lattice is not fix and it can slip in planes
containing both the dislocation line and the Burgers vector. While screw dis-
locations can slip in any plane, edge dislocations can only slip in one plane, as
the Burgers vector is perpendicular to the direction line. In the so-called dislo-
cation glide a dislocation is able to move rather easily by breaking and forming
new bonds in the glide plane. The number of lattice sites of the whole system
remains constant during this motion and the dislocation glide can be seen as a
conservative motion [28].

The mechanism that also allows an edge dislocation to move out of its slip
plane is the dislocation climb, caused by the movement of vacancies through the
crystal lattice. Those glide and climb dislocations can be observed experimentally
in thin films [29].

The direct observation of misfit dislocations between lead selenide (PbSe)
and lead sulphide (PbS) using the transmission electron microscope technique
was achieved in 1961 by Matthews [30, 31].

The formation of a misfit dislocation is not the only strain relaxation mecha-
nism. As we will see in the next section, the stress can also be relieved by three
dimensional island growth.
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Figure 2.6: Schematic representation of the three main growth modes: (a) Frank-
van der Merve growth mode, (b) Volmer—Weber growth mode, (c¢) Stranski-
Krastanov growth mode.

2.3 Classification of growth modes

Concerning the acquired surface morphology one can distinguish between three
mechanisms of epitaxial growth. The first classification of epitaxial growth modes
based on thermodynamic considerations, which therefore applies to growth near
thermodynamic equilibrium, was introduced by Bauer in 1958 [12]. These modes
are named after their original investigators and are as follows: the Frank—van
der Merve or layer-by-layer growth mode, the Volmer—Weber growth mode, and
the Stranski—Krastanov growth mode. A schematic illustration of these three
different growth modes is shown in Fig. 2.6.

As epitaxial growth is per definition a non-equilibrium process determined
by kinetic phenomena, growth morphologies will deviate more or less from the
thermodynamic picture and metastable growth modes are possible. In the strict
sense, these equilibrium considerations can not be applied to MBE and the clas-
sification of growth modes is used in order to characterize the growing surface
and distinguish between the different growth behaviors.

The different growth modes are distinguished according to the balance be-
tween the surface free energy of the adsorbate-vacuum interface ,, the surface
free energy of the substrate-vacuum interface v, and the substrate-adsorbate in-
terface free energy ~;.

Frank—van der Merve

In the Frank—van der Merve growth mode the film atoms are more strongly bound
to the substrate than to each other. Consequently, each layer is fully completed
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before the next layer starts to grow and strictly two-dimensional growth takes
place. In this case the surface free energy relation is

Vs Z Ya + Vi (25)

and the case of equality can normally only be fulfilled for homoepitaxial growth
systems, where v; = 0 by definition. This resulting layer-by-layer growth takes
place during the entire growth, because any deviation from perfect layer-wise
growth would increase the deposit surface area and cause an unnecessary increase
of the total free energy, and according to the thermodynamic requirements this
would be driven back again. The layer-by-layer growth mechanism is frequently
observed in the case of metal deposits on metal substrates, classical examples are
treated in [12,32,33].

Volmer—Weber

In the Volmer-Weber growth mode the adsorbate particles are more strongly
bound to each other than to the substrate particles, and the corresponding rela-
tion for the surface free energy is given by:

Vs < Ya + Yi- (26)

In this case the energy balance requires to minimize the area that is covered by the
adsorbate material and the adsorbate will grow in the form of three-dimensional
islands direct on the substrate.

Stranski—Krastanov

The last case of the three heteroepitaxial growth modes is the Stranski-Krastanov
growth mode and can be seen as the intermediate mode. If only the different
surface energies of the substrate and the adsorbate material are considered, either
the Frank-van der Merve or the Volmer—Weber growth mode appears at the
thermodynamic limit, when the interface energy is neglected [12]. However, the
growth mode also depends on the elastic strain in the film which depends on the
lattice mismatch between the substrate and the adsorbate, see Eq. (2.3). If

Ys = Va + Vi, (27)

the energy balance requires to maximize the area covered by the adsorbate ma-
terial and the film will initially grow smoothly, one atomic layer at a time. In
heteroepitaxial growth the lattice constants of the substrate and the adsorbate
material normally differ, and the deposit material will be strained and stores
elastic energy in this initial state of growth.

The condition (2.7) must break down after the deposition of a certain number
of layers, because the chemical influence of the original substrate more and more
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decreases and the two surface free energies 7, and v, will be nearly identical.
After the deposition of n layers the elastic influence of the original substrate
leads to a strained n-th layer and causes a positive, nonzero interface energy ~;
between the layer n and the layer n+ 1 which invalidates the condition (2.7) and
replaces it with condition (2.6) at a critical layer thickness. By beginning with
the deposition of layer n + 1, the flat morphology is no longer stable and three
dimensional islands will form on top of the n smoothly grown layers, which are
combined usually called wetting layer.

In real growth systems a number of subtle details complicate the whole picture
[34-36], but if the decay of the substrate chemical influence is faster compared
to the substrate elastic influence at the growth front, the layer-by-layer growth
breaks down which leads eventually to the formation of three dimensional islands
for any epitaxial system that initially satisfies (2.7).

The detailed mechanism of island formation is not completely clear, but mono-
layers on top of the wetting layer play an important role and act as precursors for
the formation of three dimensional islands. One explanation is that the stability
of the edge atom of a monolayer island decreases with the island width and now
a weakly bound edge atom is able to jump on that monolayer and can then be
seed of a new monolayer island on top of the initial island. This process then
is repeated several times resulting in the formation of three dimensional islands
that can be understood as a phase transition.

It is of high technological interest to produce thin films with crystalline per-
fection and smooth interfaces which is only possible by a proper deviation from
equilibrium. Growth morphologies created far from equilibrium, as it is in the case
of heteroepitaxy by means of MBE, can strictly seen not be categorized in terms
of these three near-equilibrium growth modes without further considerations. In
heteroepitaxy energetic effects, due to the lattice mismatch and differences in
surface free energies, and kinetic effects, due to the far from equilibrium growth
conditions, can usually not be clearly distinguished in two contributions. But
one often labels the kinetic growth modes according to the surface morphologies
of the equilibrium consideration.

2.4 Theoretical description

Besides the experimental point of view, there is a high interest in the theoretical
description of MBE growth as it is far from thermodynamic equilibrium and no
general theoretical framework like equilibrium statistical mechanics is available.
The emergence of tools for imaging surfaces at the atomic scale [37-39] has given
valuable information about surface morphology and surface diffusion.

An important role in theoretical studies has been the identification of the pro-
cesses that give rise to the surface structures observed in experiments. Effective
control of the growth morphology relies on choosing conditions and systems that
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shift the balance between competing atomic-scale processes in such a way as to
favor the desired outcome.

A theoretical prediction of the growth process requires an accurate description
of the atomic interactions and analysis of the rates of various atomic-scale transi-
tions and the simulation of the growth on the experiment’s timescale. Therefore
it is of great importance to calculate atomistic rates for specific materials as an
input into realistic growth simulations and for comparison with experimentally
determined numbers. The rate of any process connecting two configurations can
be obtained if the total energy of the surface is known for all possible atomic ar-
rangements. The thermal motion of the atoms is slow compared to the dynamics
of the electron system and the electronic ground state energy can be computed ap-
proximately for a static configuration of the atomic nuclei, which is known as the
Born-Oppenheimer approximation. As a consequence the problem is reduced to
the solution of the stationary Schrédinger equation for the many-electron system.
The resulting calculation becomes intractable already for a moderate number of
electrons.

The atomic interaction can be described at various levels of theory. The most
general applicable approach is the first principles, or “ab initio” approach, where
no adjustment of parameters is made to fit information about chemical bonds.
The only input to the calculation is the chemical identity, like the charges of the
nuclei, of the atoms involved.

The morphological evolution of an epitaxial film results from the interplay
between the processes that are operative over a wide range of length and time
scales [40,41]. Consequently, a complete understanding of mechanical properties
requires theoretical and computational tools that range from the atomic-scale
detail of first-principles density functional methods to the more coarse-grained
picture provided by continuum elasticity theory. Understanding the morphology
and properties of epitaxial films requires accommodating the atomic-scale infor-
mation about the movement of adatoms on surfaces and their various bonding
configurations into the macroscopic evolution of the thin film. This involves a
large disparity of length and time scales that range from one atomic vibrational
period (1072 — 107%5s) to time scales for the formation of an atomic layer that
even can take several minutes. One of the central problems of describing epi-
taxial phenomena is to find a way to incorporate systematically the atomistic
information provided by first principle methods into computational models that
are appropriate for macroscopic length and time scales.

In the following an overview over the several independent methodological
streams used to model epitaxy in the corresponding time and length scales is
given [42-44]. An illustration of the hierarchy of the different modeling methods
is shown in Fig. 2.7, following [40].
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2.4.1 Density Functional Theory

The first principle methods provide detailed information on the energetics of spe-
cific atomic configurations. The density functional theory (DFT) [45] is based
on the theorem derived by Hohenberg and Kohn in 1964 [46]. The original theo-
rem states in essence that an exact representation of the ground state properties
of a stationary, non-relativistic many-particle system is possible in terms of the
ground state density. So for an electron gas in an arbitrary external static poten-
tial V', resulting from the nuclei of the treated molecules, the potential is uniquely
determined by the ground state energy density which therefore determines the
ground state wave function through the Schrédinger equation. Hence, it contains
in principle all information about the many body ground state properties. The
density that minimizes the energy is the ground-state density and this minimum
energy is the ground-state energy of the system.

In consideration of the Kohn-Sham equations [47] the intractable many-body
problem of interacting electrons in a static external potential is reduced to a
tractable problem of non-interacting electrons moving in an effective potential.
This effective potential includes the effects of the Coulomb interactions between
the electrons, for example the exchange and correlation interactions, and the
external potential.

DFT calculations of surface dynamics have been applied very successfully
[48-53] and in some cases they even led to reinterpretation of experimental
data [48,54]. The DFT calculations enable the evaluation of specific ground
state energies of different reconstructions of a particular material surface and af-
ford the detailed structure, that is the precise position of the atoms at the surface.
The development of efficient algorithms and a better understanding of density
functionals have made DFT to the primary method for calculating the proper-
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ties of materials [55], including band structures, band gaps, cohesive energies,
chemisorption energies or activation barriers for various kinetic processes [44].
The so gained information is very useful in the development of models describing
the surface and its evolution [56-58]. But the ground state energies of only few
surface configurations is not sufficient for the analysis of dynamical properties
during crystal growth [59].

It is also important to keep in mind that the DF'T calculations are not exact,
as the exchange correlation energy and consequently the true density functional is
not known and approximations are necessary. The most widely used approxima-
tion is the local density approximation (LDA), where the density locally can be
treated as a uniform electron gas. Consequently, the electron exchange and the
correlation energy at any point in space is only a function of the electron density
at that point. Besides the need of approximation in the density, there is a further
restriction. Due to the great computational efforts, the DFT calculations are
restricted to a small number of particles and small time intervals which makes it
for instance impossible to include long-range elastic strain effects properly.

2.4.2 Molecular Dynamics

One important tool for describing the temporal evolution of many particle sys-
tems is Molecular Dynamics (MD). In this method, which is explained in many
textbooks [60-62], the evolution of a system of N mutually interacting particles
is calculated by numerical integration of the equations of motion. The simplest
case is assuming classical interactions of the particles, whereas the used poten-
tials range from simple pair or many particle potentials to highly sophisticated
material specific potentials, which can be either obtained by first principle DFT
considerations or by fitting suitable parameterizations to experimentally observed
material properties. Pair potentials, such as the Lennard-Jones and the Morse
potential are used for large-scale simulations where a generic description is suf-
ficient rather than detailed comparisons with particular material systems. The
potentials determine the forces acting upon each particle in the system. Other
constraints may be placed on the system, such as a fixed temperature and the
restriction of particle activity to a fixed volume of space. By choosing a partic-
ular potential, the information concerning energy barriers for particular kinetic
processes and the relative probability of different events is provided. Thus, there
is no guarantee that the chosen potential is appropriate for all of the atomic
configurations that occur during the kinetic processes being studied, which limits
the practical application of MD simulations in the context of crystal growth.
Besides the classical consideration, it is also possible to include the quantum
mechanics of the systems into the MD description. In this ab initio MD simu-
lations, the forces are determined by performing a DF'T total energy calculation
in each time step [63]. In the Car-Parrinello method [64] the only assumptions
are the validity of classical mechanics to describe the ionic motion and the Born-
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Oppenheimer approximation to separate nuclear and electronic coordinates. The
minimization of the Hohenberg-Kohn functional is carried out simultaneously
with the classical motion of the nuclei by endowing the Kohn-Sham wave func-
tions with a fictitious classical dynamics [65].

Therefore, the quantum molecular dynamics in principle provides the most
accurate way of modeling epitaxial growth but suffers, as well as the classical MD,
from the fact that processes such as atomic diffusion are inherently multi-scale
phenomena and the basic time step must be shorter than the vibrational period
of an adatom, about 1073s which is to be contrasted with a typical monolayer
completion time in a growth experiment, that usually lasts several seconds or even
minutes. Quantum MD simulations are limited to system sizes of a few hundred
atoms and to elapsed real times of a few picoseconds. Even with acceleration
techniques, as proposed in [66], the relevant time scales cannot be achieved. By
the application of MD simulations to thermally activated processes like surface
diffusion, a large part of the simulation time is spent for the description of collec-
tive vibrations of the crystal atoms which do not change the system configuration
significantly, as diffusion steps are quite rare. Consequently, most implementa-
tions of MD simulations of epitaxial growth have used unrealistic high growth
rates in order to deposit a significant amount of material during the course of the
simulation [67,68].

Nevertheless, MD simulations have proved to be highly useful for investigating
individual atomistic processes during crystal growth, which proceed on short time
scales and involve the motion of several atoms. This are for example the transient
motion of the deposited atom along the surface or the process of funneling and
steering which are involved in the condensation at steps [14]. The MD is also a
good tool to identify exotic exchange mechanisms [69].

2.4.3 Kinetic Monte Carlo simulations

Depending on the time scale of interest, the atomistic processes involved in crystal
growth can be modeled deterministically or stochastically. The motion of the
atoms takes the form of complex trajectories resembling irregular orbits that are
located close to individual sites [40], but only occasionally these trajectories take
an atom from one site to another. This observation motivates an approximate
description of adatom kinetics and the time scale limitation of the MD simulations
can be overcome, if one only regards processes that lead to relevant changes of
the system configuration. This is the basic philosophy of the Kinetic Monte Carlo
method applied to epitaxial phenomena [70,71] and is used in the simulations of
the present work.

Initially, the principles of equilibrium thermal Monte Carlo simulations will
be discussed, followed by the realization of Kinetic Monte Carlo simulations.

In a Monte Carlo simulation a stochastic process is numerically realized, in
which a system develops over a set of configurations {C'} with prescribed transi-
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tion rates R(C,, — C,) for passing from the configuration C,, to configuration
(', [14]. In statistical physics, Monte Carlo simulations have been applied to the
evaluation of thermodynamic equilibrium properties of interacting many-body
systems [72]. The simulation is used to generate a set of sample configurations
with statistical weights corresponding to the correct equilibrium distribution, the
Boltzmann probability distribution [73].

The states are generated by a so called Markov process, where the transition
probabilities do not vary over time and only depend on the properties of the initial
and the final state [73]. In the simulation a Markov process is used repeatedly
to generate a Markov chain of states. If the Markov process is performed a
sufficient number of times, starting from any state of the system, the different
states appear with probabilities given by the Boltzmann distribution. To achieve
this, the condition of ergodicity is required, which means that it should be possible
to reach any state of the system from any other state, if the process is run long
enough.

The probability of the state C,, is denoted by p(C,,,t) and the change of
the probability p (C,,,t) with the time ¢ can be written in the following master
equation [72,74]:

W — ; W (Cn — Cm)p (Cn,t) — ; W (Cm - Cn)p (Cmv t) ) (2'8>

while W (C,,, — C},) denotes the transition probability to move from the state
C,, to the state ), and N the number of configurations. This equation can be
considered as a continuity equation and describes the balance of gain and loss
processes. In equilibrium the probability becomes stationary, p (C,,,t) = 0, and

N
using > W (C,, — C,) =1 leads to
n=1

N

> W (Ch = Con)p(Coit) =p(Cmst). (2.9)

n=1

If the principle of detailed balance
W A(Ch = Cin) peq (Cr) = W (Crp = Cyp) peq (Crn) (2.10)

is fulfilled, the equilibrium probability p., (Cy,) is a solution of the stationary
master equation (2.9). The condition of detailed balance is sufficient but not
necessary for the convergence of the generated Markov chain [75]. There are
many ways to satisfy these constraints, one of the most famous and widely used
algorithm is the Metropolis algorithm, introduced by Nicholas Metropolis and
his co-workers in a 1953 paper on simulations of hard sphere gases [76]. The
algorithm works by repeatedly choosing a new state and then accepting it or
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rejecting it with respect to the chosen acceptance probability fulfilling the con-
dition of ergodicity. Concretely, a possible transition from the configuration C,,
to C), leads to a change of the system energy AE = E, — E,, and is accepted
with certainty if the system energy is lowered and accepted otherwise with the
probability exp [-AE/kgT)].

In contrast to this kind of thermodynamic Monte Carlo simulation, the Kinetic
Monte Carlo (KMC) simulations aim at modeling the time evolution of systems
describing non-equilibrium phenomena such as MBE crystal growth. Therefore,
all relevant kinetic processes have to be identified. As the quality of the simulation
is only as good as the quality of the input, one has to ensure that no important
process is missing to avoid erroneous results. By taking care of the physical
properties, each thermally activated process is assigned a rate of Arrhenius form
(cf. Sec. 2.1.2):

AE

R=1ye *sT. (2.11)

If the considered process refers to surface diffusion, AE denotes the activation
energy E, given by the difference between the potential energy of the transition
state F; and the potential energy of the initial binding site Ej:

AE = E, — E. (2.12)

A precondition for the validity of the expression (2.11) is the separation of time
scales between the attempt frequency vy and the transition rate R. The relation
R < 1 ensures that the system loses its memory between subsequent transitions.
The time required for the actual motion across the energy barrier is much shorter
than the waiting time between these transitions which can be regarded as in-
stantaneous, and approximately no two transitions occur simultaneously and the
evolution can be described as a sequence of configurations separated by individual
atomistic events [14].

In the Arrhenius law (2.11) the attempt frequency vy is assumed to be time
independent. This approximation is justified in the Transition State Theory
(TST) [77,78], which is based on the assumption of thermal equilibrium between
the occupation of the binding and transition states [79]. The rate of the kinetic

process is

T _ ar
— k%e T, (2.13)

where h denotes the Planck‘s constant and AF is the difference of the free energy
of the transition state and the binding state and given by [80]:

R

AF = AE — TAS (2.14)

The migration barrier AE is approximately the difference in static potential en-
ergy between the transition state and the adsorption minimum, as the dynamic
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barrier taking into account of the vibrational internal energy differences is neg-
ligible [37]. The rate can be separated then into an entropy and an energy term
which leads direct to Eq. (2.2) with the attempt frequency

]{IBT AS
Vg = A eks .

(2.15)

The decrease in the vibrational entropy difference AS (AS < 0) in the exponen-
tial of Eq. (2.15) compensates the linear increase of its prefactor with increasing
temperature [37]. Experimental observations confirm that the energy barrier and
the prefactor are approximately constant [81] and therefore it is often simply
assumed that the attempt frequency is the same for all possible diffusion pro-
cesses in the system. A popular choice is vy = 102571 corresponding to the
typical frequency of atomic vibrations [42]. The assumption of a constant at-
tempt frequency lets the Arrhenius rates satisfy the condition of detailed balance
(2.10), [14].

As the KMC performs directly the activated diffusion steps, it overcomes the
timescale problem of the MD as discussed above. The KMC is a good tool to
test ideas on how the interplay of various microscopic processes determines the
film and island morphology. Many aspects of thin film growth such as island size
distributions, kinetic roughening, and island morphologies have been addressed
with that technique.

The disadvantage of this method is the requirement of a predetermined set
of possible configurations and transitions in advance of the simulation which
can be problematic in the case of complicated rearrangements involving several
atoms. In order to combine the dynamic character of the KMC method with the
determination of transitions during the simulation, several hybrid approaches
were suggested [14,66].

2.4.4 Continuum theory

In order to examine macroscopic regions in space over extended periods of time,
a reduced description of the system in terms of continuous fields is favorable. If
one is interested to simulate the roughness of the surface or the shape of islands
and other structures formed on the surface during crystal growth, the evolution of
an epitaxial growth front can be described with a continuous function giving the
height of the surface as a function of the lateral position. The effect of diffusion
and other dynamics can be represented by a set of differential equations which
neglect the underlying atomic structure of matter.

A stochastic differential equation capable to describe kinetic roughening is
the Langevin equation of the form:

Oh (7, 1)

o = f (VA ), V2R (7 8), ) + 0F (7). (2.16)
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The Langevin equation contains a deterministic term that has a relaxing and
smoothing effect on the surface and is represented by x, a polynomial function
of the derivatives of the height h (7,t), and a random noise term describing the
fluctuations in the deposition flux [82], which is represented by 0 F' (7, t).

A Langevin equation containing the most relevant terms appropriate to de-
scribe a particular growth situation defines the universality classes of kinetic
roughening which can be distinguished in conserved and non-conserved growth
[83]. In conserved growth the volume of the growth film is conserved and hence

x has the form
k=—VI(Vh(Ft),V’h(F1),..). (2.17)

Conserved growth equations are appropriate to describe epitaxial crystal growth
without desorption and vacancy formation, ideal MBE [84], as the volume of the
growing film only depends on the number of atoms independent of the surface
processes [14]. The most robust conserved universality class is the Edwards—
Wilkinson equation:

Oh (7, 1)

— = KN?h (7, t) + 6F (7,t), (2.18)

where K is a positive coefficient. Non-conserved self-affine growth is described
by the Kardar-Parisi-Zhang equation:

% = KV?h (7,t) + A\(Vh)* + 0F (7, 1) . (2.19)
The physical meaning of the nonlinear term A\(Vh)? is that the local growth rate
of the film depends on the local surface slope.

The advantage of continuum models, such as phase field models [85,86], is the
computational simplicity [41]. Continuum equations play an important role in
establishing connections between microscopic processes and the macroscopic evo-
lution of the growth front. By parameterizing a KMC model with first principle
calculations, which then could be converted into a stochastic partial differential
equation, a connection across length and time scales could be achieved [40].
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Chapter 3

Off-lattice Kinetic Monte Carlo
simulations

In the last chapter, the experimental realization of heteroepitaxial growth by
means of MBE technique was described and an overview over the most important
theoretical approaches was given as well. The method of choice strongly depends
on the length and time scale one is interested in. In heteroepitaxial systems,
the different lattice constants of the adsorbate and the substrate material lead to
long-range elastic strain effects which affect the entire growing crystal.

The computational efforts restrict Density Functional Theory calculations to
a small number of particles and to small time intervals. The time scale limitation
of Molecular dynamics simulations refuses the consideration of larger systems
growing several monolayers. The main focus of this work is the effect of strain
on growing systems, hence the heteroepitaxial growth is investigated by means of
Kinetic Monte Carlo simulations, which allows for the consideration of long-range
effects in systems with lateral extension of few hundred atoms.

If the material is expected to crystallize in a regular lattice without dislo-
cations or other defects, the so called lattice gas models can be used, where a
particular site is either occupied or empty and the particles can only be placed
precisely on the lattice sites [42,87,88]. In some material systems the atoms at
the crystal surface may be slightly shifted from their corresponding bulk positions
due to surface reconstructions and, as long as the topology of the lattice remains
unchanged, this effect can be taken into account within the lattice gas framework
by adding additional discrete degrees of freedom to the model [58,89].

However, the formation of misfit dislocations as a strain relaxation mechanism
demands the possibility of particles leaving their predefined lattice sites. Conse-
quently, the representation of the system by a rigid lattice is not suitable for this
kind of simulation of heteroepitaxial growth. Instead of the lattice gas models,
an off-lattice model can be used that allows for continuous particle coordinates in
space enabling the atoms to be displaced from their initial predefined lattice site.
Such models were suggested for example by Plotz et al. [90] and implemented in
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simulations for instance in [91-95].

The main idea of our method is based on the work by Schindler and Wolf [96].
The interaction of the particles is described by pair-potentials as a function of
the continuous particle distances. The activation energy of the relevant thermally
activated processes is calculated by the change of the total energy, obtained with
the interaction potential, and then used to determine the corresponding hopping
rates, which are put in a standard rejection-free Kinetic Monte Carlo simulation.

In the following sections the simulation model and the used method of this
work are described in detail.

3.1 Lattice structures

One of the first steps in the construction of a simulation model for epitaxial
growth is the choice of the proper lattice structure which depends on the purpose
of the simulation. Besides the chemical nature of the atoms, their geometrical
arrangement governs the electronic, magnetic, optical and other properties of
the surface. If one is interested in the description of a specific material system,
it is indispensable to choose the corresponding lattice structure, as the topology
determines for instance the potential diffusion events and neighborhood relations.
Otherwise, if one addresses general aspects and phenomena of epitaxial growth on
a qualitative level, the description by using a simple lattice structure is justified.
Besides the choice of the lattice type, it is also important to choose the correct
surface orientation. For example, the surface of a body-centered cubic (bec)
lattice is isotropic in the (100) orientation direction but anisotropic in the (110)
direction, which has a pronounced influence on the surface morphology.

3.1.1 The triangular lattice

Off-lattice Kinetic Monte Carlo simulations demand high computational efforts
which restrict the simulated physical time and the system size. To study the
influence of long range elastic strain effects like the influence of misfit dislocations
on the subsequent growth or strain induced island growth, the main part of this
work was realized on a lattice in 141 dimensions (substrate + height), which can
be treated as a cross section of the real 241 dimensional case.

On a qualitative level, all the essential properties of the real 2+1 systems are
given correctly in 1+1 dimensions. This assumption also implicates that in the
real three dimensional case the monolayer islands have a compact rather than a
fractal shape and a possible lattice misfit is one and the same in both orthogonal
directions.

Including simple isotropic pair potentials, the particles arrange in the trian-
gular lattice structure, illustrated in Fig. 3.1, with stacking ABAB yielding a
coordination number of six. The resulting distance of the layers in the vertical
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Figure 3.1: Illustration of the triangular

lattice in two dimensions with stacking
ABAB.

Figure 3.2: Illustration of the bcce lattice
structure, obtained by adding an addi-
tional particle to the center of the simple
cubic lattice. The light bonds represent
the bonds to its nearest neighbors yield-
ing the coordination number eight.

direction is ay/3/2, where a denotes the lattice constant given in lateral direc-
tion. An infinite triangular lattice has a six-fold rotational symmetry. In the
simulations, the lateral system size is typically in the order of few hundred par-
ticles which excludes possible finite size effects. To avoid undesired edge effects,
periodic boundary conditions in the horizontal direction are assumed.

3.1.2 The bcc lattice

The two dimensional model represented on the triangular lattice can be extended
to three dimensions that allows for different possible lattice structures. One of
the most common cubic lattice types is the face centered cubic (fcc) which is close
packed and the usual lattice structure for the majority of crystalline metals and
therefore subject matter of many experimental and theoretical studies, e.g. the
investigation of self assembled nanopatterns on the fcc (111) surface by means of
an off-lattice Kinetic Monte Carlo simulation model [97].

Another common three dimensional cubic Bravais lattice is the body centered
cubic (bee) which is the lattice structure of iron and the alkali metals. Amongst
others, they play an important role in the research in magnetic thin films and a
growing interest is focused on nanostructured films made of objects of reduced
lateral dimensions like magnetic dots. To give one example, the growth and
magnetism of iron films on tungsten have been extensively investigated in the
past [98-100].

The geometric arrangement of the bee lattice is illustrated in Fig. 3.2. This
lattice is obtained by adding an additional particle to the center of each cubic of
the lattice given in the simple cubic structure. Thus, the central atom is cubically
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surrounded and the resulting coordination number is eight and the stacking is
ABAB. Every edge particle can be seen as a central particle of a further cubic
and thus, every central particle is edge particle. One can also think of this lattice
as made from layers of square-packed spheres and alternating layers stack, so that
the spheres “nestle down” into the spaces between the spheres in the layer below.
In this work, the influence of strain in the submonolayer regime was studied
on a bece lattice in the (100) surface direction. The detailed implementation of
this lattice structure to the off-lattice simulation model is given in chapter 6.

3.2 The potential energy

The next step in constructing the simulation model is the description of the par-
ticle interaction. By choosing a particular potential, the information concerning
energy barriers for the thermally activated kinetic processes is provided. As this
model does not aim at giving a detailed comparison to particular material sys-
tems, a generic description given by simple pair potentials is sufficient. The simple
pair potentials used in this work are the Lennard—Jones potential and the Morse
potential (cf. appendix A). In the main part of this work, the Lennard—Jones

potential was used in the form
o\ 12 N
— — | — . 3.1
E@)] e

While U, denotes the potential depth, the parameter o is the distance at which
the potential is equal to zero and specifies the different material properties in the
model. The argument r;; represents the continuous particle distance between the
interacting particles ¢ and j.

The attractive contribution in the potential competes with the strong repul-
sive part dominating at small distances. While the exponent “6” of the attractive
part is motivated by van der Waals dispersion forces, originated by dipole-dipole
interactions in turn due to fluctuating dipoles, the only condition for the expo-
nent of the repulsive part is being higher than the exponent of the attractive
part. Therefore the exponent “12” is chosen exclusively for practical reasons, as
it allows to calculate the potential energy very efficiently, since 7!2 is the square
root of 8. The repulsive part results from the Pauli exclusion principle of elec-
trons with overlapping orbitals. The potential also determines the force between
two particles ¢ and j which is given by

Uij(Uo,O', Tij) = 4 UO

—

The competition between the attractive and the repulsive contribution of the
potential leads to a minimum value of the energy at the equilibrium distance
ro = 2Y/% o, where the force F;; between the two particles vanishes.
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The interaction potential now allows for the calculation of the total energy of
any atomic arrangement. The total potential energy of a system consisting of n

particles is
Ew=Y_> Uy (3.3)

i=1 j=i+1

The force ﬁij acting upon each particle in the system leads to a local minimization
of the potential energy (3.3).

While in Molecular Dynamics the force defined in Eq. (3.2) drives the system
energy to a local minimum, in our KMC simulation model the minimization
of the total energy is accomplished by means of a conjugate gradient method
[101]. Note that the relaxation procedure only takes the energy of the system
to its nearest local minimum which is achieved by small changes of the particle
positions without changing the crystal topology. In order to stabilize the crystal,
the particle positions of three bottom layers are fix. Due to the fact that the
film thickness of the fix bottom layers is concordant with the cut-off distance,
undesired edge effects can be avoided.

Since the interaction strength decreases fast with the particle distance, a cut-
off distance 74, with U;; = 0 for r;; > e, is assumed. In most cases the cut-oft
is chosen to be r.,; = 3719, because the value of the potential calculated with Eq.
(3.1) is already less than one percent of the value at the equilibrium distance ry.
This cut-off is necessary, since the computer time required for calculating the en-
ergy increases with the number of involved particles, and the energy contribution
of the particles beyond the cut-off distance is negligible.

3.2.1 The bulk equilibrium distance

As every particle interacts with all other particles of the system, the resulting
equilibrium distance of a bulk particle to its nearest neighbors slightly differs
from the equilibrium distance ry of two isolated particles. Consequently, if one is
interested in building up a substrate crystal without artificial strain, ry has to be
replaced by the bulk equilibrium distance which can be obtained by preliminary
calculations.

The energy F; of a particle ¢ in the bulk is given by the summation of all pair
interactions with all system particles:

J#i

The energy of a bulk particle strongly depends on the used lattice structure.
In the following, the considerations refer to the two dimensional triangular lattice
structure, but can be applied in the same manner to the three dimensional lattice
representation. In the case of a cut-off distance r.,; = 3 R, where R denotes the
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Figure 3.3: Particles contributing to the to-
tal potential energy of a bulk particle on
the triangular lattice with cut-off distance
rewr = 9R. The number denotes the corre-
sponding nearest neighbor ranking.

distance to the nearest neighbor, only the particles of the environment illustrated
in Fig. 3.3 need to be taken into account. By using the Eq. (3.1) and (3.4), the
total energy of a bulk particle 7 can be calculated as a function of the nearest
neighbor distance R:

E;(R) = Y 47U,

— 40, [Alg (%)12 'y (%)6] . (3.5)

The coefficient A, (m = 6 or m = 12) denotes the lattice sum and, in consider-
ation of the chosen lattice structure and the cut-off distance, is given by

toxtion (1) von () i () von (1) 6o

The position of each summand in Eq. (3.6) corresponds to the number labeled
on the particles in Fig. 3.3. By minimizing the energy (3.5), the equilibrium
distance Ry in the bulk can be calculated.

OF; (R) ol ot !

yields an equilibrium distance Ry ~ 1.1119 ¢, which is slightly smaller than the
equilibrium distance 7y = 2/6 0 ~ 1.1225 ¢ of two isolated particles.

Since the main focus of this work is the influence of strain in heteroepitaxial
growth systems, the exact determination of the equilibrium distance is indispens-
able, as already small deviations lead to artificial strain in the crystal.

3.2.2 The potential energy surface

The temporal evolution of the surface morphology is mainly influenced and de-
termined by the thermally activated surface diffusion processes. In Fig. 3.4 the
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Figure 3.4: Potential energy sur-
face of a test particle (dark)
moving on the crystal surface.
The shown surface is section of
a larger system.

potential energy surface (PES) of an adatom on a triangular lattice is displayed.
In order to obtain the PES a test particle is placed onto the crystal surface and
the total potential energy is calculated according to Eq. (3.3). Now the total
energy FEj, is minimized by varying the coordinates of all system particles. The
only exception is the lateral coordinate of the test particle (marked as x-direction
in Fig. 3.4) which is kept fix for each step, and the test particle is only allowed
to relax in the plane perpendicular to the diffusion path. The system energy is
recorded, the lateral coordinate is slightly increased and the whole procedure is
repeatedly performed until the desired range of the PES is achieved.

3.3 Calculation of the activation energy

The following considerations refer again to the description on the triangular lat-
tice. The modulation of the PES shown in Fig. 3.4 reveals that the particle has
to overcome an energy barrier to reach the next binding site on the minimum
energy path. The transition path connecting the initial and the final configura-
tion of the particles, passes over a saddle point in the configuration space. The
resulting activation energy FE, is given by the difference between the potential
energy of the transition state E; and the potential energy of the initial binding
site Ej:

E,=F, — E, (3.8)

Due to the exponential nature governing the energy fluctuations, any event fol-
lowing another trajectory, with by definition an energy higher than at the saddle
point, will be much less probable and can be neglected [102]. In order to get
the correct rates for the diffusion process, which are necessary to understand the
dynamical properties of the considered material, a precise determination of the
activation energy is required.

Since the activation energy has to be calculated repeatedly for every possible
diffusion process, the demanded computational effort is enormous, and the frozen
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crystal approximation is applied as an important simplification when calculating
the transition state energy and identifying possible diffusion sites. In this approx-
imation, the positions of all particles, with the exception of the diffusing particle,
are considered constant in the Molecular Static procedure. This restricts the ac-
curacy of the method, but the energy barriers calculated within the frozen crystal
approximation differ typically less than ten percent from the correct ones in the
model, which was also confirmed in [103].

3.3.1 Determination of the neighboring binding site

Before calculating the activation energy for the diffusion processes, one has to
determine possible free neighboring binding sites on which the regarded particle
is supposed to jump. In contrast to lattice gas models, where particles occupy
predefined lattice sites, in the off-lattice representation the binding sites can
only be identified as local minima in the potential energy landscape. In the two
dimensional representation one usually expects two neighboring binding sites for
an isolated adatom.

For moderate values of the lattice mismatch between substrate and adsorbate,
see Eq. (2.3), the rough position of the neighboring binding site can be guessed
by geometrical considerations. Therefore it is indispensable to ensure that all
possible diffusion scenarios (e.g. the interlayer diffusion on a sloped surface or
the diffusion on the undersurface of overhangs) are taken into account and no
important process is missing to avoid erroneous results, since the evolution of the
morphology is mainly governed by the surface diffusion and the quality of the
simulation is only as good as the quality of the input.

In the case of high values of the lattice misfit, this procedure can turn to
be more sophisticated, especially in the local environment of misfit dislocations
where the purely geometrical considerations are in need of sensible corrections
assuring that the nearest local minimum is found. The rough position of the
supposed free neighboring binding site then is determined in the frozen crystal
approximation by means of Brent’s method, a simple and fast minimization rou-
tine [101], ensuring that the detected position is a valid binding site. The precise
position and therewith the precise binding energy of the destination site is not
needed in order to calculate the activation energy. Since the system is relaxed
before any diffusion step is performed, the binding energy Ej, at the initial site is
equivalent to the present binding energy and no further calculations are needed.

3.3.2 Calculation of the transition state energy

The potential energy surface in Fig. 3.4 shows the minimum energy path of a
test particle moving on the surface. The transition state for a diffusion step can
be identified as a maximum in this curve and is in the strict sense a first order
saddle point (minimum in the z-direction, maximum in the z-direction).
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The method used in the simulation for the calculation of the transition state
energy is the so-called activation-relaxation technique (ART), originally applied
with success to amorphous semiconductors and metallic glasses [104-106]. The
ART consists of two parts: the activation from the local energy minimum to a
nearby saddle point and the relaxation to the next local energy minimum.

In the simulation the determination of the saddle point is performed in the
frozen crystal approximation with the following proceeding:

e In the first step, the particle is slightly displaced from the present local
energy minimum towards the destination binding site, which was prelim-
inary determined in section 3.3.1. This displacement leads to a force F
acting on the particle according to Eq. (3.2). The resulting displacement
vector 7 points from the last local minimum to the current position of the
configuration.

e Now a force vector G can be defined, opposite in sign to the force F in the
direction parallel to 7" and equal to F' in any direction perpendicular to 7

G=F_(1+a) (ﬁ-e:) & (3.9)

Here e; denotes the normalized vector parallel to ¥ and « is a positive
number serving as a control parameter.

e The force G is applied iteratively on the particle which thereby is moved in
small steps towards the nearby saddle point.

e At the saddle point, both G and F are zero and the iterative process stops.

The parameter « controls the increment in each iteration step. A sensible
value in the simulation turned out to be a = 0.5, since too high chosen values of
a result in missing the correct saddle point and too small values slow down the
saddle point determination due to too many iteration steps.

In principle the breakup condition G = F = 0 is also fulfilled at an energy
maximum, but the algorithm can only end up at a maximum, if it was already
chosen as starting point. Including the knowledge of the initial and the final
minimum site, the approximate position of the saddle point can be estimated
and ending up at a maximum can be excluded.

The ART is a quite robust method and can be applied to three dimensional
calculations as well as to the two dimensional description of epitaxial growth.
In the latter case, the saddle point can be found by using a one dimensional
minimization method [101], as the saddle point can be identified as a local max-
imum in the x direction when minimizing the same time in the perpendicular
z-direction, referring to Fig. 3.4. This method is faster than the ART but also
less stable and has to be applied more carefully and occasionally be replaced
by the ART. At the saddle point, the transition state energy, needed for the
activation energy, can be calculated.
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Figure 3.5: Local relaxation on a
triangular lattice. The positions
of all particles in the circle with
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3.4 Local and global relaxation

After a particle has successfully overcome the diffusion barrier and reached its
destination site, the whole environment of this particle is immediately affected by
this change of the surface configuration. Since in the simulation the determination
of the energy barrier was accomplished in the frozen crystal approximation, the
hopping particle is put on its destination site without changing the position of
any other system particle. As each particle position corresponds to a minimized
potential energy, the rearrangement leads to slight deviation of the energy from
its local minimum. In order to compensate for this effect and incorporate the
deformation of the crystal correctly, after each step the system is relaxed by
minimizing the total energy (3.3) by means of a conjugate gradient method [101].

The relaxation procedure of the crystal is performed locally after each event
by varying the positions of all particles within a sphere of the cut-off radius r.,;
around the hopped particle, which is therefore called local relazation. To calculate
the total potential energy, the information of all particles in the distance 2 r,; is
needed, see Fig 3.5. Since the used potentials are fast decreasing, this is a valid
simplification which saves a lot of computer time.

In order to avoid artificial strain of the system, after a certain number of
microscopic steps the energy is minimized with respect to the position of all
system particles which shall be denoted as global relaxation and affects the entire
system. The relaxation procedure only takes the energy of the system to its
nearest local minimum without changing the crystal topology. The frequency of
the global relaxation depends on the specific problem and on factors like misfit
or system size and is adjusted by preliminary energetic considerations.

3.5 Downward funneling

After the deposition of a particle on the surface, the particle may still have
enough kinetic energy to keep moving ballistically over the surface. This transient
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Figure 3.6: Illustration of the
downward funneling effect: The
newly deposited particle (dark)
slides down to the lowest lo-
cal position (dark) by successive
jumps to lower neighboring sites
(white) until no lower neighbor-
ing site is available.
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mobility (see section 2.1.2) allows the particle to skip several lattice sites and
bound up to a certain distance away from the point where it has impinged on the
surface.

In the so called downward funneling mechanism the kinetic energy enables de-
posited particles landing on an inclined facet to slide down to the lowest position
locally available, since the site with highest coordination is at the bottom of the
facet. This mechanism and similar incorporation mechanisms which smoothen
the surface morphology are discussed in [9] and can be included in the model as
well.

In Fig. 3.6 the downward funneling is illustrated. A newly deposited particle
on top of the mound jumps successively to the lower neighboring binding site
until the lowest site is reached. If both the left and the right site are lower than
the initial one, the lowest binding site is chosen. In the case of two equal low
sites, the direction is chosen by random. Alternatively, it is possible to restrict
the number of funneling steps. The restriction of the funneling steps to only one
single step leads to the "knock out“ effect in which the landing particle hits an
other at a terrace edge, pushes it aside and ends up inside the terrace.

3.6 Kinetic Monte Carlo simulation

After all relevant kinetic processes have been identified and the corresponding
activation energy is used to calculate the transition rates following the Arrhenius
law, Eq. (2.2), the time evolution of the system is described by means of a
Kinetic Monte Carlo simulation. The dynamics is realized by choosing a possible
event and then accepting or rejecting it with respect to the chosen acceptance
probability. In the simulation of epitaxial growth, the acceptance probabilities
for diffusion can become very small due the exponential decrease of the Arrhenius
rates and a lot of computer time is lost by choosing rejected events. Especially
for low temperatures and high barriers, the fraction of unaccepted events is high
and most of the computer time is wasted without any change of the system.
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3.6.1 Rejection-free method

A further way to realize the dynamics is to use the so-called rejection free method
[73]. In this method, every Monte Carlo step leads to a change of the system and
the pronounced problem of wasting computer time is avoided. The trick of this
method is that the events are already chosen according to their probabilities and
always performed, in contrast to the Metropolis algorithm where the probability
of the event is included after the event is picked and one part of the events is
rejected.

The probability of an event j is given by
Rj

;= 3.10

& > Ri+ Ry (3.10)

E(L,i
depending on the diffusion rates R; = vy e *57, with E,; as activation energy,

and the deposition rate Ry = F' L, where F' is the particle flux and L the size of
one monolayer of the system. For simplification, the attempt frequency is set to
the constant value vy = 10*2s7! for all processes.

The rejection-free method requires the knowledge of all currently possible
events and an additional bookkeeping is needed. After any performed event,
the rates of all affected particles have to be re-calculated and updated in the
rate bookkeeping. The resulting extra computational effort is markedly small
compared to the saved computer time due to no event rejection.

The sequence of events in the continuous time simulation form a Poisson
process and the physical time 7 between two events is [107]

In r

with a uniformly distributed random number r €]0; 1].

In the beginning of the simulation, the rates for possible diffusion events of
all surface particles that are not completely incorporated in the bulk are deter-
mined. In the triangular lattice, this affects all particles with four or less nearest
neighbors with the exception of substrate particles that are not allowed to diffuse
but contribute to the potential energy surface.

In order to perform the random selection of the events, a fast method to apply
the algorithm is needed. In the simulation, the list of the rates of all events is
stored in a complete binary tree [73,108] which allows for fast access to its entries.
A detailed implementation of a binary tree is described for instance in [20].

The simulation progress consists of the following steps:

1. An event j is drawn according to its probability (3.10) and performed.

2. The region of the crystal around this microscopic event is locally relaxed.
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3. The system time is increased according to Eq. (3.11).
4. Relaxation of the whole system, if the global relaxation condition is fulfilled.

5. In the case of local relaxation, the rates of all affected particles (compare
Fig. 3.5), in the case of global relaxation the rates of all adsorbate particles
are re-calculated and the binary tree is updated.

6. Go back to iteration step 1 unless a stopping condition is fulfilled.

This proceeding was applied in all simulations of this work in order to describe
the temporal evolution of heteroepitaxial growth systems. Additional to this
progression, certain analyses and the evaluations of quantities, e.g. the surface
width, were done during the simulation which enables also to describe the time
evolution of these values.

3.6.2 Grid-based particle access method

A main part in the simulation of heteroepitaxial growth systems consisting of
many particles is the calculation of the potential energy (3.3). Due to the sur-
face diffusion and the energy relaxation procedure, the continuous positions of all
particles change permanently and the set of particles contributing to the binding
energy of one regarded particle changes throughout the simulation. In order to
collect all particles within the cut-off distance 7., the distance of the regarded
particle to all other particles of the system has to be calculated to check whether
a non-vanishing contribution to the energy is delivered. This is the most often
performed operation of the simulation, since it is needed to calculate the activa-
tion energy for diffusion, to find possible binding sites and transition states, and
in the process of local and global relaxation.

A simple but also inefficient implementation is to pass through a list of all
system particles and calculate each distance. Especially for larger systems a lot of
computer time is wasted to calculate the distance to particles far away from the
regarded adatom. Since this operation is repeated permanently, the simulation
is slowed down needlessly.

Following the work by Vey [109], a grid-based particle access method is used.
In this method, the whole system is divided into quadratic areas, called “boxes”,
of the width r.,;. The grid in Fig. 3.7 represents the different areas on a triangular
lattice. Every system particle is exactly in one of these areas, and with an
additional bookkeeping the corresponding box of each particle is recorded. Now
a list consisting of all particles that can be found in each box is made which needs
to be updated whenever a particle’s position is changed. Since the width of the
quadratic areas is chosen to be r.,;, only particles of the present box and its eight
neighbor boxes (boxes within the red quadratic frame in Fig. 3.7) have to be
taken into account when collecting all particles within the cut-off distance 7.
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Figure 3.7: Grid on a triangu-
lar lattice. To collect all parti-
cles that are located in the circle
with radius 7., (blue) around
the reference particle (red), only
particles in the adjacent boxes
(red frame) need to be taken into
consideration.
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Instead of calculating the distance of a particle to all other system particles, it is
sufficient to regard only particles of the same and of the neighboring boxes. This
possible preselection accelerates the simulation enormously and outweighs clearly
the computational effort needed for the additional bookkeeping as comparing
simulations proved.

It is also possible to apply this grid-based method to the three dimensional
lattice representation. In this case, the formerly quadratic two dimensional boxes
are replaced by cuboids with quadratic base area. The division on a bcc lattice
is illustrated in Fig 3.8 showing a top view of the (100) surface. All particles
within the cut-off distance from the reference particle (red) are displayed in color.
Again, only particles of the present box and its eight neighbor boxes (within the
red frame) have to be taken into account when collecting all particles within
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the cut-off distance r.,. In contrast to the two dimensional system, the boxes
here also consist of all particles in deeper layers. While the width of each box
is chosen to be 7., the vertical size is given by the layer thickness. Since only
growth in the submonolayer regime is regarded, the vertical system size is small
compared to its lateral extension and the simulation is already accelerated at a
system width of L = 4r.,; and outweighs the computational effort needed for
the additional bookkeeping. Especially in three dimensions the main part of the
time costing particle distance calculations is unneeded and can be avoided by the
grid-based method whose application accelerates the whole simulation decisively.

3.7 Conclusions

In this chapter we have presented a simulation model which allows for Kinetic
Monte Carlo simulations of heteroepitaxial growth systems. In contrast to many
lattice gas models, our off-lattice model includes the possibility of particles leav-
ing their predefined lattice sites. Our model does not aim at giving a detailed
comparison to particular material systems, but heteroepitaxial growth is exam-
ined on a qualitative level.

In this work the simulation model is initially applied to the two dimensional
triangular lattice and extended to three dimensions using the bcc lattice struc-
ture. For the temporal evolution of the system, realized by thermal activated
surface diffusion processes, the precise calculation of the potential energy is in-
dispensable for the determination of the activation energy of the corresponding
kinetic process. The computational effort for the calculation of the saddle point
energy as well as the total potential energy is enormous. Besides several simpli-
fications, a grid-based method for faster particle access is implemented to save
computer time.

In the following this model is used to study the influence of strain in het-
eroepitaxial growth systems with the aim to gain general insight in strain-related
phenomena like the formation of misfit dislocations or the island growth as strain
relaxation mechanisms.
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Chapter 4

Formation and consequences of
misfit dislocations

One of the central problems in material science is the growth and the stability
of thin films in heteroepitaxial systems. One can often observe the emergence
of misfit dislocations which affect many of the physical properties of the surface
such as surface morphology, chemical reactivity, alloying properties and epitaxial
growth. Improving the physical properties of heterostructures requires controlling
the atomistic processes that are responsible for the generation of these defects.
Understanding the atomistic mechanisms and how these dislocations form is thus
of fundamental importance for further progress in the field of heteroepitaxial
growth and structural control of nanostructures, since one is often interested in
producing a smooth adsorbate film of a well-defined thickness on a given sub-
strate. Besides the disastrous or destructive effect, dislocations can also have
useful effects on devices and their performance and are therefore crucial for the
device design. Buried dislocations produce a long-range elastic strain field which
can be applied, for instance, in the concept of self-organization due to elastic
strain [110].

Since experiments alone often cannot yield information about the exact origin
of dislocation-related effects or about how to suppress unwanted or promote de-
sired effects, computer simulations can help to interpret the experimental data. A
lot of information about the nature of dislocations has been obtained within the
continuum elastic theory, however the details of the underlying atomistic mecha-
nisms through which dislocations occur is not delivered, since surface steps and
surface roughness are not included but play an important role for the dislocation
nucleation [111].

In this chapter different mechanisms of the dislocation formation and the
resulting consequences on the lattice as well as the influence of the dislocations
on the subsequent growth are presented.

49
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4.1 Formation of misfit dislocations

In heteroepitaxial systems the substrate and the adsorbate material generally
differ. In the conceptually simplest situation the adsorbate and the substrate
crystallize in the same type of lattice with only slightly different lattice spacings.
This relative difference of the lattice spacings can be characterized by the lattice
misfit €, see Eq. (2.3). For relatively low values of the misfit, the adsorbate grows
pseudomorphically and the misfit can be accommodated by elastic strain, while
the strain energy increases with the film thickness. Far away from the substrate,
one expects that the substrate has no significant influence on the adsorbate and
the adsorbate can grow with its own lattice constant. As a result, the strain of
the system can be released by the formation of misfit dislocations above a critical
adsorbate thickness h..

In the following simulations, the particle interaction is described by the Lennard—
Jones 12-6 potential (cf. section 3.2 ) used in the form

(2)-(2))

The interaction of two substrate particles is given by U;;(Us, 05) and accordingly
for two adsorbate particles by U;;(U,, 0,), with o, = o4 (1 + ¢). To keep the num-
ber of parameters small, we set 0, = 1 and follow a standard approach by setting
the interaction between substrate and adsorbate particles to U;; (Uss, 04s), With
the geometric mean U,s = +/U,U; and the arithmetic mean 0,5 = (05 + 0,) /2.

In the following we set U, = U, = U,, which allows to isolate the influence of
the misfit from energetic effects. To set the energy scale, the potential depth in
the simulation is Uy = 1.3125 eV which leads to a diffusion barrier of about 0.9 eV’
for an isolated adsorbate particle on a plane substrate surface. Furthermore, the
simulations were performed on the two dimensional triangular lattice with peri-
odic boundary conditions in the direction parallel to the film-substrate interface.
While the system has a lateral extension of a few hundred lattice spacings, the
substrate consists of at least eight monolayers with three fix bottom layers sta-
bilizing the crystal. This allows for the simulation of a semi-infinite substrate,
since the cut-off distance is chosen to be r.,; = 3 rg which prevents that particles
feel the bottom edge of the system. If not explicitly stated, the temperature is
set to T' = 450 K and the flux to F = 1.0 MLs™ .

Uij(Uo,O', Tij) =4 UO

4.1.1 Mechanisms of dislocation formation

The mechanisms of the misfit dislocation formation depend mainly on the sign
and the magnitude of the misfit, but also on the surface topology and cannot be
understood by purely energetic arguments, since it is a kinetic process. In this
section, a detailed description of the different observed dislocation nucleation
mechanisms will be given.
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Figure 4.1: The formation of a dislocation simulated with positive misfit ¢ =
+3.0 %. This sequence of snapshots shows the temporal evolution of a section of
a larger system. The grey level of a particle indicates the average distance to its
nearest neighbors. The lighter a particle is drawn, the larger this distance is.

Positive misfit

For positive misfit less than about ¢ ~ 43.0 %, the adsorbate initially grows
coherently with the substrate. Above a critical film thickness h., the formation
of misfit dislocations becomes energetically more favorable than a purely strained,
pseudomorphic grown adsorbate film.

The mechanism of an evolving dislocation is exemplarily shown in Fig. 4.1.
The grey level of the particles just indicates the average distance of a particle to
its neighbors. The lighter a particle is drawn, the larger the average distance to
its neighbors is. The grey level of a given particle changes during the simulation,
since also the relative particle distances change when distorting the surface; and
the grey level only reflects the relative distance of a particle compared to all
other system particles and does not refer to an absolute distance and only serves
as a tool to reveal the strain distribution of the system. Due to the Ehrlich-
Schwoebel effect, the diffusing particles on top of islands tend to form mounds
instead of growing layer-by-layer [19,112]. At the critical adsorbate height, the
lateral distance between two neighboring mounds is not large enough to allow a
further particle in between (1). Hence, the additional particle between the two
mounds is dislocated from the supposed lattice position (2). This position is now
seed for the emerging dislocation and is finally overgrown by further adsorbate
material, by both deposition and diffusion.

For higher values of positive misfit, the dislocation formation mechanism is
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Figure 4.2: The formation of a dislocation simulated with positive misfit ¢ =
+8.0%. This sequence of snapshots shows the temporal evolution of a section of
a larger system. The grey level of a particle indicates the average distance to its
nearest neighbors. The lighter a particle is drawn, the larger this distance is.

principally the same. The only difference is that no initial pseudomorphic growth
takes place and the dislocations are built direct on the substrate-adsorbate inter-
face.

The formation mechanism of the dislocation depends not only on the misfit
but also on the surface morphology, as it can be seen in the scenario of Fig. 4.1,
where the two neighboring mounds are origin of the dislocation nucleation. In
the case of low particle fluxes, a different formation mechanism can be observed.
In the initial state of growth in the submonolayer regime, the mean distance of
islands increases with increasing temperature or decreasing particle flux. Fig.
4.2 shows the evolution of a system with misfit ¢ = +8.0% and particle flux
F =0.000 MLs™!.

The low particle flux leads to submonolayer islands of large lateral size, one
of them is shown in image (1). Due to the high value of misfit, dislocations
are expected to be formed direct on the substrate-adsorbate interface. Since no
adjacent island or mound can serve as seed for a misfit dislocation, the adsorbate
island is very strained. The binding energy of an edge particle decreases with
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increasing lateral island size and the particle can easily detach.

In image (2) the right edge particle has detached from the island by hopping to
the neighboring free binding site, but still has strong influence on the island. As
a result, the new island edge particle and its left neighboring particle are clearly
dislocated from their supposed lattice site. The distance of the detached parti-
cle from the dislocated island edge particle is only small and a newly deposited
adsorbate particle connects the formerly detached particle again with the island.
The whole ends up in a misfit dislocation close to the island edge, displayed in
image (3). Since the particles of the dislocation have the same lateral position
as the nearest underlying substrate layer, their positions are only metastable and
the diffusion of the latest deposited particle towards the island center affects
the lateral position of the dislocation which glides along the substrate-adsorbate
interface, see panels (4) and (5). The diffusing particle is part of the local en-
vironment of the dislocation and any change of the topology leads to a force
acting on the dislocation. This results in the dislocation glide, since the affected
particles can move rather easily by breaking and forming new bonds in the glide
plane [28]. This dislocation glide can also be observed experimentally [29,113].

In the further temporal evolution of the system, the dislocation keeps the
lateral position of the adsorbate mound grown on it. By the deposition of fur-
ther adsorbate material, the influence of the surface diffusion on the dislocation
decreases due to the increasing vertical distance to the dislocation.

The number of dislocations that are necessary to relief the strain caused by
the lattice mismatch increases with the misfit and the mean distance between dis-
locations is close to 1/e which reflects the relative periodicity of the substrate and
adsorbate lattice [19]. In the simulation the mechanism of dislocation formation
at the island edge, with a following dislocation glide towards the island center,
is observed for high values of positive misfit in systems with initial dislocation
free islands of lateral size significantly higher than the expected mean dislocation
distance 1/e.

Negative misfit

If the lattice constant of the adsorbate is smaller than the substrate's lattice
constant, the strain in the adsorbate film is tensile and the observed mechanisms
of misfit dislocation formation are different. In the case of negative misfit, the
dislocations are formed by two different mechanisms.

For high values of negative misfit, like |¢| = 8 %, the dislocations are formed
direct on the substrate, in analogy to the case of high positive misfit. This be-
havior is shown for a system with misfit e = —11.0% in Fig. 4.3. Again, two
neighboring mounds of adsorbate are seed for a new emerging dislocation. On
panel (1) one can see two resulting gaps between the bottom edge particles of the
central and the two adjacent mounds. In order to approach the relaxed undis-
turbed bulk structure, the particles forming the adsorbate mounds are slightly
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Figure 4.3: The formation of a dislocation simulated with a negative misfit ¢ =
—11.0%. This sequence of snapshots shows the temporal evolution of a section
of a larger system. The grey level of a particle indicates the average distance to
its nearest neighbors. The lighter a particle is drawn, the larger this distance is.

dislocated from the supposed lattice positions which are given by the underlying
substrate lattice structure. The bottom edge particle is attracted by the rest of
the mound particles which are laterally dislocated towards the mound center, due
to the high tensile strain. This explains the resulting gap in the middle of the
mounds.

The left gap enables the particle diffusing on the left slope of the central
mound to move in between, as displayed in panel (2). Note that before the
diffusing particle has filled this gap, the second gap on the right side of the central
mound can serve as seed of an emerging dislocation as well. The following panels
document the overgrowing of this dislocation by further adsorbate material.

For lower values of negative misfit, like |e] < 6%, the adsorbate initially
grows coherently with the substrate until a dislocation appears to release the
strain. The mechanism of the dislocation formation is different now, as it can be
seen in Fig. 4.4 for a system with misfit e = —4.5 %, whose substrate film consists
of the ten bottom layers. To avoid overhangs when growing a thicker adsorbate
film, in this particular simulation the mechanism of downward funneling (section
3.5) was implemented.

In contrast to the case of positive misfit, in the pseudomorphic growth with
negative misfit the mean distance of the adsorbate particles to their nearest neigh-
bors is increased, compared to their undisturbed bulk lattice constant. Therefore,
the adsorbate particles can react more flexibly on changes in the surface topology
by slight changes in their positions without reaching the strong repulsive range of
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Figure 4.4: The formation of a dislocation simu-
lated with negative misfit e = —4.5 %. The dislo-
cation is initially built at the surface (1)-(3), but
glides down to the adsorbate-substrate interface
(4). This sequence of snapshots shows the evo-
lution of a section of a larger system. The grey
level of a particle indicates the average distance
to its nearest neighbors. The lighter a particle is
drawn, the larger this distance is.

(4)

the interaction potential. Initially, the mean distance of the adsorbate particles
directly between the two vicinal mounds is increased, indicated by their lighter
color in the first image of Fig. 4.4. Due to further deposition of adsorbate parti-
cles and changes in the surface topology via surface diffusion, some particles are
slightly dislocated from the perfect lattice structure (2).

In the further development of the system, particles in deeper layers are af-
fected and a gliding dislocation extended about several monolayers emerges (3).
This configuration of the system is only metastable and just due to further re-
arrangements of the surface, more and more particles are involved by this glid-
ing dislocation and the system finally ends up with a dislocation direct on the
substrate-adsorbate interface caused by two groups of particles sliding relative to
each other.

The concerted motion of a relatively large number of atoms is the reaction of
the metastable system to one thermally activated surface diffusion process and
leads to insertion of an extra lattice row into an already continuous film. This
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stable configuration is shown in Fig. 4.4, panel (4). The lateral position of such
a dislocation is determined by the dislocation nucleation at the surface and does
not show any periodicity, in contrast to the dislocations formed at the adsorbate-
substrate interface in the case of high values of misfit. The corresponding Burgers
vector of the dislocation formed in this way is not parallel to the interface and
thus only part of the Burgers vector contributes to the strain relaxation. In the
simulation often a second dislocation is formed at a 60° angle from that of the
dislocation formed earlier. The Burgers circuit enclosing both dislocations yields
a Burgers vector parallel to the interface.

Summarized, we can observe two principle different mechanisms of dislocation
formation, depending on the magnitude of the negative misfit. The transition
between both mechanisms is continuous, as the dislocation formation with misfit
e = —8.0% in Fig. 4.5 shows. Again, the lateral spacings of the particles
between the mounds are larger than particles part of the mounds which again
leads to a gliding dislocation, see panel (4). This configuration is metastable
and ends up in the stable configuration shown in panel (5). Compared to the
dislocation nucleation shown in Fig. 4.4, the initial dislocation free adsorbate
film only consists of few layers. Within the same simulation run of this system
dislocations formed by the overgrowing mechanism, shown in Fig. 4.3, can be
observed as well. The concrete mechanism for intermediate values of the misfit
depends on the present local topology and the surface kinetics.

The different mechanisms of the dislocation formation presented in this sec-
tion are qualitatively in good agreement with the results obtained in molecular
dynamics simulations [111]. The mechanism of dislocation nucleation is different
in tension and compression and associated with the surface roughness.

4.1.2 Behavior of the lattice spacings

The different lattice constants of the substrate and the adsorbate material affect
the lattice spacing of the growing adsorbate film in heteroepitaxial growth sys-
tems. In pseudomorphic growth, the adsorbate grows coherently with the lateral
lattice spacing of the substrate. If the lattice misfit is chosen to be positive, the
adsorbate film is compressed in lateral direction and the vertical lattice spacing
is shifted to higher values in order to reach the equilibrium distance given by the
potential. The expected distance A between two adsorbate layers is illustrated
in Fig. 4.6. While the lateral distance ry is the lattice constant of the substrate,
the preferred distance of two particles of different layers is ro (1 +¢). A simple
geometric consideration leads to a vertical lattice spacing

/ 3
A= To g2+ 2+ 1 (42)

This calculated shift can be observed in our simulation as well. To this end,
some layers of adsorbate material are grown pseudomorphically on a system con-
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Figure 4.5: The formation of a dislocation simulated with negative misfit ¢ =
—8.0 %. This sequence of snapshots shows the temporal evolution of a section of
a larger system. The grey level of a particle indicates the average distance to its
nearest neighbors. The lighter a particle is drawn, the larger this distance is.
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Figure 4.6: Illustration of the dis-
tance A between a particle and
the underlying compressed layer.
The lateral distance is the sub-
strate’s equilibrium distance 7.

Figure 4.7: Development of the
vertical lattice spacing with shift
to a;, = AT for positive misfit
and to a; = A~ for negative mis-
fit, with |e] = 3%. The dotted
line corresponds to the value cal-
culated with Eq. (4.2). The sub-
strate consists of the first ten lay-
ers.
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Figure 4.8: Development of the lateral lattice spacing a and the vertical lattice
spacing a, as a function of the adsorbate film thickness h for positive misfit
£ = +2.5% and system size L = 400. The data results from a single simulation.

sisting of ten substrate monolayers. The system size was set L = 100 which is
sufficient for this comparison. In Fig. 4.7 the value calculated according to Eq.
(4.2) is compared with a single simulation for negative and positive misfit. Here,
a, describes the vertical lattice spacing between two subsequent layers in units
of the substrate’s equilibrium distance 7.

In the simulation, the vertical lattice spacing is calculated by taking the mean
vertical distance of each particle to its closest neighbors in the next layer at
the given thickness. In this case, only particles of one single layer close to the
surface are taken into account. Accordingly, the lateral lattice spacing is the mean
distance of each particle of this layer to its next neighbors in the same layer. As
expected, the substrate is not much affected by the adsorbate film and the curve
progression of a; in the substrate for positive and negative misfit essentially
coincide. The vertical lattice spacing of the first adsorbate layer to the adjacent
top substrate layer can be seen as an intermediate case, since the equilibrium
distance for the mixed interaction is the arithmetic mean and therefore lies in
between. The adsorbate then grows coherently with the vertical lattice spacing
a; = AT in the case of positive and a; = A~ in the case of negative misfit.

At the critical thickness, the system starts to release the strain by introducing
misfit dislocations after which for positive misfit the number of particles in one
monolayer is reduced and the mean lateral distance is increased. Therefore the
shift of the lateral lattice spacing is reduced and the adsorbate approaches its
relaxed undisturbed bulk structure. Fig. 4.8 displays the development of the
vertical and the lateral lattice spacings for a single system of size L = 400. The
determination of the lattice spacing was always done during the growth simulation
with downward funneling and the displayed values show the lattice spacings close
to the surface as a function of the present adsorbate height. The value of each
single shift which is caused by one single dislocation depends on the system size
as it is averaged over all particles in one layer.



4.1 Formation of misfit dislocations

59

Figure 4.9: Section of the same system as in Figure 4.8 showing three dislocations.
The first eight bottom layers represent the substrate.

Figure 4.10: Experimental setup
for RIX consisting of a conven-
tional MBE chamber and x-ray
CCD  source, providing divergent x-
rays, and a CCD camera. The
picture is taken from [114].

X-Ray
source 6\4

/

The increased value of the vertical lattice spacing a,; right before the sudden
descent can be explained by the particles forming the dislocation. Here, two
adsorbate particles of two successive layers have the same lateral position which
results in an additional shift to a local vertical distance A = rg (1+¢) > A.
The concurrent appearance of several dislocations at the critical adsorbate film
thickness can be seen in the curves as close successive jumps. A look at a section
of this simulated surface, shown in Fig. 4.9, reveals the emergence of several
misfit dislocations within few adsorbate layers indicating the critical adsorbate
height.

In experimental studies it has become possible to measure the vertical lattice
spacings averaged over the whole adsorbate film during MBE growth by means
of real-time in situ x-ray diffraction (RIX) [114]. In conventional methods the
x-ray diffraction requires an extremely exact sample adjustment and an angular
scan by rotating the sample and the detector which can last up to several minutes
and does not allow for real-time monitoring. In this method, this inconvenience is
circumvented by using a slightly divergent x-ray beam and observing an extremely
asymmetric Bragg reflection leading to an exposure time of only few seconds
which enables monitoring the epitaxial growth process, see Fig. 4.10.
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Figure 4.12: Development of the average vertical lattice spacing @, as a function
of the adsorbate film thickness. The left curve results from KMC simulation
with misfit ¢ = +2.0%, averaged over 10 independent runs, the right shows
experimental data of a ZnSe/GaAs system (¢ ~ 0.31%), data taken from [114].

In the simulation, the average vertical lattice spacing @, is obtained by calcu-
lating the mean vertical distance of all adsorbate particles to their closest neigh-
bors of the next layer, in contrast to the vertical lattice spacing a,, where only
particles of one single layer are considered. The average vertical lattice spacing
a, for the same single simulation discussed above is displayed in Fig. 4.11. A
qualitative comparison of the development of @; measured in experiment and ob-
tained by simulations is displayed in Figure 4.12. The experimental curve results
from epitaxial growth of a ZnSe epilayer on (001)GaAs which leads to a lattice
misfit about € &~ 0.31%. The simulation results and the experimental findings
are in good qualitative agreement.

In the pseudomorphic growth, @, keeps constant which can be identified as the
plateau in the beginning of the growth. An occurring dislocation does not affect
the mean particle distances of the already grown adsorbate film in a significant
way. Since @, is averaged over the whole film it decreases slowly towards the
undisturbed bulk value.

As discussed in the previous section for small negative misfits, dislocations
formed at the surface glide down immediately to the substrate-adsorbate inter-
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Figure 4.13: Development of the average vertical lattice spacing @, as a function
of the adsorbate film thickness h. The misfit is ¢ = —4.5% and the system size
L = 400. The data is obtained by a single simulation run (left), and averaged
over 20 independent runs (right).

face. Therefore, the whole adsorbate film is affected and a sudden change of @
can be expected. This expectation is confirmed by the simulation and shown in
Figure 4.13. The curve for the single simulation run is discontinuous, since the
lattice spacings of all adsorbate particles are affected by such a gliding disloca-
tion which can be identified by the jumps in the curve. In addition, the right
panel shows the progression averaged over 20 independent simulation runs which
is approximately continuous and can be related to larger systems as well as to
the expected experimental result.

4.2 Influence of buried dislocations

At the critical thickness, the strain is released by the formation of misfit dis-
locations. Due to the ongoing particle flux, more and more adsorbate material
is deposited and the formed dislocations are totally overgrown. These buried
dislocations still have influence on the subsequent growth, since they induce a
periodic long-range elastic strain field at the free surface which can be applied
for instance in the concept of self-organization. Here it is desired to produce
large quantities of nanostructures in a controlled manner as it does not have the
limitation of lithography. Without any lateral correlation, the fundamental limit
is the random character of the nucleation of islands on the surface.

4.2.1 Positive misfit

To study the influence of buried dislocations on a quantitative level, all particles of
a grown system are removed down to a certain film height above the dislocations
yielding a flat surface. The potential energy surface, obtained within the frozen
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Figure 4.14: Potential energy surface of an adatom moving along the surface
(left panel), and diffusion barrier F, for particle jumps to the right at the lateral
position z (right panel). Each corresponding section of a flattened system with
misfit € = +2.5 % shows the detailed position of its dislocation.

crystal approximation by moving a test particle on the flattened surface, is shown
on the left panel of Fig. 4.14 for a system with positive misfit ¢ = +2.5 %.

The curve progression reveals a clear influence of the buried dislocation on
the diffusion on top of the flattened surface. Its modulation is such that the
transition state energies for particle hops toward the dislocation increase. Only
right above the dislocation and, in this example situation, at the left and right
neighbor sites the transition state energy is lowered.

The modulation of the potential energy surface also reveals a variation of the
binding energy, but its magnitude is distinctly smaller, thus the diffusion barrier
mainly depends on the transition energy variation. Consequently, in the vicinity
of its lateral position the dislocation has mainly a repulsive influence on diffusing
adatoms on the surface. This is confirmed by a look at the diffusion barrier for
particle jumps to the right in the vicinity of the buried dislocation, shown on the
right panel of Fig. 4.14. The closer a particle approaches the lateral position
of the dislocation, the higher the necessary activation energy is. The converse
effect arises if the particle moves away from the dislocation. As a consequence,
the particles tend to move away from the dislocation. Only within a small range
direct above the dislocation it has an attractive effect on diffusing particles.

The modulation of the diffusion barrier depends on the thickness of the ad-
sorbate film above the dislocation. In Fig 4.15 the diffusion barrier for jumps
to the right neighboring site is compared for several adsorbate film thicknesses
above the dislocation. Firstly, we observe that the intensity of the modulation
caused by the dislocation decreases with increasing film thickness. Secondly, the



4.2 Influence of buried dislocations

63

1.05~ ‘ ‘ -—-‘AM‘L -

e—e 6 ML
b %g §E ] Figure 4.15: Activation en-
ergy for diffusion steps to
- 1.00~ ] the next right neighboring
2 site on a flattened surface
w for different adsorbate film
095" | thicknesses above the dislo-
W “-.___““'-—...___"'__-:-__-..__ e cation at z = 50. The misfit
0,90 V i of the system is ¢ = +2.5 %.

| | | | | | | | | | | | | | | |

SR
-2.25- =—= 8ML| L
e 12ML
20 ML
-2.30 — -3.28
2 2
i u’
-2.35 i - I
;/f/' . -3.30
; Haminees.)

Figure 4.16: Transition state energy (left) and binding energy (right) on a flat-
tened surface for different adsorbate film thicknesses above the dislocation at
x = 50. The misfit of the system is ¢ = +2.5%.

attractive range direct above the dislocation increases in the lateral direction with
increasing film thickness. In order to fathom the origin of the diffusion barrier
modulation, the according transition state energy F; and the binding energy F,
modulation is shown in Fig. 4.16. Both curves have similar qualitative progres-
sion, but the variation amplitude of the binding energy is lower and therefore the
diffusion barrier is dominated by the transition state energy.

In systems with higher misfit, several dislocations emerge at the critical film
thickness and a diffusing particle is influenced by every dislocation in its envi-
ronment. To analyze the interplay of these dislocations, a system with misfit
e = +5.0% is grown and flattened at different adsorbate thicknesses. Due to
the high value of the misfit, all dislocations are formed direct on the substrate-
adsorbate interface ensuring that they have the same height and additionally a
small and periodic lateral distance which leads to a regular modulation of the
potential energy surface.

As one can see in Figure 4.17, showing a section of a larger system, the initial
repulsive character of a single dislocation changes after few layers of adsorbate.
The superposition of the contributions of all dislocations to the potential energy
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surface leads to a diffusion bias towards the lateral positions of the dislocations
above about seven monolayers. This is confirmed by Fig. 4.18 showing the differ-
ence of the diffusion barrier for a jump to the right and to the left neighboring site
against the lateral position of the surface particle for an adsorbate film thickness
h =8 M L. Right above the dislocations and exactly in between two dislocations
this difference vanishes, which one would expect due to symmetry reasons. In
all other cases the sign of the difference is such that diffusion towards the lateral
position of the dislocation is favored.

The magnitude of the barrier difference is relatively small and the modula-
tion of the diffusion barriers caused by buried dislocations dominates the lateral
position of growing mounds for not too high temperatures and particle fluxes.
This effect can be seen in the simulation if one grows adsorbate material on an
initially flattened surface with an underlying dislocation network. The required
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growth conditions are a small particle flux and a low substrate temperature. Fig.
4.19 shows the temporal evolution of a system simulated with misfit ¢ = +5.0 %,
substrate temperature 7' = 340 K and particle flux F' = 1.0 x 1075M Ls~!. The
preceding simulation delivering the network of buried dislocations was performed
under equal growth conditions. Apart from statistical fluctuations, the correla-
tion between the lateral position of the dislocations and the grown mounds is
clearly apparent in the simulations up to several layers of deposited adsorbate
material.

4.2.2 Negative misfit

In the case of negative misfit, the dislocations have the reverse influence on dif-
fusing adatoms. The potential energy surface of test particle obtained within
the frozen crystal approximation on a flattened surface is shown in Fig. 4.20
for a system with negative misfit ¢ = —8.0 % and eight monolayers of adsorbate
material.

Again, the curve progression reveals a clear influence of the buried dislocation
on the diffusion on top of the flattened surface. Its modulation is such that
the transition state energies for particle hops toward the dislocation increase
and reach a maximum right above the dislocation. Again, the variation of the
binding energy shows the same qualitative behavior, but less intense and the
diffusion barrier mainly depends on the transition state energy. The closer a
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particle approaches the lateral position of the dislocation, the higher the necessary
activation energy is, while the converse effect arises, if the particle moves away
from the dislocation. The dislocations are repulsive for diffusing adatoms on
the surface and the particles preferably diffuse to lateral positions between the
dislocations that are again located direct on the substrate.

The modulation of the diffusion barrier depends again on the thickness of the
adsorbate film above the dislocation. In Fig 4.21 the diffusion barrier for jumps
to the right neighboring site is compared for several adsorbate film heights. As
expected, the intensity of the modulation caused by the dislocation decreases
with increasing film thickness. At the dislocations’ lateral positions the diffusion
barrier is increased for all adsorbate film thicknesses. In the first few adsorbate
layers an additional maximum of the activation energy can be observed in between
two dislocations whose intensity decreases fast with the adsorbate film thickness
and turns to be a minimum for thicker films.

The difference of the diffusion barrier for a jump to the right and to the left
neighboring site against the lateral position of the surface particle is displayed in
Fig. 4.22 for an adsorbate film thickness h = 8 M L. In the same manner as in the
case of positive misfit, one can see that right above the dislocations and exactly
in between two dislocations this difference vanishes due to symmetry reasons. In
all other cases the sign of the difference is such that diffusion to lateral positions
between dislocations is favored.

Again, the magnitude of the barrier difference is relatively small and the
modulation of the diffusion barriers caused by buried dislocations dominates the
lateral position of growing mounds at only low substrate temperatures and par-
ticle fluxes. According to the case of positive misfit, this effect can be seen in the
simulation, if one grows adsorbate material on an initially flattened surface with
a network of buried dislocations requiring a small particle flux and a low sub-
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Figure 4.21: Activation energy for diffusion steps to the next right neighboring
site on a flattened surface for different values of the adsorbate film thickness. The
misfit of the system is ¢ = —8.0%.
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Figure 4.22: Difference of the activation energy for diffusion steps to the next
right and left neighboring site on a flattened surface at an adsorbate film thickness
h =8 M L. The misfit of the system is ¢ = —8.0 %.
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Figure 4.23: Section of a larger sys-
tem showing growth on a flattened
surface with buried dislocations on
a system consisting of a 10 M L thick
substrate and an 8 M L thick adsor-
bate film with misfit ¢ = —8.0 %.
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strate temperature as growth conditions. Fig. 4.23 shows the temporal evolution
of a system simulated with misfit ¢ = —8.0 %, substrate temperature T' = 340 K
and particle flux F' = 1.0 x 107> M Ls~!. The preceding simulation delivering
the network of buried dislocations was performed under equal growth conditions.
Apart from statistical fluctuations, the correlation between the lateral position
of the dislocations and the grown mounds is clearly apparent in the simulations
up to several layers of deposited adsorbate material.

4.3 Conclusions

In summary, we have analyzed the different mechanisms of the formation of misfit
dislocations on the triangular two dimensional lattice. In the initial phase, one
observes a pseudomorphic growth up to a critical thickness of the adsorbate film.
The formation of dislocations depends strongly on the sign and the magnitude
of the misfit. For positive misfit, the dislocations nucleate between two adjacent
mounds and keep their vertical positions after they are built.

In addition, we have seen that the concrete mechanism also depends on the
present local topology and the surface kinetics, since in the case of low particle
flux and high misfit the dislocations can also nucleate at the edge of extended
islands. This state is only metastable and the dislocation can glide laterally,
induced by surface diffusion of particles on top of the island. The dislocation
finally ends up at the lateral position of an existing mound, where the influence
of the surface diffusion on the dislocation is negligibly small, due to the increased
distance, and the particles of the mound stabilize the lateral position.
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For high values of negative misfit, the observed mechanism is comparable
to the case of positive misfit and the formation of dislocation is favored by the
presence of mounds. In the case of small values of negative misfit, we can observe
a different mechanism. Here, the dislocations are initially formed at the surface,
but glide down to the substrate-adsorbate interface by the concerted motion of a
large number of atoms leading to insertion of an extra lattice row into an already
continuous film. The transition between these two observed mechanisms turned
out to be continuous.

The tensile-compressive asymmetry originates from the strong anharmonicity
of the interaction potential, particularly in the steeply rising repulsive core. An
asymmetric behavior of positive and negative misfit is observed for example in
[115].

Furthermore, we have seen that the dislocations affect the vertical and the
lateral lattice spacings of the system. The average vertical lattice spacing ap-
proaches continuously the undisturbed bulk value when the misfit is positive.
This observation is in qualitative agreement with experimental data. For neg-
ative misfit, however, the average vertical lattice spacing approaches the bulk
adsorbate value in a discontinuous manner, since dislocations glide down to the
adsorbate-substrate interface immediately after their nucleation. However, by
averaging over many simulation runs, the influence of a single dislocation is re-
duced and the behavior is approximately continuous and can be related to larger
systems as well as to the expected experimental result.

As a further result, we have shown that the dislocations also affect the sub-
sequent growth of the film. We observe a clear correlation between the lateral
positions of buried dislocations and the positions of mounds grown on the surface.
The correlation depends decisively on the sign of the misfit. The interplay of the
regularly arranged dislocations leads to a periodic modulation of the potential
energy surface.

In the case of positive misfit, the mounds are preferentially formed laterally
direct above buried dislocations whereas for negative misfit mounds grow be-
tween the lateral positions of the dislocations. The clear correlation of buried
dislocations and nucleation of islands is subject of many other theoretical and
experimental investigations [110,116-120] and can find application in the idea of
self-organization of nanopatterns or quantum dots whose periodicity is controlled
by the underlying dislocation network, since the dislocations quite often arrange
into highly ordered periodic patterns. The optimal growth temperature is crucial,
since the self-organization can be destroyed at too high temperatures.
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Chapter 5

Simulation of the three different
growth modes

In the last chapter, we have investigated the formation of misfit dislocations as a
strain relaxation mechanism as well as the resulting consequences on the further
growth progression. The introduction of such lattice defects dominates the strain
relaxation in sufficiently thick films.

However, the strain, caused by the lattice mismatch of the adsorbate and the
substrate material, can also be relieved by the formation of three-dimensional
islands which enables the particles to approach their preferred lattice spacing.
The term island is commonly used to indicate spatial separated structures, in
contrast to mounds that are formed due to the Ehrlich-Schwoebel instability.
Whether coherently strained islands are observed prior to dislocation formation
depends on the ratio between change in surface energy due to island formation
and the energy of the dislocated interface [36].

Similar to the idea of self-organization of nanopatterns controlled by an under-
lying dislocation network, the tendency to form ordered arrays of strain-induced
three dimensional grown islands can be applied in the concept of self-organized
pattern formation as well. The strain-driven surface structures attracted re-
searchers’ interest because of their frequently shown uniformity. The formation
of growth structures with a narrow size distribution is referred to as self-assembly
and, if these structures in addition show the tendency to form ordered arrays, this
process is called self-organization. The term self-organization in a strict sense is
reserved to kinetically driven spontaneous ordering.

The nanoscale coherent islands, arranged in a regular array, are accompa-
nied by a spatial quantization of electrons and holes in three dimensions and are
promising for use in quantum dot light-emitting diodes (LEDs) and lasers. The
shape, size and thickness distribution of small clusters are important parame-
ters for efficient operation. Thus, to obtain the controllable shape and size of
nanocrystals, it is necessary to study growth mechanisms such as growth mode
and island evolution. The formation of dislocations, driven by strain relaxation
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in mismatched systems, is a critical concern for nanocrystal applications, because
it is related to carrier processes in nanocrystals.

In section 2.3 the epitaxial growth modes based on thermodynamic considera-
tions are classified and distinguished according to the balance between the surface
free energy of the adsorbate, the surface free energy of the substrate and the inter-
face free energy. While in the Frank-van der Merve growth mode the adsorbate
grows layer-by-layer, in the Volmer—Weber growth mode three-dimensional ad-
sorbate islands grow direct on the substrate. The Stranski-Krastanov growth
mode can be seen as the intermediate case, where three-dimensional islands are
formed on top of a wetting layer.

As epitaxial growth is per definition a non-equilibrium process determined
by kinetic phenomena, growth morphologies will deviate more or less from the
thermodynamic picture and metastable growth modes are possible. Keeping in
mind that in the strict sense these equilibrium considerations can not be applied
to MBE, we use the classification of growth modes in order to characterize the
growing surface and distinguish between the different growth behaviors. The
growth mode actually occurring in the growing system depends on the particular
interaction potential as well as on the lattice mismatch between the adsorbate
and the substrate material.

The interplay of the substrate-adsorbate interaction and the lattice misfit
plays an important role in the simulation of the three epitaxial growth modes.
In this chapter, the growth conditions and parameter settings leading to each
growth mode are investigated.

5.1 Simulation model

In conformance with the last chapter, all following simulations were performed
on the two dimensional triangular lattice with periodic boundary conditions in
the direction parallel to the film-substrate interface, using the simulation model
introduced in chapter 3. The system has a lateral extension of a few hundred
lattice spacings and the substrate consists of 10 monolayers with three fix bottom
layers stabilizing the crystal.

The pairwise interaction between the system particles is now described by the
Morse potential, see Eq. (A.4). For faster calculations, it can be written in the
form

Uij(Uy, 0,1i5) = Uy e~ rii—=a) (e‘“(”f’_”) — 2) , (5.1)

depending on the distance r;; of the two interacting particles ¢ and j, where again
Uy denotes the depth of the potential and the equilibrium distance between two
isolated particles becomes ry = o. The control parameter is set to a = 6.0 yielding
a fast decreasing potential with a steep attractive and a repulsive contribution
which thus allows to set the cut-off distance to r.,;, = 2.579. Due to the steep
progression of the potential, slight deviations of the particle distance from the
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exact potential minimum position lead to pronounced changes in the binding
energy. Thus, the lattice misfit has strong influence on the potential energy.

The chosen form of the potential has the additional advantage that the result-
ing Ehrlich-Schwoebel barrier is comparable small and the effect of strain-induced
island formation is not affected significantly by the Ehrlich-Schwoebel barrier and
no further adjustment like removing the Schwoebel barrier by hand, proposed e.g.
in [96, 121], is necessary.

To set the energy scale, in the following simulations the depth of the potential
describing the adsorbate-adsorbate interaction is set to U, = 0.5eV. An impor-
tant parameter is the potential depth U,,, characterizing the adsorbate-substrate
interaction, whose variation has decisive influence on the arising growth mode.
The potential depth of interacting substrate particles is chosen to be the maxi-
mum of U,, and U,,

Us = max (Uys, Uy) , (5.2)

ensuring the stability of the substrate film and also justifying the simplification
that substrate particles are not allowed to diffuse. Besides this condition, the
exact choice of the substrate interaction strength U, is of secondary importance,
since the relation between U,; and U, has the main influence on the appearing
type of island growth mode. The parameter o, again is set to 0,5 = (0, + 05) /2
and o, = 1.

The surface width

A useful tool to characterize the surface morphology of the epitaxial grown surface
and to identify the occurring growth mode is the surface width w, also called

roughness, which is defined as the root mean square deviation in the surface
height h(x):

w=/((h(z) - (h(2)))?). (5.3)
The averaging in the surface width (5.3) is generally done over the surface lattice
sites at the lateral position x. To define the height h(x) on the triangular lattice,
the crystal is divided into L columns perpendicular to the substrate-adsorbate
interface, where L is the lateral system size and denotes the number of substrate
particles in each monolayer. In the strict sense, the adsorbate particles are not
exactly on lattice sites, since we have an off-lattice model. Nevertheless, the
lateral positions of the rigid substrate atoms of the bottom layers can serve as
reference sites, since the misfit is limited to values ¢ < 1 and small deviations do
not have notable influence.

The lateral position x of each column can then be assigned to one site of
the according reference lattice and be written as x = na. While a represents
the substrate lattice constant, n is an integer number with n € [1;L]. The
stacking of the triangular lattice is ABAB, which leads to 2 L possible lateral on-
lattice particle positions depending on the present monolayer height, and one can
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Figure 5.1: Example for the height definition on the triangular lattice. At
x = 10, in units of the substrate lattice spacing a, the value of h(zx) is the
mean height of the two neighboring sub columns, which are marked with
white and black circles. The continuous line connects the single determined
values of h(x), marked by black squares.

define 2 L “sub columns”. To determine the height h(x) of the L columns, two
neighboring sub columns are combined and the resulting height h(x) is given by
the mean height of these two sub columns. The height of each sub column is given
by the highest vertical position of all particles with lateral position = = (n+1/4)a.
This definition of the height was proposed e.g. in [122] and is illustrated in Fig.
5.1.

In the presence of overhangs or voids, a further definition of the height besides
this maximum definition is possible, but the concrete height definition does not
influence the scaling behavior. Since overhangs and voids are rare in our simula-
tion of island growth, and the surface width is mainly used to identify the growth
mode, the maximum height definition is sufficient.

5.2 Influence of the misfit on submonolayer
islands

Besides the potential depth U,s of the mixed interaction, the misfit ¢ plays an
important role in the occurrence of island growth. A submonolayer island with
a given lateral extension is strained due to the lattice mismatch of the adsorbate
and the substrate material. In the absence of misfit dislocations, the system
achieves lower energy if the adsorbate atoms form islands, within which they
reside close to the potential well minima, caused by the underlying substrate,
and the misfit is accommodated mainly by the compression or expansion of the
inter-atomic spacings at the island edges. Thus, the strain built up in the islands
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Figure 5.2: Displacement from the potential well minima position, caused by the
underlying substrate, in lateral (Az) and vertical direction (Az) as a function of
the lateral monolayer island size L with misfit € = 4.0 %.

is released at the island edges. This effect is often observed at domain boundaries,
which are called light walls, if the adsorbate density is lower than that within the
domain, and heavy walls in the opposite case [10,123].

To study the strain behavior by dint of our simulation model, a submonolayer
island of adsorbate material is placed on top of a 10 layer thick substrate film and
the system energy is minimized to its next local minimum. In order to isolate
the influence of the misfit from energetic effects, we set U, = U,s = U;, = 0.5¢eV.

The displacement of the island particles from the potential well minima,
caused by the underlying substrate, is plotted in Fig. 5.2 as a function of the
island size for a system with positive misfit ¢ = 4.0%. While the particles in
the center of the island are blocked up in the lateral direction and change their
lateral positions only slightly, the strain is released by the lateral displacement
of the particles close to the island edge. The only possibility of a central particle
is adjusting its position in the vertical direction, which is shifted to higher values
in the case of small island sizes, e. g. L = 10. Since the outermost edge particles
are displaced in the lateral direction, their vertical displacement is decreased.

The mobility of the island center particles is restrained and decreases with
increasing island size. Thus, the displacement decreases in lateral as well as
in vertical direction. Consequently, the binding energy of each island particle
is affected as well and decreases with increasing island size. In Fig. 5.3 the
binding energy distribution of island particles is shown for several island sizes
for a system with misfit e = 4.0%. Again, one can see two trends: Firstly, the
larger the submonolayer island is, the weaker the particles are bound. Secondly,
particles closer to the island edge are bound stronger. This is confirmed by a look
at the binding energy of the edge particle, shown in Fig. 5.4 for different values of
the misfit. In the absence of misfit, the bond of the edge particle is independent
of the island size, which confirms the expectation. In the presence of misfit, the
strength of the bond decreases with increasing island size and increasing misfit.
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Figure 5.3: Binding energy distribution Figure 5.4: Binding energy of island
of island particles at the lateral position edge particle as a function of the lat-
x for different island sizes L and misfit eral island size L for different values of
e =4.0%. the misfit e.

Figure 5.5: Lateral displacement from the potential well minima position (left)
and binding energy distribution of island particles (right) as a function of the
lateral position x for different values of the misfit . The island size is L = 40.

Thus, the probability to detach from a submonolayer island is strongly influenced
by the misfit which therefore plays an important role in the growth of islands as
a strain relaxation mechanism.

For high values of misfit (¢ 2 5 %), the relaxation of the prepared submono-
layer island leads to misfit dislocations and the resulting lateral displacement of
the island particles and their according binding energies, shown in Fig. 5.5, take
approximately the expected periodicity of the distance d between misfit dislo-
cations, see Eq. (2.4) in section 2.2. This is in conformance with the model
proposed by Frenkel and Kontorova. The small deviations from this expected
distance result from the missing rigidity of the substrate film which is deformed
by the interaction with the adsorbate and prevents the formation of misfit dislo-
cations for lower values of ¢.
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5.3 Volmer—Weber-like growth

In the Volmer—Weber (VW) growth mode, adsorbate particles are more strongly
bound to each other than to substrate particles and the energy balance requires
to minimize the area covered by the adsorbate material. As a consequence, the
adsorbate grows in form of three-dimensional islands direct on the substrate.
This mode is displayed by many systems of metals growing on insulators, includ-
ing many metals on alkali halides, graphite and other layer compounds such as
mica [5]. It is possible to use the VW growth mode to obtain PbTe quantum dots
on BaF, [124] or to observe direct growth of CdTe quantum dots on hydrogenated
Si(111) substrate using the hot wall epitaxry (HWE) technique [125]. Small co-
herent three-dimensional islands occur in the growth of Si on Ge(111) [126] and
e.g. ZnTe on ZnSe [127].

In the simulation, the energetic preference can be achieved by choosing the
mixed interaction of adsorbate and substrate particles weaker than the interaction
of adsorbate particles with each other. If we set U,, = 0.7 x U, = 0.35 eV, merely
the energetic preference of adsorbate particles to form bonds with particles of the
same type is sufficient to observe island growth. In the following, if not explicitly
stated, the particle flux is set to F' = 1.0 M Ls~! and the substrate temperature
to T'= 400 K.

5.3.1 Influence of the misfit on the diffusion process

In order to study the kinetic origin of the island formation, we build a multilayer
adsorbate island onto the substrate surface with dimensions that typically occur
in the growth simulation. Fig. 5.6 shows the potential energy surface of a test
adsorbate particle diffusing across an adsorbate island with misfit ¢ = 4.0 %,
obtained within the frozen crystal approximation.

As the chosen mixed interaction is weaker than the adsorbate-adsorbate in-
teraction, both the potential energy of the binding site and the transition state
potential energy are decreased on top of the island as well as on their slopes
compared to diffusion on the substrate. As expected, the diffusion barrier is not
affected by the orientation of the island surface and is the same for diffusion on
the slope and on top of the island. The figure also documents the negligible influ-
ence of the only weakly pronounced Ehrlich Schwoebel barrier, which therefore
can be excluded as the cause of island growth.

The origin of the adsorbate island formation can be understood by looking at
the energetic situation of a particle put at the island edge, which is shown in Fig.
5.7. The key role plays the edge site at x ~ 38, labeled with (B). A particle can
either detach again from the island ending up on site (A) or diffuse upward the
island slope onto site (C). The transition state potential energy for jumps upward
is lower than that for the detaching diffusion process and consequently particles
tend to climb up the island slope. An additional lattice mismatch between the
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adsorbate and substrate amplifies this effect. In the absence of a lattice mismatch
the value of the binding energy at the edge site (B) is higher than that of its both
neighboring sites (A) and (C), hence the diffusion barrier for particle hops away
from this site is higher than for jumps onto this site.

In the presence of a lattice mismatch, the situation is different. In the case
of ¢ = 4.0% the adsorbate particle is better bound at the first site of the island
slope (C) than at the edge site (B). Hence, upward jumps are preferred to the
according jumps back down and the formation of islands is favored.

Fig. 5.8 displays the difference of the activation energy for the jump to the
right neighboring site and the corresponding jump back to the initial site. In all
cases, the jump from (A) to the edge site (B) is energetically preferred to the
corresponding jump back from (B) to (A), indicated by the negative sign of the
energy difference AF,. While for the following upward diffusion step from (B)
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to (C) the jump back downward from (C) to (B) is preferred in the absence of
misfit, this tendency is diluted by increasing misfit and even flipped for the case
e = 4.0% where AE, < 0. In conformance with the expectations the difference
vanishes for diffusion on the substrate and on the island slope few steps away
from the discussed position.

5.3.2 Characterization of the island growth

In the last section, the origin of the island growth was studied by energetic
considerations. The growth of three dimensional islands is favored by choosing
the mixed interaction weaker than the adsorbate-adsorbate interaction. It turned
out that an additional lattice mismatch between the adsorbate and substrate
amplifies this effect. In order to confirm the expectations gained by preliminary
energetic considerations, the following growth simulations were performed on
systems with lateral extension of L = 600 atoms.

A typical evolution of VW island growth is shown in Fig 5.9. In the initial
state, the diffusing particles nucleate to small islands whose contact area to the
substrate is minimized by forming multilayer islands already for small island
widths. Beyond this initial nucleation phase, the three-dimensional islands grow
due to further deposited adsorbate material and end up in islands of similar shape
and size. In the following sections, we discuss the island properties and quantify
the evolution of the grown systems as well as the influence of certain parameters.

Island properties

The self-assembled islands that emerge during the growth can be characterized
by their base width b, given by the number of atoms in the bottom island layer,
and their height h. The tendency to grow adsorbate islands rather than wetting
the substrate is amplified by an additional misfit and can be confirmed by the
island properties.
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Figure 5.9: Formation of adsorbate islands on a 10 layers thick substrate film of
a system simulated with positive misfit ¢ = 3.0 %. This sequence of snapshots
shows the evolution of a section of a larger system for top down number of
deposited adsorbate layers 0.1M L, 0.3M L, 1.0M L, 2.0ML, 3.0M L, 4.0M L. The
grey level of the particles indicates the average distance to its nearest neighbors.
The lighter a particle is drawn, the larger this distance is.
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The distribution of the island base size b is shown in Fig. 5.10 (top half)
for different values of ¢ after the deposition of 3M L adsorbate material. For
each value of ¢, 30 independent simulation runs were carried out. In conclusion,
both the favored island base size and the width of the base size distribution
decrease with increasing misfit. In consideration of Fig. 5.11 (left side) one can
further conclude that for e = 3.0 % the average base size (b) is not affected much
by the deposition of further adsorbate material, which consequently leads to a
continuous increase of the island height. This is confirmed in Fig. 5.10 (bottom
half), showing the distribution of the island height h, and in Fig. 5.11 (right
side), showing the mean height (h) against the amount of deposited adsorbate
layers.

Fig 5.12 compares the island size distribution of a system with ¢ = 3.0 % for
different numbers of deposited adsorbate layers. The size distribution is symmet-
ric after one monolayer is deposited. After the initial nucleation phase, most of
the newly deposited adsorbate material contributes to the island growth and only
few new islands occur. However, the lateral growth of the islands is limited to
a value b =~ 30 and, since the probability for interlayer jumps increases with the
lateral island size, most of the adsorbate particles end up on top of the islands.
At nggs = 4AM L almost 35% of all multilayer islands have a base size of b = 30
and not any beyond b = 32 supporting the idea of critical base size b. ~ 30.

Since an attaching particle is not bound well at the edge of islands of size
b > b., a particle can either detach again or jump upward onto the island slope.
However, the capacity of islands with b = b, is limited and instead of growing
laterally, which leads to the occupation of energetic uncomfortable edge sites, the
islands tend to form overhangs for increasing values of n,qs.

Fig. 5.13 shows the left multilayer island of Fig. 5.9 after the deposition of
further adsorbate material. In the case of n,4s = 6 M L, overhangs have formed
on both sides of the mound. The overhang on the left island side is even more
pronounced for n,gs = 10 M L which is driven by the system minimizing both the
substrate area covered with adsorbate material, due to the preference of adsorbate
particles to form bonds with particles of the same type, and the adsorbate surface
itself yielding a multilayer island height h = 29 M L.

The occurring overhangs are a good example for the necessity of taking into
account all relevant diffusion processes. Without allowing the diffusion on the
undersurface of overhangs, the observed island shape would be prevented.

Behavior of the surface width

A useful tool for the characterization of the VW growth is the surface width
(cf. section 5.1). The emergence of multilayer adsorbate islands leads to distinct
differences in the surface height modulation and a strictly monotonic increasing
surface width can be expected. Besides this qualitative behavior, the surface
width is also appropriate to describe the VW growth on a quantitative level.
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Figure 5.10: Distribution of the island base size b and height h after the deposition
of 3M L adsorbate material for different values of €. The histograms show the
part Ny/Niota of islands with base size b and Ny, /Ny with height A of all Nyge
islands. Each bar refers to the abscissa printed at its bottom right side.
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Figure 5.11: Average base size (b) and mean island height (h) of multilayer islands
vs. the misfit e for different numbers of deposited adsorbate layers n,q,. The error
bars represent the standard errors of the simulation results.
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Figure 5.12: Distribution of the adsorbate island base size b for different numbers
of deposited adsorbate layers nqqs with misfit ¢ = 3.0%. The histograms show
the part Ny/Nypa of islands with base size b and Ny, /Ny with height h of all
Niorar islands. Each bar refers to the abscissa printed at its bottom right side.
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Figure 5.13: Adsorbate island shown on the left in Fig. 5.9 after the deposition
of 6 ML (left) and 10 M L (right) of adsorbate material.
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Fig. 5.14 shows the evolution of the surface width w for different values of
e. The surface width increases strictly monotonic with the number of deposited
adsorbate particles. Additionally, higher values of € result in a faster increase of
w which is consistent with the island size and height distribution discussed above.
However, this performance is disturbed, expressed by an intersection point of the
curves for ¢ = 3.0% and ¢ = 4.0 % at nggs ~ 4.1 ML caused by the diminishing
steepness of the latter curve. For the comparable high misfit ¢ = 4.0 % the island
formation mechanism is no longer sufficient to relieve strain during deposition,
consequently the strain relief sets in by introducing misfit dislocations and the
coherently strained growth is disturbed.

The misfit dislocations, which are formed at the adsorbate-substrate inter-
face, effect a plastic strain relaxation. Thus, only a reduced further elastic strain
relaxation by forming multilayer islands is necessary to relieve the residual strain
after the introduction of dislocations which is in good agreement with experimen-
tal findings [128].
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Behavior of the substrate coverage

A further indicator to characterize the island growth on a quantitative level is the
area coverage of the substrate. Fig. 5.15 shows the evolution of the substrate area
coverage ¢ for different values of the misfit €. After the initial island nucleation
phase, the adsorbate islands begin to grow in the VW growth mode. Beyond the
critical island base size, the main part of the newly deposited adsorbate particles
contribute to the island height growth and the lateral island size changes only
moderately, indicated by a reduced slope of the curve.

Higher values of ¢ abet upward jumps yielding a smaller slope of the area
coverage, which is again consistent with the observed island properties and the
behavior of the surface width. For ¢ = 3.0 % the substrate area coverage is only
about one third after the deposition of 5 M L adsorbate material.

Again, the case ¢ = 4.0 % breaks this rule, which is caused by the introduction
of misfit dislocations and disturbs the coherent growth of strained islands.

5.3.3 Transition from layer-by-layer to VW growth

In the last section, we have seen that the lateral island size decreases with in-
creasing lattice mismatch. Besides the misfit, an important condition of the VW
growth mode is choosing the adsorbate-substrate interaction potential depth U,
smaller than the potential depth U,, which regulates the adsorbate adsorbate
interaction strength.

In the discussed case U,s = 0.7U,, an additional misfit influences the lateral
extension and the height of the islands, but it cannot prevent the island formation
itself and therefore the current type of growth mode is not affected. By increasing
U,s, but still fulfilling the condition U,s < U,, one would expect the adsorbate
islands to be laterally more extended and it might be possible to find a set of
growth parameters so that the islands laterally coalesce before island growth takes
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Figure 5.16: Evolution of a system simulated with zero misfit. This sequence of
snapshots shows the evolution of a section of a larger system for top down number
of deposited adsorbate layers 1.0 ML, 2.0 ML, 3.0 ML, 5.0 ML. The darker
particles represent the substrate, the lighter particles are adsorbate particles.

place and the VW growth is replaced by the layer-by-layer Frank—van der Merve
(FM) growth mode.

The identification of the growth mode can be done with the help of the surface
width. In the case of layer-by-layer growth, the surface width initially increases
and reaches a maximum at a coverage of about ¢ ~ 0.5 M L, starts decreasing
again due to coalescence of the submonolayer islands and ends up in a minimum
close to zero after the deposition of a full monolayer. This behavior is repeated
for the following layers and therefore the surface width shows an oscillation with
period one monolayer.

In oder to observe layer-by-layer growth in the simulation, in the following we
set Uys = 0.9U, = 0.45eV and the temperature 7' = 450 K. Under this growth
conditions and in the absence of a lattice misfit, the system is unable to master
the 2d-3d transition and instead of observing island growth the system grows,
besides some statistical fluctuations, layer-by-layer which is exemplarily shown
in Fig. 5.16.

If the lattice constants of the adsorbate and the substrate differ, the misfit abet
upward jumps of the island edge particles and for high enough chosen values the
FM-like growth is replaced by the VW-like growth. The system sections shown
in Fig. 5.17 are obtained after the deposition of 3 M L adsorbate material for
different values of £. In the case of ¢ = 2.0 %, the system cannot perform the VW
island growth, since the transition rate from monolayer to bilayer is insufficient
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Figure 5.17: Surface topology after the deposition of 3 M L adsorbate material
for different values of €. This sequence of snapshots shows sections of a larger
system for top down misfit e = 2.0 %, 3.0 %, 4.0 %, 5.0 %. The darker particles
represent the substrate, the lighter particles are adsorbate particles.

and monolayer islands coalesce instead. However, for increasing misfit upward
jumps become more and more probable. While for ¢ = 3.0 % the islands are quite
flat and close to each other, compact multilayer adsorbate islands are formed
for ¢ = 5.0%. The observed influence of the misfit supports the assumption
of a transition from layer-by-layer to island growth under the present growth
conditions.

For a more quantitative investigation, Fig. 5.18 compares the evolution of the
surface width for different values of e. While for £ < 2.0 % the system still grows
layer-by-layer with the expected oscillating progression of the surface width with
period 1 M L and minima at complete deposited layers, for ¢ > 4.0 % clear island
growth can be attested by the strictly monotonic increasing progression of w.
The case ¢ = 3.0 % can be seen as intermediate. The change from an oscillating
to a monotonic increasing progression of the surface width for increasing misfit
documents the transition from layer-by-layer to VW growth and is also reported
e.g. in [129] based on a solid-on-solid model with cubic lattice where elastic effects
are incorporated using a ball and spring type model.

The observed transition can also be clearly seen in Fig. 5.19, showing the
surface width after the deposition of 5 M L adsorbate material for different values
of e. Up to e = 2.0% the surface width shows a constant low progression, but
increases fast when increasing ¢ from 3.0 % to 4.0 %.

The behavior of the substrate area coverage ¢, which is displayed as a function
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Figure 5.18: Surface width w vs. the number of deposited adsorbate layers 1,4

for different values of the misfit «.

The right figure shows the section of the

oscillating curve progression for moderate misfit.

Figure 5.19: Surface width w for dif-
ferent values of ¢ after the deposition
of 5 M L adsorbate material. The error
bars represent the standard errors of the
simulation results.
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Figure 5.20: Substrate area coverage c
vs. the number of deposited adsorbate
layers mgqs for different values of the
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Figure 5.21: Surface topology after the deposition of 3 ML adsorbate ma-
terial for different substrate temperatures with misfit ¢ = 2.0%. This se-
quence of snapshots shows sections of a larger system for top down temperature
T = 450 K, 550 K, 600 K. The darker particles represent the substrate, the lighter
particles are adsorbate particles.

of the number of deposited adsorbate layers n,qs for different values of € in Fig.
5.20, confirms the necessity of a sufficiently high misfit to perform the transi-
tion from FM to VW growth as well. For each value of ¢, a different number of
independent simulation runs were carried out. This number depends on the simu-
lation time needed for a single run, since simulating layer-by-layer growth is much
faster than island growth. For ¢ < 2% the substrate is almost completely cov-
ered by adsorbate particles after the deposition of the first adsorbate layer which
documents a layer-wise growth behavior. The complete coverage of the substrate
with adsorbate material is slightly delayed, which is caused by fluctuations and
can be explained by the kinetic origin of the observed growth.

In contrast to the real FM growth mode, introduced by Bauer and based
on thermodynamic considerations, MBE takes places far away from equilibrium.
Besides the misfit also the substrate temperature has influence on the observed
transition. The probability of monolayer islands to perform the monolayer-bilayer
transition, by upward jumps of their edge particles, increases strongly with the
temperature, since the diffusion rate depends exponentially on the temperature,
see Eq. (2.2). The influence of the temperature on the growth behavior can
be seen in Fig. 5.21 showing systems grown at different substrate temperatures
and misfit ¢ = 2.0%. While layer-by-layer growth takes place at T = 450 K,
we observe the formation of islands for higher temperatures, whereas the islands
formed at 7" = 600 K are more pronounced and show smaller lateral extensions
and increased heights compared to the case 7' = 550 K. This effect is originated
by the increased rate for upward jumps.

Again, a more qualitative comparison shows the behavior of the surface width
in Fig. 5.22 (left). While the oscillating progression of the curve obtained at
T = 450 K indicates layer-by-layer growth the monotonic increasing progression
at higher temperatures results from the VW growth. Again, the behavior of
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Figure 5.22: Surface width w (left) and substrate area coverage ¢ (right) vs. the
number of deposited adsorbate layers n,qs for three different substrate tempera-
tures with misfit € = 2.0 %.

the substrate area coverage, shown in Fig. 5.22 (right), is in accordance with
the observed transition from layer-by-layer to island growth when increasing the
temperature. For each temperature, up to 30 independent simulation runs were
carried out. The chosen temperature values do not aim at identifying the type of
transition or even determine a possible critical temperature, since this would ex-
ceed the available computing time. The shown temperature dependency reveals
that the growth will not follow the true layer-by-layer mechanism, which means
complete coverage of the substrate by one monolayer before the next one nucle-
ates, since the thermodynamics favor island growth. This pseudo FM mode is
induced by the limited mobility of the adatoms, thus flat adsorbate films grown
at low temperatures are metastable and upon heating they will break up and
agglomerate into islands.

The observed transition from layer-wise to VW growth by increasing the sub-
strate temperature is in agreement with previous studies in theory [130,131] and
experiment [132]. In the latter Si is grown layer-wise on Ge at low temperatures,
while VW growth is observed at higher temperatures.

5.4 Stranski—Krastanov-like growth

Besides the two observed layer-by-layer and VW like growth mode, thin crys-
talline films can also grow in the Stranski-Krastanov (SK) growth mode, which
can be seen as the intermediate mode (cf. section 2.3). In the FM growth mode,
the film atoms are more strongly bound to the substrate than to each other.
Consequently, each layer is fully completed before the next layer starts to grow
and strictly two-dimensional growth takes place. This energetic condition is also
given in the SK mode, however the system is also affected by the lattice mismatch
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which leads to elastic strain. In the initial phase, the system grows layer-by-layer,
but with decreasing influence of the substrate and increasing strain, the formation
of islands on the formerly grown wetting layer becomes favorable. The resulting
increase of surface energy is overcompensated by a decrease of strain energy due
to the elastic strain relaxation towards the bulk lattice constant in the upper
parts of the grown islands.

The SK growth mode is topic of many studies in theory and experiment.
Special progress in the understanding of strain-induced nanostructure self-orga-
nization has been obtained in the SK growth of semiconductors that has been
stimulated by numerous experimental studies to grow quantum-dot arrays for op-
toelectronic applications. The growth of pure Ge or Siy_,Ge, alloys on Si(001) rep-
resents one of the most extensively studied systems of semiconductor heteroepi-
taxy [133-135]. Further prominent examples of SK systems are III-V [136, 137]
and II-VI [138,139] semiconductor compounds.

The realization of SK growth in the simulation can be achieved by choosing
the mixed interaction of adsorbate and substrate particles stronger than the in-
teraction of adsorbate particles with each other. If we set U,;, = 4.0U, = 2.0eV/,
an energetic preference of adsorbate particles to form bonds with substrate par-
ticles is accomplished. In the following, if not explicitly stated, the particle flux
is set to F' = 1.0 M Ls~! and the substrate temperature to T' = 600 K.

5.4.1 Stable wetting layer

By choosing U,s > U,, the diffusion of adsorbate particles is found to be slower
on the substrate than on subsequent adsorbate layers. The energetic situation
is depicted in Fig. 5.23 showing the potential energy surface of a test adsorbate
particle diffusing across an adsorbate monolayer island with misfit ¢ = 4.0 %,
obtained within the frozen crystal approximation.

As the chosen mixed interaction is stronger than the adsorbate-adsorbate
interaction, both the potential energy of the binding site and the transition state
potential energy are increased on top of the island compared to diffusion on the
substrate. The figure also documents the negligible influence of the only weakly
pronounced Ehrlich Schwoebel barrier. One can further conclude that upward
jumps are quite improbable, since the activation energy for particle interlayer
hops from the island edge site, labeled with (B), onto the island site (C) is quite
large and the particle preferentially detaches to the site labeled with (A). The
jumps down from (C) to (B) however can be easily performed and by taking the
slow diffusion on the substrate into account, a stable wetting monolayer can be
expected. The misfit between the adsorbate and the substrate cannot influence
this behavior decisively and only effects a weaker bond of the island edge particles.
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5.4.2 Influence of the misfit on the island growth

After the stable wetting monolayer has formed, the adatoms begin to nucleate
to new islands on top of it. Due to the steep form of the chosen potential, the
influence of the underlying substrate film decreases fast with the adsorbate film
thickness and the system is affected by the strain.

Fig. 5.24 shows the potential energy surface of a test adsorbate particle
diffusing on the wetting layer across an adsorbate monolayer island, obtained
within the frozen crystal approximation. Just like the previous situation, the
island consists of 24 adsorbate particles and has the same lateral position.

The differences between diffusion on top of the island and aside the island is
less pronounced than in the situation without a wetting layer which is shown in
Fig. 5.23. By comparing the two curves, the role of the lattice mismatch becomes
apparent. Firstly, the edge particle of the island is worse bound in the case of
non-vanishing misfit. Secondly, the transition state potential energy for detaching
is decreased. Thus, diffusion away from this site is clearly preferred, compared
to the case without misfit. With increasing lateral extension, the monolayer
islands on top of the wetting layer become more and more instable. Besides
detaching again, the edge particles also perform jumps on top of the island. This
is repeatedly done until two diffusing particles nucleate on top of the island. This
newly formed island is less instable, since it is laterally less extended.

The diffusion on top of such an island is affected by both the misfit and the
island height. The diffusion barrier F, for a particle on top of a multilayer island
placed on the first wetting layer as a function of the lateral particle position x is
shown for different values of ¢ in Fig. 5.25 and for different values of the island
height in Fig. 5.26.
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Figure 5.24: Potential energy surface of an adatom moving across a monolayer
adsorbate island, consisting of 24 particles, on top of the wetting monolayer
without misfit (left) and € = 6.0 % (right).
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In consideration of the island’s symmetry, one can conclude that the misfit
leads to a diffusion bias towards the island center which is more pronounced for
higher misfits and for higher island heights. The intensity of this modulation
is relatively small and the main influence on the island formation results from
the weaker bonds of the island edge particles. Epitaxial strain relaxation at the
island edges of systems grown in the SK mode was reported in several theoretical
studies, e.g. [140, 141].

The first step in the formation of multilayer islands is the rearrangement of
monolayer islands to bilayer islands. A possible process is that the material for
the bilayer island comes almost completely from the original monolayer island,
found by Monte Carlo simulations in [141,142], but also confirmed in experimental
studies, e.g. Moison et al. [143] reported that the coverage suddenly decreases
when three-dimensional InAs islands begin to form on GaAs. One monolayer
thick InAs islands were suggested to act as precursors for the formation of thicker
structures on GaAs.

The phenomenon monolayer islands serving as necessary precursors for mul-
tilayer islands can be observed in our simulations as well. Just like Moison, a
sudden decrease of the wetting layer area coverage c,; occurs, displayed in Fig.
5.27 for a system simulated with ¢ = 4.0%. Initially, the coverage increases
monotonically with slope m = 1, since all particles deposited on the wetting
layer are part of monolayer islands. Note that the number of deposited adsorbate
layers ng.qs also includes the wetting layer. At about n,.s &~ 1.42, the wetting
layer coverage decreases from c,,; &~ 0.42 to ¢,; ~ 0.35 but starts increasing again
at about n.gs &~ 1.5 with slope m < 1. Fig. 5.28 shows one of the corresponding
islands formed in the considered example simulation. The initial flat monolayer
island, consisting of 25 particles, is unstable and upward jumps of the edge par-
ticles become favorable. After the formation of a stable nucleus on top of the
one monolayer thick island, it ends up in a symmetric bilayer island. This island
only consists of the former monolayer island particles which confirms the idea of
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Figure 5.28: Bilayer island formation in
the simulated system of Fig. 5.27. The
sequence of snapshots shows top down
the temporal evolution of a section of a
larger system. The darker particles rep-
resent the substrate, the lighter particles
are adsorbate particles.

monolayer islands serving as precursors for bilayer islands.

The typical evolution of the SK island growth is exemplarily shown in Fig
5.29. After the deposition of the first layer, a stable wetting layer has formed.
In the further growth progression, several monolayer islands nucleate on top of
it. By comparing the cases n.qs = 1.7 ML and n.gs = 2.4 M L one can see that,
despite the additional amount of adsorbate particles in the system, the occurring
multilayer island on the right is laterally less extended than the monolayer island
at the same position in the temporal earlier case. This is concordant with the
observed formation mechanism displayed in Fig. 5.28 and the monolayer islands
act as precursors for the multilayer islands.

The monolayer island in the middle, see case nq.y, = 1.7 M L, is not able to
perform the transformation from mono- to bilayer, instead the detaching edge
particles are incorporated in the neighboring multilayer islands. In the following,
the islands grow due to further deposited adsorbate material and end up in islands
of similar shape and size.

5.4.3 Transition from layer-by-layer to SK growth

In the last section, we have seen that the lattice mismatch between substrate
and adsorbate is an indispensable condition to observe SK growth. In several
investigations a critical misfit for the transformation from layer-by-layer to SK
growth is reported [140, 141,144, 145]. To investigate the misfit dependency of
the island growth, simulations were performed for different values of the misfit.
The grown surfaces displayed in Fig. 5.30 show representatively the influence
of the misfit after the deposition of five layers of adsorbate material. By looking
at the case ¢ = 1.0%, the system cannot perform the SK island growth for
low values of €, since the resulting increase of surface energy by formation of
mounds cannot be compensated by the decrease of the strain energy due to the
elastic strain relaxation. Under the given growth conditions, the system cannot
perform SK growth in the case ¢ = 1.5%. While for ¢ = 3.0% and ¢ = 4.0%
the previous discussed SK growth can be attested, for the case ¢ = 2.0% no
clear declaration can be made, but one cannot exclude a possible critical misfit
in the range 1.0% < ¢ < 2.0%. However, the assumption of a transition from
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Figure 5.29: Formation of adsorbate islands on the wetting layer with misfit
¢ = 3.0%. This sequence of snapshots shows the evolution of a section of a
larger system for top down number of deposited adsorbate layers 1.0 M L, 1.7 M L,
24ML, 3.0 ML, 40ML, 5.0 ML. The darker particles represent the 10 layer
thick substrate film, the lighter particles are adsorbate particles.
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layer-by-layer to SK island growth is justified.

For a more quantitative investigation, Fig. 5.31 compares the evolution of
the surface width for different values of €. Independent of the misfit, the first
deposited layer forms a flat stable wetting layer, indicated by the maximum at
half and the minimum at full first layer coverage.

In the following, for moderate values of ¢, the system grows layer-by-layer with
the expected oscillating surface width of period 1 ML and minima at complete
deposited layers. Due to statistical fluctuations, slight deviations from the perfect
oscillation can be observed, as epitaxial growth is per definition a non-equilibrium
process determined by kinetic phenomena and growth morphologies will deviate
more or less from the thermodynamic picture. For ¢ > 2.0 % SK island growth
can be supposed. The change from an oscillating to a monotonic increasing pro-
gression of the surface width on the wetting layer for increasing misfit documents
the transition from layer-wise to SK growth which is also supported by Fig. 5.33
showing the surface width after the deposition of 5 M L adsorbate material for
different values of e. Up to e = 1.5 %, the surface width shows a constant and
low progression, but increases fast when increasing e from 3.0 % to 4.0 %.

The kinetic processes determining the morphology of the surface depend on
the temperature and the particle flux. The formation of islands is facilitated
at high temperatures and hindered at low temperatures. The right image of
Fig. 5.32 displays the temporal evolution of the surface width of systems with
e = 3.0% at different temperatures. While for the case T' = 600 K SK growth can
be attested, for T' = 400 K, and below, the limited mobility of the adatoms even
leads to a delayed complete wetting of the substrate, identifiable by the increased
value of w at n.gs = 1 ML and one can observe layer-wise growth instead. The
observed statistical fluctuations result from the limited number of 10 independent
runs. The system grows layer-wise with rough character due to the formation of
broad adjacent islands of low height. The grown films are metastable and upon
heating they will break up and agglomerate into multilayer islands.

On the left side of Fig. 5.32, the temperature dependency of the surface width
is shown for e = 2.0 %. While the oscillating progression of the curves obtained at
T < 500 K indicates layer-by-layer growth, the monotonic increasing progression
at higher temperatures is evidence of SK growth. Similar to the temperature
behavior of the VW growth, see section 5.3.3, the temperature dependency for e =
2.0 % reveals that the growth will not follow the true layer-by-layer mechanism,
as the thermodynamics favor island growth. This pseudo FM mode is originated
by the limited mobility of the adatoms and the flat adsorbate films grown at low
temperatures are metastable. Thus, islands will form when the system is heated
up.

Due to the fast increase of the roughness w for high substrate temperatures,
the existence of a critical temperature can be supposed which is reported e.g.
in [130,132] and also supported by Fig. 5.34 showing the surface width after the
deposition of 5 M L adsorbate material as a function of the substrate temperature
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Figure 5.30: Surface topology after the deposition of 5 M L adsorbate material for
different values of €. This sequence of snapshots shows sections of a larger system
for top down misfit ¢ = 1.0%, 1.5%, 2.0%, 3.0%, 4.0%. The darker particles
represent the substrate, the lighter particles are adsorbate particles.
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Figure 5.31: Surface width w vs. the number of deposited adsorbate layers 7,45
for different values of €. The right figure shows the section of the oscillating curve
progression for moderate values of the misfit.
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Figure 5.32: Surface width w vs. the number of deposited adsorbate layers 1,4
for different values of the substrate temperature 7". The misfit is € = 2.0 % (left)
and ¢ = 3.0 % (right).

4; i Figure 5.33: Surface width vs. ¢
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Figure 5.34: Surface width vs.
substrate temperature after the
deposition of 5 M L adsorbate ma-
1 terial for different values of €. The
error bars represent the standard
1+ - errors of the simulation results.
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T for several values of €. The case ¢ = 1.0 % breaks the rule and no SK growth can
be observed even for very high temperatures. The resulting increase of surface
energy cannot be compensated by a decrease of strain energy due to the elastic
strain relaxation. Thus, the system is not able to perform the transition from
layer-by-layer to SK growth in the case ¢ = 1.0 % which is obviously below the
critical misfit. Instead, layer-by-layer growth can be observed independent of
the substrate temperature, which is a necessary condition for the Frank—van der
Merve growth mode [130].

However, an exact determination of the critical misfit as well as a possible
critical temperature cannot be realized due to the high computer time costs (a
single run simulating SK growth under typical growth conditions can last up to
several weeks on the present desktop PCs).

A further instrument to restrain the island growth is increasing the particle
flux which reduces the available time for particles to do jumps onto the islands.
Fig. 5.35 shows the temporal evolution of the surface width of systems with
e = 4.0% for different values of the particle flux F'. Similar to the case of low
temperatures, a high particle flux hinders the system to grow in the SK mode
with well pronounced islands resulting a less steep progression of w.

5.5 Conclusions

In summary, we have demonstrated that it is possible to adjust within our simula-
tion model each of the three epitaxial growth modes: Volmer—Weber, Frank—van
der Merve or layer-by-layer, and Stranski-Krastanov growth mode.

As epitaxial growth is a process far from thermodynamic equilibrium and
determined by kinetic phenomena, the occurring growth morphologies deviate
from the thermodynamic picture and cannot be applied to MBE in the strict
sense. However, the classification of these metastable growth modes is useful
to characterize the growing surface and to distinguish between different growth
behaviors.
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The emerging growth mode principally depends on two parameters. The
most important role plays the relation of the interaction of adsorbate particles
with each other, represented by the potential depth U,, and the interaction of
adsorbate particles with substrate particles, given by U,s. The second important
parameter is the lattice mismatch between adsorbate and substrate, represented
by the misfit €.

By choosing U, > U,,, an energetic preference of adsorbate particles to form
bonds with particles of the same type is present. In the thermodynamic limit, the
energy balance requires to minimize the area covered by the adsorbate material.
Consequently, the adsorbate grows in form of three-dimensional islands direct on
the substrate showing a regular shape and size distribution.

Since epitaxial growth is governed by surface kinetics, the transition from VW
to layer-wise growth can be controlled by both the lattice misfit and the substrate
temperature indicated by critical values of € and T' at given growth conditions.
However, only a pseudo FM growth mode can be adjusted, since flat adsorbate
films grown at low temperatures are metastable and will break up upon heating
and agglomerate into islands. In the thermodynamic limit, merely the condition
U, > U, leads to the formation of adsorbate islands.

If U, < U,s, the energy balance requires to maximize the area covered by
the adsorbate material and adsorbate particles prefer to form bonds with sub-
strate particles. Here, the interplay of the substrate-adsorbate interaction and
the lattice misfit plays an important role.

Below a critical misfit e., layer-by-layer growth takes place during the entire
growth independent of the substrate temperature, because any deviation from
perfect layer-wise growth would increase the deposit surface area and cause an
unnecessary increase of the total free energy. Thus, we observe the FM growth
mode.

Above the critical misfit €., the formation of islands on the formerly grown
wetting layer becomes favorable. The resulting increase of surface energy is over-
compensated by a decrease of strain energy due to the elastic strain relaxation
towards the bulk lattice constant in the upper parts of the grown islands.

Again, the transition from SK to layer-wise growth can be controlled kineti-
cally by both the lattice misfit and the substrate temperature. At a given ¢ > e,
a critical temperature T can be found above which SK growth takes places. At
a given moderate, but high enough chosen, temperature, SK growth can be at-
tested above a critical misfit e* > .. The lowest possible value ¢* = ¢, is valid
at high temperatures at which the adatom mobility is not limited. The flat ad-
sorbate films grown at low temperatures are metastable for € > €. and will break
up upon heating and agglomerate into islands.
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Chapter 6

Growth on bcc(100) surfaces

In the previous chapters, we have investigated the influence of strain in epitax-
ial systems represented on the triangular lattice. The limitation to two dimen-
sions enables us to simulate systems with a lateral extension of several hundred
atoms and the deposition of few hundred monolayers. At this point, we want to
overcome that limitation by extending our model to the more realistic three di-
mensional case, which allows in principle for different possible lattice structures.
For the majority of crystalline metals the face-centered cubic (fcc) is the usual
lattice structure which is therefore topic of many investigations in theory and
experiment, e.g. [32,96,97].

A further possible lattice structure is the simple cubic, since models with
simple cubic symmetry allow for a straightforward implementation [58, 89, 95].
However, due to their conceptual simplicity these models are unsuitable to de-
scribe properties of real materials faithfully.

Another common three dimensional cubic Bravais lattice is the body centered
cubic (bee) which is the lattice structure for iron and the alkali metals. Amongst
others, they play an important role in the research in magnetic thin films, where
new phenomena such as enhanced magnetization at surfaces, surface and interface
anisotropy have been discovered. A growing interest is focused on nanostructured
films made of objects of reduced lateral dimensions like magnetic dots. These sys-
tems are of interest for fundamental investigations of magnetization processes in
reduced dimensions, but also for potential applications to prospective super high-
density recording media based on individual dots. Besides lithography, which is
the conventional fabrication technique of such dot arrays, self-organization and
self-assembly are alternatively elegant ways to produce objects of small extension
and high structural quality.

The growth of iron films on tungsten have been extensively investigated in
the past [98-100]. A number of studies have been reported for the self-assembled
epitaxial growth of Fe islands on Mo [146-148].

In this work, we investigate the influence of the lattice misfit on growth in the
submonolayer regime, since the misfit strongly affects the appearing monolayer

103
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islands in size as well as in shape and therefore it has effect on the whole surface
morphology. In order to isolate purely strain effects from those originated by the
anisotropy of the surface orientation, we focus on the bee(100) surface orientation,
granting an atomic arrangement of fourfold symmetry, which is topic of many
studies of epitaxial growth systems [149-152]. The main focus of this chapter is
the introduction of the method allowing for off-lattice KMC simulations on the
bee lattice, which will be applied to investigate the effect of strain.

6.1 Simulation model

In the following, we present a model allowing for the off-lattice simulation of epi-
taxial growth in three dimensions on the bee(100) surface. In conformance with
the previous chapters, we use in principle the simulation method introduced in
chapter 3. The necessary modifications compared to the two-dimensional real-
ization will be discussed below.

Definition of the potential

In contrast to the triangular and the fcc lattice structure, where the atoms are
closed packed, the bcce lattice structure is unstable when using simple pair po-
tentials in the form presented in appendix A. In order to stabilize the bcc
lattice, and overcome this inconvenience, we adapt the idea of introducing an
anisotropic potential. Schroeder and Wolf proposed an anisotropic potential [103]
to stabilize the simple cubic lattice structure, which was successfully applied e.g.
in [58,89,95,103,153].

However, the detailed realization of the anisotropic potential and its imple-
mentation in our model will be different. In the bece lattice structure, each particle
has eight nearest and six next nearest neighbors. The most important condition
for the used potential is that the global relaxation procedure has to end up in
a local system energy minimum when arranging particles in the bcc structure.
The motivation of a stabilizing modification is as follows. Without any modifi-
cation of the potential and by simply using the Lennard—Jones potential in its
ordinary form, the bce lattice is mechanically unstable to shear. Stabilizing the
bee structure just with the help of rigid boundary conditions is no solution to the
problem: wrong predictions for structural stability are certainly accompanied by
wrong predictions for other properties of interest.

When looking at the black particle in Fig. 6.1, the condition above is fulfilled
if the modified pair potential leads to an energy minimum for the characteristic
distance vectors @, pointing to the blue particle, and l;, pointing to the red particle,
with [b] = 2 |a].

We accomplish this by introducing an anisotropic distance 7;; depending on
the particular distance 7;; of two interacting particles 7 and j, but additionally
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Figure 6.1: Illustration of the character- Figure 6.2: Illustration of the compo-
istic distances in the bce lattice. nents of the distance vector and the rel-
evant angles in the bce lattice.

on the orientation in space, here denoted by the angles v and (:
Tij = Tij (Tij, @, B) . (6.1)

Thus, by using the pair potentials presented in appendix A, the resulting inter-
action energy is given by U;; (7;;) with additional condition:
oUy(r)
or

_ OU(7)
s OF

= 0. (6.2)

In Fig. 6.2, the distance vector pointing from the black to the red particle
can be composed by the three components Az, Ay and Az. With the two angles
a and 7 the situation is described unambiguously. To this end, a pseudo angle
¢, is introduced satisfying the relation

cos® ¢, = cosacosy (6.3)
- (Azy) , (6.4)
V (Aey)” + (Agy)?) ((Ary)” + (82)°)

where Az;; = x; — x; denotes the z-component of the distance vector 7;; of two
interacting particles ¢ and j. For overview reasons, we further define the factor
V3 ( V3

fo= - 1- 7) cos® (2¢) . (6.5)
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By cyclic permutation of z, y and z the according factors f, and f, can be
obtained and the anisotropic distance 7;; fulfilling Eq. 6.2 can be written as

ALUZ']‘ 2 Aij 2 AZZ'j 2
=y (B) s (2) s (22 60

The particle interaction then can be described by the now anisotropic potential
U(7;;). This potential is not rotationally invariant, but for the purpose of simu-
lating a single adatom on a crystal surface with bce symmetry this is perfectly
justified; the crystal surface breaks rotational invariance anyway and the adatom
feels the directional bonds sticking out of the surface along the lattice directions.

In the following simulations, the particle interaction is described by the Lennard—
Jones 12-6 potential (cf. section 3.2 ) used in the form

@)@ e

where 7;; denotes the effective distance given by (6.6). To set the energy scale
in the simulation, the potential depth is Uy = 0.4 eV which leads to a diffusion
barrier of about 1.1eV for an isolated adsorbate particle on a plane substrate
surface. The concrete choice of the potential depth is of secondary importance,
since the diffusion rates described by the Arrhenius law, see Eq. (2.2), are deter-
mined by the linear ratio of the potential depth and the substrate temperature.
Additionally, the main focus of this work is giving qualitative insights rather than
a material specific quantitative description. In order to isolate the influence of
the misfit from energetic effects, we set Uy = U, = Ul,.

The properties we demand on our defined potential can be confirmed by a
look at Fig. 6.3 which displays the variation of the equilibrium distance ry when
changing the distance vector orientation of two interacting particles. By rotating
the distance vector 7; in the zy-plane, while keeping Az = 0, the equilibrium
distance ry = a = |d| is obtained for the cases a = 0°, 90°, 180°, 270°, 360°,
which one would expect, since these are the corner sites of the cubic shown in
Fig. 6.1.

By rotating the distance vector 75; in the plane given by the z-axis and the
bisecting line of the z- and y-axis (o = 45°), the equilibrium distance ry = a is
obtained for the cases a = 90° and a = 180° which are the two particles direct
above and below, see Fig. 6.4. The case [ = 3y &~ 35.264 represents the relation
of the red and the black particle shown in Fig. 6.1. Thus, the equilibrium distance
is rg = ?a ~ 0.867 a, also valid for the cases = —(y and = 180 + [y, which
confirms the conditions of our anisotropic potential. Additionally, the observed
transition is continuously differentiable, a further indispensable condition for our
potential.

Now, this potential can be implemented in our simulation model and enables
us to calculate the potential energy surface of an isolated adatom moving on a

Uij(U(),O', ﬂ'j) = 4 U()
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Figure 6.5: Potential energy surface of a test particle moving on the plane
bee(100) surface given as surface plot (left) and contour plot (right).
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plane bee(100) surface. The PES obtained within the frozen crystal approxi-
mation is displayed in Fig. 6.5. The figure approves the possibility to define a
pair potential yielding a stable bce structure. One can clearly see the resulting
binding and transition sites, indicated by the corresponding color given in the
legend. Each binding site is connected via one bridge site to four neighboring
hollow binding sites. Since we focus on growth in the submonolayer regime, usu-
ally four hopping directions have to be taken into account. The determination
of the neighboring binding site as well as the calculation of the transition state
energy, which is needed for the calculation of the diffusion rates, are performed
in the manner described in chapter 3 and applied to the triangular lattice in the
previous chapters.

6.2 Influence of the misfit

As we have seen in the previous chapters, the lattice misfit €, which results
from the different lattice constants of the adsorbate and the substrate material,
has strong influence on the potential energy surface of an adatom and therefore
affects the whole surface morphology. In this section, we study the influence of
the misfit on growth typical diffusion processes as well as the effect of strain on
submonolayer islands. Afterwards, the consequences arising out of these strain
effects are investigated in the submonolayer growth regime with respect to the
island density and the occurring shape of islands.

6.2.1 Influence on the potential energy

The most general and most frequently observed diffusion process is the diffusion
of an isolated adatom on the plane substrate surface. Fig. 6.6 shows the binding
site potential energy and the transition state potential energy as a function of
the misfit for that scenario. Both curves decrease monotonically for increasing
misfit. In the considered range, the progression is approximately linear which is
in good agreement with theoretical and experimental findings [37,97, 153, 154].
Fig. 6.7 shows the resulting activation energy as a function of the misfit, again a
monotonic decrease can be observed.

In the temporal evolution of the growing system, the adatoms nucleate to
submonolayer islands which are strained due to the lattice mismatch between
adsorbate and substrate. To study the strain behavior by means of our simulation
model, we place a symmetric submonolayer island of adsorbate material on top
of the substrate and minimize the system energy to its next local minimum. Fig.
6.8 shows exemplarily a strained symmetric island of size L = 11 with ¢ = 12.0%
which is chosen to be that high due to illustration purposes. One can clearly see
that the strain built up in the islands is released at the island edges, indicated
by the increased lateral particle distance towards the island edges. Additionally,
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Figure 6.6: Binding energy Ej (left) and transition state E; (right) vs. misfit e
for an isolated adatom on top of the substrate.
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the strain relief is performed in a symmetric way, independent of the orientation
of the island edge.

This qualitative observation is confirmed quantitatively by a look at the par-
ticle row in the center of the island, marked by the black dashed line in Fig.
6.8. The displacement of these island particles from the potential well minima,
caused by the underlying substrate, is plotted in Fig.6.9 as a function of the island
size for a system with positive misfit € = 4.0%. The behavior is in accordance
with the two dimensional case discussed in section 5.2. While the particles in
the center of the island are blocked up in the lateral direction and change their
lateral positions only slightly, the strain is released by the lateral displacement
of the particles close to the island edges. The only possibility of a particle in
the center is adjusting its position in the vertical direction, but keeping the lat-
eral position of the fourfold hollow sites. This observed strain relief behavior is
in good agreement with the reported behavior of strain relief of heteroepitaxial
bee-Fe(001) films [155]. Since the outermost edge particles are displaced in the
lateral direction, their vertical displacement is decreased.

For large islands, the restrained mobility of the island center particles leads
to decreased displacement in lateral as well as in vertical direction for increas-
ing island size. Note that the relaxation towards island corners is even more
pronounced.
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Figure 6.9: Displacement from the potential well minima position, caused by the
underlying substrate, in lateral (Az) and vertical direction (Az) as a function of
the lateral monolayer island size L with misfit ¢ = 4.0 %.
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Figure 6.12: Activation energy for step edge diffusion Ey. (left) and for the process
of particles detaching from the step edge Fy (right) vs. island size L for several
values of €.

In Fig. 6.10 the binding energy distribution of island particles is shown for
several island sizes with misfit ¢ = 4.0%. The larger the submonolayer island
is, the weaker the particles are bound. In addition, particles closer to the island
edge are bound stronger. This effect is amplified for higher values of ¢, see Fig.
6.11.

Besides the diffusion of an isolated particle on the plane surface, a frequently
appearing kinetic process is the step edge diffusion. The strain relaxation at the
island edges directly influences both the step edge diffusion and the detaching
process of a particle from the edge which are displayed in Fig. 6.12.

For very small island sizes the particle feels the limited size of the island which
thus affects the considered barriers. For larger islands, the step edge diffusion
barrier and the barrier for detaching decrease with increasing misfit, since island
edge particles are displaced due to the strain relaxation, as discussed above. For
high enough chosen ¢ the step edge diffusion is even faster than the diffusion of
an isolated particle on the plane substrate surface. This behavior is also observed
in off-lattice simulations on the fcc lattice [97].

6.2.2 Characterization of submonolayer islands

The described influence of the misfit on growth in submonolayer regime affects the
nucleating adsorbate islands. The strain in islands favors the step edge diffusion
and one expects that the higher the misfit is chosen the smoother the island edges
are. Furthermore, islands should appear more compact with smoother edges in
the presence of misfit.

At this point, we set the particle flux to F' = 0.001 M Ls~!. Fig. 6.13 shows
typical surface topologies grown with and without lattice misfit for two different
substrate temperatures, simulated on a system consisting of a 12 M L thick sub-
strate film with lateral size L = 40 and periodic boundary conditions in the two
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Figure 6.13: Surface topology at substrate coverage ¢ = 0.25 M L with misfit
e =0 (left) and € = 6.0 % (right), and substrate temperature T = 500 K (top)
and T = 550 K (bottom). The darker particles represent the substrate, the
lighter particles are adsorbate particles.

lateral directions. Due to the facilitated step edge diffusion, the adsorbate islands
grown with ¢ = 6.0 % reveal a more compact shape with smooth edges compared
to the system grown without misfit whose islands are more ramified. In addition,
a smoothing effect on the island edges can also be achieved by increasing the
substrate temperature, see Fig. 6.13. In the following, the substrate temperature
is set to T'= 500 K.

The smoothing effect of the misfit on the island shape, caused by the decreased
step edge diffusion barrier, can be documented in a more quantitative way by the
part of all adsorbate particles belonging to the border of islands. The ratio of
border particles to all adsorbate particles as a function of the substrate coverage
c is displayed in Fig 6.14 for different values of ¢.
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Figure 6.14: Ratio of number of border particles nyo,qer to total number of adsor-
bate particles ny. as function of the substrate coverage ¢ for different values of
. For each value of ¢, at least 10 independent simulation runs were carried out.

Here, border particles are defined as particles with less than four in-plane
nearest neighbors, thus including all particles with at least one free lateral neigh-
boring site. In the initial phase, all adsorbate particles can be identified as border
particles, since monolayer islands just have nucleated. In the further evolution,
the part of border particles decreases monotonically in all cases, whereas the
higher the misfit is the faster the part of border particles decreases, originated
by the facilitated step edge diffusion and yielding compacter islands. Besides the
statistical fluctuations which appear especially in the initial growth phase, the
described behavior becomes clearly apparent at substrate coverage ¢ > 0.3 M L.

6.2.3 Evolution of the island density

Besides the smoothing effect on the island shape, we have seen that the misfit
also affects the diffusion of isolated adatoms on the substrate, see Fig. 6.7. The
activation energy decreases with increasing misfit and we can presume that also
the monolayer island density decreases which is supported by comparing the two
misfit cases shown in Fig. 6.13.

The island density is a proper tool for the characterization of the nucleation
kinetics and the development of the system in the submonolayer regime. At
the beginning of the deposition, the so-called nucleation regime, the density of
nuclei steadily increases as a function of the coverage. In the further progress,
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Figure 6.15: Island density p vs. substrate coverage ¢ for different values of e.
For each value of ¢, at least 10 independent simulation runs were carried out.

it becomes more probable that diffusing particles attach already existing islands
rather than forming new ones. In this aggregation regime, the density stays more
or less constant for a wide range of coverage.

Due to the ongoing deposition of further adsorbate material, the islands grow
laterally and begin to coalesce which leads to a decrease of the island density. The
saturation island density psq, given by the maximum of the curve, is determined
by the ratio of diffusivity to the deposition flux and therefore a measure for the
adatom mobility [156]. The island density is defined as the number of adsorbate
islands per available lattice sites on the substrate and is given in our simulations
as p = Nigana/L?. The mean island distance can be regarded as an estimate for
the mean free path of the diffusing particles.

Due to the high computer time costs, we are limited to comparable small
system sizes, and in the following we set L. = 60. To ensure that a sufficiently
high number of islands occur in the submonolayer regime we set the particle flux
F =1MLs™! and the substrate temperature 7' = 520 K. This set of parameters
yields a reduced adatom mobility and the low mean free path, which needs to
be significant smaller than the system size to exclude finite size effects, favors
frequent nucleation of islands. As a consequence, the island density increases fast
at the beginning of the growth and the saturation island density can be identified
as a maximum rather than a constant plateau. Fig. 6.15 shows the island density
p as a function of the substrate coverage for different values of €. In the initial
phase, the island density increases fast due to the nucleation of islands and the
trend becomes apparent for substrate coverage at above ¢ ~ 0.1 M L. Due to
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the facilitated surface diffusion, the island density slope decreases and ends up
in a smaller saturation island density when increasing the misfit, which is in
accordance with the behavior displayed in Fig. 6.7. In addition, the higher the
misfit is chosen, the earlier the saturation density is reached.

The saturation island density pg. is displayed in Fig. 6.16 as a function of
the misfit. The values are obtained by fitting the relevant regime close to the
maximum approximately with a quadratic function. The error bars only represent
the standard errors of the simulation results and do not include the additional
uncertainty caused by the fit. As a qualitative result, one can see that the island
density decreases with ¢, however the limited amount of data does not allow to
determine the functional behavior, since the island density is affected by both
the adatom mobility and the smoothing character caused by step edge diffusion.
If a more qualitative analysis is desired, the consideration of more simulation
runs and larger systems is indispensable. However, this would demand a lot of
computer power and goes beyond the scope of this work.

The island density is also affected by the substrate temperature. The adatom
mobility is increased at higher temperatures and a higher free mean path is
expected. The influence of the temperature on the island density behavior, which
can be seen in Fig. 6.17, confirms our expectation: the saturation island density
decreases with increasing temperature.

6.3 Conclusions

In this chapter, we have extended our simulation model to the more realistic
three dimensional case. Since we are interested in the off-lattice simulation of
epitaxial growth on the bee(100) lattice, the form of the interaction potential
used to describe growth on the two dimensional triangular lattice, applied in the
previous chapters 4 and 5, is inapplicable for the three dimensional bcc lattice
structure representation. Based on this condition, an adjustment of the particle
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interaction potential is required in order to provide for a stable bcc structure
when minimizing the system energy.

To this end we have introduced an anisotropic potential yielding a stable
bee lattice structure within the off-lattice representation, motivated by the fact
that the crystal surface breaks rotational invariance and the adatom feels the
directional bonds sticking out of the surface along the lattice directions.

By applying this adjusted model to heteroepitaxial growth in the submono-
layer regime, we have investigated the effect of strain, caused by the lattice misfit
between adsorbate and substrate, on the surface morphology. We have shown
that the strain built up in submonolayer islands is mainly released at the island
edges, indicated by the particle displacement from the potential well minima,
caused by the underlying substrate.

The lattice misfit has strong influence on the diffusion process which affects
the adatom mobility on the plane surface as well as the situation at the island
edges. The saturation island density decreases with increasing misfit and increas-
ing substrate temperature. Furthermore, in the presence of misfit the step edge
diffusion is facilitated which leads to less ramified island edges and to a more
compact island shape.



Chapter 7

Conclusions and outlook

In the framework of this thesis, we have investigated the influence of strain on
heteroepitaxial growth. Due to the different lattice constants of the adsorbate
and the substrate material, the resulting long-range elastic strain has pronounced
effect on the entire crystal. The computational realization of heteroepitaxial
growth was accomplished by means of Kinetic Monte Carlo simulations. By
using an off-lattice simulation model, the particles are not restricted to predefined
lattice sites which thus enables us to study strain effects in systems with lateral
extension of several hundred atoms and the deposition up to few hundred layers
of adsorbate material. Our model is capable of reproducing various important
aspects observed in experimental studies. In order to give reliable information
about the observed growth phenomena maintained by statistical manifestations,
the main part of this work was realized on the two dimensional triangular lattice,
which can be treated as a cross section of the real three dimensional case.

As a first result, we have seen that one possible strain relaxation mechanism
is the introduction of misfit dislocations above a critical adsorbate film thickness.
The detailed formation of dislocations depends strongly on the sign and the mag-
nitude of the misfit. For positive values of the misfit, as well as for moderate
values of negative misfit, the dislocations nucleate between two adjacent mounds
and keep their vertical positions after they are built. In the case of small values
of negative misfit the formation mechanism is different. The dislocations are ini-
tially formed at the surface, but glide down to the substrate adsorbate interface
by the concerted motion of a large number of atoms leading to insertion of an ex-
tra lattice row into an already continuous film. The transition between these two
observed mechanisms turned out to be continuous, while the tensile-compressive
asymmetry originates from the strong anharmonicity of the interaction potential,
particularly in the steeply rising repulsive core. In addition, the observed for-
mation mechanism is determined by the surface kinetics, since the formation of
dislocation is favored by the presence of mounds.

Furthermore, we have shown that the dislocations immediately affect the ver-
tical and the lateral lattice spacings of the system indicating the strain relaxation.

117
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The average vertical lattice spacing approaches continuously the undisturbed bulk
value when the misfit is positive. This is in qualitative agreement with experi-
mental data. For negative misfit, the average vertical lattice spacing approaches
the bulk adsorbate value in a discontinuous manner when looking at a single
system, since dislocations glide down to the adsorbate-substrate interface imme-
diately after their nucleation and therefore affect the whole grown film. However,
the influence of a single dislocation is reduced in larger systems, as well as when
averaging over many simulation runs, and the behavior is approximately contin-
uous.

The misfit dislocations additionally affect the subsequent growth of the adsor-
bate film. We observe a clear correlation between the lateral positions of buried
dislocations and the positions of mounds grown on the surface which depends
decisively on the sign of the misfit. The interplay of the regularly arranged dis-
locations leads to a periodic modulation of the potential energy surface whose
intensity decreases with increasing film thickness. In the case of positive misfit
the mounds are preferentially formed laterally direct above buried dislocations, in
the case of negative misfit mounds grow between the lateral positions of the dis-
locations. The optimal growth temperature is crucial since the self-organization
can be destroyed at too high temperatures.

An alternative strain relaxation mechanism is the formation of three dimen-
sional islands enabling the adsorbate particles to approach their preferred lattice
spacing. In summary, we have demonstrated that it is possible to adjust within
our simulation model each of the three epitaxial growth modes: Volmer—Weber,
Frank-van der Merve or layer-by-layer, and Stranski-Krastanov growth mode.
The two decisive parameters are the lattice misfit and the strength of the mixed
interaction of adsorbate and substrate particles.

By choosing the interaction of adsorbate particles to each other stronger than
to substrate particles, and in accordance with energetic considerations in the
thermodynamic limit, the Volmer—Weber growth mode can be realized. A key role
in this scenario play the surface kinetics. Layer-wise growth can be adjusted by
growing metastable flat adsorbate films at low temperatures which break up upon
heating and agglomerate into islands. This transition can also be accomplished
by increasing the lattice misfit when choosing the particle flux and the substrate
temperature in an appropriate manner.

By choosing the interaction of adsorbate particles to each other weaker than
to substrate particles, the interplay of the mixed interaction and the lattice misfit
plays the decisive role. Below a critical misfit, layer-by-layer growth takes place
during the entire growth independent of the substrate temperature, because any
deviation from perfect layer-wise growth would increase the deposit surface area
and cause an unnecessary increase of the total free energy. Thus, the Frank—
van der Merve growth mode is observed. Above the critical misfit the formation
of islands on a stable wetting layer becomes favorable and Stranski-Krastanov
growth occurs. The resulting increase of surface energy is overcompensated by
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a decrease of strain energy due to the elastic strain relaxation towards the bulk
lattice constant in the upper parts of the grown islands. For misfit values beyond
the critical misfit the transition from SK to layer-wise growth can be controlled
kinetically, since flat adsorbate films grown at low temperatures are metastable
and will break up upon heating and agglomerate into islands.

Besides the two dimensional realization, we extended our model to three di-
mensions and investigated the effect of strain on growth on bec(100) surfaces.
To this end, we have introduced an anisotropic potential yielding a stable bcc
lattice structure within the off-lattice representation. We have shown that the
strain built up in submonolayer islands is mainly released at the island edges
and the lattice misfit has strong influence on the diffusion process on the plane
surface as well as on the situation at the island edge. The misfit facilitates the
step edge diffusion leading to less ramified island edges and to a more compact
island shape.

In conclusion, the formation of nanostructures controlled by an underlying
dislocation network as well as the tendency to form ordered arrays of strain-
induced three dimensional grown islands can be applied in the concept of self-
organized pattern formation. Whether coherently strained islands are observed
prior to dislocation formation depends on the ratio between change in surface
energy due to island formation and the energy of the dislocated interface.

In summary, we were able to gain insight into relevant mechanisms of self-
organized island formation and to identify the decisive control parameters, but
still leaving interesting questions. One point of interest is the implementation
of unconsidered kinetic processes like the intermixing of substrate and adsor-
bate, the possibility of concerted moves, the exchange diffusion process as well
as the desorption of adatoms, which are disregarded so far due to the enormous
expenditure of simulation time.

A further interesting point is investigating the dislocation formation as well as
the simulation of the growth modes in the more realistic three-dimensional case.
Besides regarding larger systems with different possible lattice structures, the
pair potentials should be replaced by more realistic empirical potentials, which
is currently beyond computational means.

Nevertheless, our model is capable to regard the typical time and length scales
of epitaxial growth which cannot be delivered by means of density functional
theory or molecular dynamics. Furthermore, it gives insight in details of the
underlying atomistic mechanisms through which e.g. dislocations occur which is
not delivered within the continuum elastic theory.
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Appendix A

Pair-potentials

In order to determine the rates for the relevant kinetic processes in heteroepitaxial
growth, one has to calculate the potential energy of the system for a given surface
configuration.

In this work the interaction of the particles is described by simple pair poten-
tials that are numerically easy to handle and enable the simulation of heteroepi-
taxial growth in a satisfying time and length scale. The chosen potential reflects
the behavior of neutral atoms and molecules showing a repulsive behavior in the
limit of short distances, an attractive behavior at intermediate distances and is
zero in the limit of long distances [157].

A.1 The Lennard—Jones potential

A simple model representing the desired behavior is the Lennard—Jones potential
[158] given in the general form [159]

Uij(UOaTOarij):UO[ o (T—O) S (E)
n—m Tij n—m Tij

depending on the distance r;; of the two interacting particles ¢ and j, where U
denotes their dissociation energy and ry the equilibrium distance. In this form,
the potential has four adjustable parameters, n, m, Uy, and ry, which can be
evaluated from available physical property data for all materials whose crystal
structure is body-centered cubic, face-centered cubic or close-packed hexagonal
[159]. In Fig. A.1 the potential is plotted for different values of m and n. The
higher these two parameters are chosen the steeper the form of the potential
valley is. The most common form of the Lennard-Jones potential is the case
n = 12 and m = 6, motivated by van der Waals interactions, and can be written

as @) e

n>m (A1)

Uij(Uo,O', Tij) =4 UO
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where o is the distance at which the potential is equal to zero and specifies
the different material properties in the model. The equilibrium distance of two
isolated particles is direct proportional to ¢ in the form

o = 21/6 g. (AB)

The Lennard—Jones potential is a relatively good approximation and often used
to describe the properties of gases and it is particularly accurate for noble gases
with fitted values of Uy and o [160]. In quantum mechanical terms the repulsive
behavior is due to the overlap of the electronic wave functions of the two consid-
ered atoms where the electrons repel because of their negative charge. The origin
of the attraction is the electron correlation, due to induced dipole-dipole inter-
action. This attraction varies as the inverse sixth power of the distance between
the two atoms [157].

A.2 The Morse potential

Besides the Lennard—Jones potential, an alternative and often used pair potential
obeying the general requirements is the Morse potential [161], first proposed in

the form
Us;(Uo, 0,745) = Uge 2ria=o) _ 9y emalrii=o), (A4)

depending on the distance r;; of the two interacting particles ¢ and j, where again
Uy denotes the depth of the potential, and the equilibrium distance between two
isolated particles becomes rqg = 0. The parameter a controls the steepness of the
potential, which is illustrated in Fig. A.2. High values of a lead to a potential
with a steeper attractive and a steeper repulsive contribution.

If one is also interested in changing the degree of anharmonicity, a more
generalized form, proposed by Markov and Trayanov [162], can be used

14

Uij(Uo,0,155) = Up ( o—nlrij—o) _ _H e_”(”j_g)), (A.5)

v—p v—
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where fitting parameters v and p replace a. In the limit of small distances the
Morse potential stays finite, in contrast to the Lennard—Jones potential, but
still sufficient high to represent the repulsive character by a proper choice of the
parameter a. Especially in the repulsive region of van der Waals interactions, the
Morse potential gives a better fit than the Lennard-Jones potential [163]. The
behavior of the attractive part of the potential is very similar for both functions.
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