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## Chapter 1

## Introduction

### 1.1 Motivation

Many optimization problems for a smooth cost function $f: M \rightarrow \mathbb{R}$ on a manifold $M$ can be solved by determining the zeros $x_{*}$ of a vector field $F: M \rightarrow T M$ on $M$; such as e.g. the gradient $F$ of the cost function $f$. If $F$ does not depend on additional parameters, numerous zero-finding techniques are available for this purpose. It is a natural generalization however, to consider time-dependent optimization problems that require the computation of time-varying zeros $x_{*}(t)$ of time-dependent vector fields $F(x, t)$. Such parametric optimization problems arise in many fields of applied mathematics, in particular path-following problems in robotics [49], recursive eigenvalue and singular value estimation in signal processing, cf. [58], [59], [72], as well as numerical linear algebra and inverse eigenvalue problems in control theory cf. [53], [57] and [60]. In the literature, there are already some tracking algorithms for these tasks, but these do not always adequately respect the manifold structure. Hence, available tracking results can often be improved by implementing methods working directly on the manifold. For this reason, we develop in this thesis zero-finding techniques for time-varying vector fields on Riemannian manifolds $M$. Thus we consider a smooth parameterized vector field

$$
\begin{equation*}
F: M \times \mathbb{R} \rightarrow T M, \quad(x, t) \mapsto F(x, t) \in T_{x} M \tag{1.1}
\end{equation*}
$$

on a Riemannian manifold $M$. Hence $F$ can be regarded as a time-depending family of vector fields and the task is to determine a continuous curve $x_{*}: \mathbb{R} \rightarrow M$ such that

$$
\begin{equation*}
F\left(x_{*}(t), t\right)=0 \tag{1.2}
\end{equation*}
$$

holds for all $t \in \mathbb{R}$. This will be achieved by studying an extension of the Newton flow on manifolds. The discretization of the resulting ODE, which we will call time-varying Newton flow, then leads to concrete zero-tracking algorithms.

### 1.2 Previous work

Any numerical implementation of zero finding methods solving (1.2) requires discrete update schemes to compute estimates $x_{k}$ of the exact zero $x_{*}\left(t_{k}\right)$, where $t_{k}=k h$ for step size $h>0$ and $k \in \mathbb{N}$. In Euclidean space, a simple choice for a zero tracking algorithm is obtained from the standard Newton method. The new estimate $x_{k+1}$ of $x_{*}\left(t_{k+1}\right)$ is thus determined by a Newton update step for $F\left(x_{k}, t_{k+1}\right)$, i.e. via

$$
\begin{equation*}
x_{k+1}=x_{k}-D F\left(x_{k}, t_{k+1}\right)^{-1} F\left(x_{k}, t_{k+1}\right) . \tag{1.3}
\end{equation*}
$$

Thus, this method proceeds exactly as for time-invariant problems and therefore treat the time-dependency effects of the map only implicitly. This procedure obviously works as long as $x_{k}$ is in the domain of attraction of the zero of $F\left(\cdot, t_{k+1}\right)$, which may not be the case for all $k \in \mathbb{N}$.
Continuation methods, cf. Allgower and Georg [4], [5], Garcia and Gould [26], Huitfeld and Ruhe [37], are natural tools for computing parameter-depending zeros of nonlinear maps. In the literature on continuation methods, the task of zero finding is mainly addressed in Euclidean space, i.e. for maps

$$
F: \mathbb{R}^{n} \times[0,1] \rightarrow \mathbb{R}^{n}, \quad(x, \lambda) \rightarrow F(x, \lambda),
$$

where the task is to find $x_{*}(\lambda)$ such that $F\left(x_{*}(\lambda), \lambda\right)=0$. This is achieved by studying the differential equation

$$
\begin{equation*}
D F(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} F(x, t)=0 \tag{1.4}
\end{equation*}
$$

where $D F$ denotes the Fréchet derivative of $F$. Therefore, this approach may be suitable to solve the problem (1.2), but the main difference is, that we consider an unbounded interval for the second variable. Thus, known homotopy-type results can not be directly applied to our zero-finding task on $[0, \infty)$.
This is in contrast to the work of Davidenko [16], where the same differential equation (1.4) is considered on an unbounded time-interval for maps $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$. Under suitable full-rank conditions on $D F$, solutions $x(t)$ of this differential equation exist and are equal to the zero $x_{*}(t)$ of $F$, provided $x(0)=x_{*}(0)$. However, this algorithm only works under perfect initial conditions and does not perform any error correction. Thus, if one uses an Euler-step discretization of this algorithm to estimate the zero of $F$ at discrete times $t_{k}, k \in \mathbb{N}$, the integration error may accumulate at each step.
This leads us to the predictor/corrector methods, cf. [4], which calculate the zero $x_{*}(t)$ of $F$ at discrete times $t_{k}$ via two basic steps. The new iterate $x_{k+1}$ which approximates $x_{*}\left(t_{k+1}\right)$ is obtained by

1. Compute a rough approximation $\tilde{x}_{k+1}$ of the zero of $F\left(\cdot, t_{k+1}\right)$ using $x_{k}$ (predictor step).
2. Apply a zero-finding technique and the initial guess $\tilde{x}_{k+1}$ to get an improved estimate $x_{k+1} \approx x_{*}\left(t_{k+1}\right)$ (corrector step).

A valid choice for the first step is e.g. the Euler-discretization of (1.4), which is given as

$$
\tilde{x}_{k+1}=x_{k}-h D F\left(x_{k}, t_{k}\right)^{-1} \frac{\partial}{\partial t} F\left(x_{k}, t_{k}\right) .
$$

Hence, the evolution of $x_{*}(t)$ is linearly approximated to "predict" the new zero of $F$. The corrector step then consists of one or more iterates of the conventional Newton method:

$$
x_{k+1}=\tilde{x}_{k+1}-D F\left(\tilde{x}_{k+1}, t_{k+1}\right)^{-1} F\left(\tilde{x}_{k+1}, t_{k+1}\right) .
$$

The local quadratic convergence of Newton's algorithm guarantees that the resulting sequence has a reasonable accuracy, i.e. $x_{k}$ is a good approximation of the exact zero $x_{*}\left(t_{k}\right)$ for all $k \in \mathbb{N}$.
As it will turn out, our derived discrete tracking algorithms combine these two steps into one. This shows that our path-following method is closely related to such predictor/corrector algorithms. Moreover, our approach can be easily extended to a real predictor/corrector method, since the required additional Riemannian Newton step can be computed by a slight modification of our formulas.
Notably, our algorithms are derived for general problems on Riemannian manifolds and are therefore path-following methods on Riemannian manifolds. An other difference to the classical predictor/corrector methods is, that our tracking theorems are formulated such that they work with fixed step sizes instead of requiring intermediate step size adaptions.

The starting point of our work is the modified time-varying Newton flow

$$
\begin{equation*}
D F(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} F(x, t)=-F(x, t) \tag{1.5}
\end{equation*}
$$

which has been introduced in the PhD thesis of Getz [28], where the differential equation was derived by using the concept of the so-called "dynamic inverse". Solutions of this differential equation converge to the zero $x_{*}(t)$, where in particular, no perfect initial conditions are required. This is the benefit of inserting the additional feedback term into (1.4), which stabilizes the dynamics around $x_{*}(t)$. Hence, it is possible to introduce discrete versions of the above ODE such that the accuracy of the resulting sequence remains at a fixed level, cf. Section 2.3.1. An open question remained in how far one can extend Getz's method to a Riemannian manifold setting. This is exactly what will be studied in this thesis.

In order to develop Newton-type algorithms on manifolds, one can profit from recent publications about Riemannian optimization methods. For general information see e.g. Udistre [68] and Smith [63], where the latter studies Riemannian Newton methods, which are of particular interest for this thesis. Further results about Newton's algorithms on Riemannian manifolds can be found in Adler et al. [3], Dedieu and Priouret [17], Gabay [25], Ferreira and Svaiter [24] and in Mahony and Manton [46]. Since performing Newton-type methods on manifolds can be an expensive task, it is useful to provide ways to reconsider the problems in Euclidean spaces, which can sometimes be easier handled. The most popular way to do this, is to embed the
intrinsic problem into the ambient Euclidean space by using Lagrange multipliers, see e.g. Geiger and Kanzow [27] and Tanabe [65]. Note however, that such embeddings are not always easily available, and even if they are, Lagrange multiplier techniques may not work as defining equations for the manifolds are not always available.
An alternative to implement intrinsic Newton-type algorithms is to execute the zerofinding method on the tangent space and using parameterizations to get the corresponding updated point on the manifold, cf. Shub [61], Hüper and Trumpf [38] and Manton [47]. This idea will be discussed and extended further in this thesis, in order to obtain efficient implementations of the zero tracking algorithm. This allows even for the possibility of designing root finding techniques on arbitrary manifolds without referring to any Riemannian metric.

### 1.3 Results

As mentioned above, zero finding methods in the numerical literature have been mainly developed in an Euclidean space setting. Thus the methods start on a Riemannian submanifold $M \subset \mathbb{R}^{n}$ of Euclidean space and perform the computation steps in $\mathbb{R}^{n}$. In order to stay on a submanifold $M \subset \mathbb{R}^{n}$ such algorithms have to be combined with projection operations that map intermediate solutions in $\mathbb{R}^{n}$ onto the constraint set. This can be very cumbersome, technically involved and moreover, depends on an artificial choice of a suitable embedding of $M$. Thus, intrinsic methods are of interest that evolve during the entire computation on the manifold. It is the task of this thesis, to develop such intrinsic zero finding methods. The main results of this thesis are as follows:

- A new class of continuous and discrete tracking algorithms is proposed for computing zeros of time-varying vector fields on Riemannian manifolds.
- Convergence analysis is performed on arbitrary Riemannian manifolds.
- Concretization of these results on submanifolds, including for a new class of algorithms via local parameterizations.
- More specific results in Euclidean space are obtained by considering inexact and underdetermined time-varying Newton Flows.
- Illustration of these newly introduced algorithms by examining time-varying tracking tasks in three application areas.

The motivation of our studies is to provide continuous and discrete algorithms for tracking the smooth zero $x_{*}(t)$ of a time-varying vector field $F: M \times \mathbb{R} \rightarrow T M$. We introduce the Riemannian time-varying Newton flow

$$
\begin{equation*}
\nabla_{\dot{x}} F(x, t)+\frac{\partial}{\partial t} F(x, t)=\mathcal{M}(x) F(x, t) \tag{1.6}
\end{equation*}
$$

defined by the covariant derivative $\nabla_{\dot{x}} F$ of $F$ along $x(t)$ with respect to the first variable. Here $\mathcal{M}$ denotes a stable bundle map, cf. Chapter 2 for details. Thus the setup is a generalization of equation (1.5) and we are able to extend and generalize the results and methods of Getz [28].
In Main Theorem 2.1, we derive sufficient conditions on $F$ such that the solution $x(t)$ of (1.6) asymptotically converges towards the zero $x_{*}(t)$ of $F$, i.e.

$$
\operatorname{dist}\left(x(t), x_{*}(t)\right) \leq a \mathrm{e}^{-b t}
$$

for some $a, b>0$ and all $t \geq 0$. In particular, one does not need perfect initial conditions, since the zero of $F$ locally attracts solutions of the differential equation. This implies the local robustness of solutions of the dynamical system under perturbations. The discretization of the time-varying Newton flow leads to an update scheme producing approximations $x_{k}$ for $x_{*}(t)$ at times $t_{k}=k h$ for step size $h>0$ and $k \in \mathbb{N}$. Hence, the time-varying Newton algorithm is given for $\mathcal{M}(x)=-\frac{1}{h} I$ by

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(\left(\nabla F\left(x_{k}, t_{k}\right)\right)^{-1} \cdot\left(-F\left(x_{k}, t_{k}\right)-h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right)\right) \tag{1.7}
\end{equation*}
$$

where $\exp _{x_{k}}$ is the exponential map of $M$ at $x_{k} \in M,\left(\nabla F\left(x_{k}, t_{k}\right)\right)^{-1}: T_{x_{k}} M \rightarrow T_{x_{k}} M$ denotes the inverse of the covariant derivative of $F$ at $\left(x_{k}, t_{k}\right)$ and $F_{\tau}^{h}(x, t)$ is a step size-dependent approximation for $\frac{\partial}{\partial t} F(x, t)$, cf. Chapter 2 for details.
The second major result is formulated in Main Theorem 2.2, showing that the sequence $\left(x_{k}\right)_{k \in \mathbb{N}}$ of (1.7) has a guaranteed uniform accuracy holding in terms of the stepsize $h$. I.e. there exists a $c>0$ such that for $h>0$ holds that

$$
\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h,
$$

for all $k \in \mathbb{N}$, provided that $\operatorname{dist}\left(x(0), x_{*}(0)\right) \leq c h$. This interesting feature is inherited from the local stability of the zero of $F$, together with a suitable choice of the feedback term $\mathcal{M} F$ in (1.6), and implies that the proposed algorithm has a convergence of order $h$ in $t$.
From these general results, more explicit versions of the continuous and discrete algorithms are derived for specific constraint sets: submanifolds, Lie groups and the Euclidean space. Even in the Euclidean case, it is useful to consider modifications of the Newton method, such as e.g. inexact or quasi-Newton methods, since a major difficulty of the tracking algorithms based on the time-varying Newton flow is the necessity of inverting the (covariant) derivative of $F$. If $F: \mathbb{R}^{n \times n} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ is a matrix-valued map, one usually needs to invert a matrix representation of $D F(x, t)$, which has dimension $n^{2} \times n^{2}$. To reduce computational effort, we consider inexact Newton flows, which are well studied in the time-invariant case, cf. [19]. We prove for time-varying maps $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$, that it suffices to approximatively invert the derivative of $F$ in order to achieve the tracking task. Thus we obtain a tracking algorithm

$$
x_{k+1}=x_{k}-G\left(x_{k}, t_{k}\right)\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right),
$$

where $G(x, t): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a suitable approximation for the inverse $D F(x, t)^{-1}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. Again, the resulting sequence has a guaranteed uniform accuracy $\leq c h$, cf.

Chapter 2 for details. Since such approximations can be computed with significantly less effort, this improves the applicability of the proposed algorithms. In particular, the need of computing the matrix representation of $D F$ may be dropped.
Finally, tracking results in Euclidean space are derived for underdetermined maps $F$ : $\mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{m}, m<n$. We call this the "underdetermined case", as the task becomes to track zero sets instead of single points. Analogously to the full rank map, we give conditions that the solutions of the underdetermined Newton flow asymptotically converge to the zero set of $F$, i.e. the distance of the solution of the time-varying Newton flow to the zero set decreases exponentially. Convergence properties are stated in Main Theorem 2.4, where also the inexact approach is included.
The algorithms defined in Euclidean space can also be used to solve intrinsic tracking tasks. The motivation for this is to circumvent the computation of the exponential map and geodesics, which may be quite complicated. Thus, it helps sometimes, to reformulate intrinsic tracking tasks in Euclidean spaces, either by including penalty terms for violating the constraints or by using Lagrange multipliers. Note however, that this requires a certain embedding of the original problem in an ambient Euclidean space, which causes other difficulties. In particular, the dimension of the occurring vectors in the algorithm usually increases.
Another way to implement intrinsic tracking algorithms may be used in the case where $F$ is the gradient of a cost function $\Phi: M \times \mathbb{R} \rightarrow \mathbb{R}$. Here we make use of suitable families of parameterizations $\left(\gamma_{x}\right)_{x \in M}$ and $\left(\mu_{x}\right)_{x \in M}$ of $M$ with $\gamma_{x}: V_{x} \rightarrow U_{x} \subset M$, $\mu_{x}: V_{x} \rightarrow U_{x}^{\prime} \subset M$ and $\gamma_{x}(0)=\mu_{x}(0)=x$, where $V_{x} \subset \mathbb{R}^{\operatorname{dim} M}$. Then, the update scheme to track $x_{*}\left(t_{k}\right)$ is given by

$$
\begin{equation*}
x_{k+1}=\mu_{x_{k}}\left(-H_{\Phi \circ \hat{\gamma}_{x_{k}}}\left(0, t_{k}\right)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)+h G_{x_{k}}^{h}\left(0, t_{k}\right)\right)\right), \tag{1.8}
\end{equation*}
$$

where $\hat{\gamma}(y, t):=(\gamma(y), t), \nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)$ is the Euclidean gradient of $\Phi \circ \hat{\gamma}_{x_{k}}$ and $G_{x}^{h}(0, t)$ denotes an approximation of $\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t)$, cf. Chapter 2 for details.
We prove that under certain conditions for $\left(\gamma_{x}\right)_{x \in M},\left(\mu_{x}\right)_{x \in M}$ and $\Phi$, the accuracy of the resulting sequence satisfies $\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h$ for some fixed $c>0$ and all $k \in \mathbb{N}$, if $\operatorname{dist}\left(x_{0}, x_{*}(0)\right) \leq c h$, cf. Main Theorem 2.3. A special benefit of this approach is, that although it is an intrinsic algorithm, all computations are done with objects from Euclidean space and the dimension of these magnitudes does not exceed the dimension of the manifold.

The performance of these newly introduced methods is then evaluated by examining specific time-varying tracking problems.
In our first application in Chapter 3, we consider the task of Intrinsic Subspace Tracking, i.e. the computation of the principal (minor) subspace of a symmetric matrix, defined by the eigenspace corresponding to its largest (smallest) eigenvalues. Here, the natural state space for our algorithms is the Grassmann manifold $\operatorname{Grass}(m, n)$ of $m$-dimensional subspaces in $\mathbb{R}^{n}$.
For constant, time-invariant matrices, Edelman, Arias and Smith [23], Absil, Mahony and Sepulchre [2] proposed Riemannian optimization algorithms on Stiefel and Grassmann manifolds for principal subspace analysis. Their approach proceeds by applying
the Riemannian Newton method [63] to the Rayleigh quotient function. The same technique has been subsequently used by Lundström and Elden [44] for intrinsic subspace tracking of time-varying symmetric matrices. These approaches are equivalent to discretizations of the ordinary Newton flow, cf. (1.3). But due to the inherent lack of any tracking ability of this differential equation, no theoretical tracking bounds have been derived in [44].
In our approach, we go beyond that earlier work, by developing subspace tracking algorithms via the time-varying Newton algorithm (1.7) of the Rayleigh quotient function on a Grassmann manifold. Our algorithm achieves tracking with provable tracking bounds. By implementing particularly convenient parameterizations of the Grassmannian into the formulas, we obtain significantly simpler expressions of the discrete update scheme than given by $[23,44,63]$. Numerical experiments demonstrate the applicability and robustness of the proposed methods and a comparison with the methods of [44] is done.
In Chapter 4, we study the task of Tracking Matrix Decompositions. At first we consider the task of determining the eigenvalue and singular value decomposition of time-varying symmetric and non-square matrices, respectively. Eigenvalue decompositions of time-varying symmetric matrices $A(t) \in \mathbb{R}^{n \times n}$ have been studied by e.g. Dieci [20]. The authors derived matrix differential equations to track orthogonal transformations $X_{*}(t) \in O(n)$ such that $X_{*}(t)^{\top} A(t) X_{*}(t)$ is diagonal. However, these differential equations achieve asymptotic tracking of $X_{*}(t)$ only if they are exactly initialized, $X(0)=X_{*}(0)$. Moreover, concrete numerical implementations are missing, i.e. no discrete update scheme to compute the desired orthogonal matrices at discrete times is given. Since that approach bases on the homotopy method (1.4), a discrete version of the differential equation would require intermediate corrector steps, since discretization errors occur and accumulate at each step. In contrast to this, by using our tools of Chapter 2, robust update schemes are derived to perform the time-varying EVD of symmetic matrices in the cases of simple and multiple eigenvalues. Using a well known relation between the singular value and the symmetric eigenvalue problem, the developed diagonalizing method for symmetric matrices with multiple eigenvalues can be used to derive new SVD tracking algorithms of time-varying matrices $M(t) \in \mathbb{R}^{m \times n}$ for $m \geq n, t \in \mathbb{R}$. Notably, we used an approach basing on the inexact time-varying Newton flow to derive the EVD and SVD tracking methods. Therefore we did not need to vectorize the occurring matrices to obtain explicit update schemes, which considerably extends the use of these algorithms. Thus the maximal dimension of the matrices in the SVD tracking algorithm is $m \times m$, instead of $m n \times m n$. Numerical simulations at the end of the chapter confirm the theoretical robustness and good performance of the derived methods.
The polar decomposition of a full rank square matrix $M \in \mathbb{R}^{n \times n}$ is the factorization into an orthogonal and positive definite matrix. It is well-known, that a good method to compute the polar decomposition works via the SVD. Thus we propose to use the newly introduced SVD tracking algorithm for computing the polar factors. To assess the quality of this method, we compare it with an algorithm for the time-varying polar decomposition, which was introduced by Getz [28]. He derived a robust tracking
method basing on the time-varying Newton flow. Since the author did not give a concrete implementation, we applied our time-varying Newton algorithm to his setup. This leads to relatively large matrices in the algorithms, whose dimension is up to $\frac{1}{2} n(n+1) \times \frac{1}{2} n(n+1)$. Unlike these formulas, our SVD-basing algorithm works with matrices of the same dimension as $M$, i.e. $n \times n$. As expected, our method showed a better performance in the numerical examples and is therefore preferable.
In certain situations, it is not necessary to compute the whole eigenvalue decomposition of a symmetric matrix. Thus, there exists a number of methods, which determine only a few principal or minor eigenvectors of the matrix, cf. [55], [56], [58], [59]. In particular, a gradient based algorithm for the minor and principal eigenvector analysis was introduced in [48], which will be modified such that the time-varying Newton flow is applicable. Then we obtain algorithms tracking the time-varying minor and principal eigenvectors of time-varying symmetric matrices. Again, numerical results illustrate the good performance of the derived methods. Since principal eigenvector tracking algorithms can be employed to determine the principal eigenspace, we also compared these algorithms with the subspace tracking algorithms of Chapter 3. It turned out, that the algorithms of Chapter 3 have computationally advantages for general subspace tracking problems. This is due to the fact, that in contrast to the specific subspace tracking methods, the eigenvector tracking algorithms compute more information than required.
In Chapter 5, we consider an optimization problem, which arises in the area of computer vision: Pose Estimation. The task is to reconstruct the motion parameters $\Theta(t)$ (rotation) and $\Omega(t)$ (translation) of a rigid object, by evaluating time-varying image data. Our approach minimizes a suitable cost function on the manifold of so-called essential matrices, in analogy to [32] in the time-invariant case. Here, the extrinsic and intrinsic approaches as well as the parameterization method are applicable for the tracking task. We compare the different tracking methods and examine their specific difficulties and advantages while deriving the explicit update schemes. It turns out that the task of motion reconstruction can be achieved by all the derived algorithms, since all showed robust tracking results.

### 1.4 Notations

| DF |
| :---: |
| M |
| $T_{x} M$ |
| TM |
| $\nabla_{\dot{x}} F(x(s), t)$ |
| $\nabla F(x, t): T_{x} M \rightarrow T_{x} M$ |
| $\operatorname{grad} f$ |
| $H_{f}(x, t): T_{x} M \rightarrow T_{x} M$ |
| $B_{r}(0)$ |
| $\mathcal{B}_{r}(x)$ |
| $\operatorname{dist}(x, y)$ |
| $\begin{aligned} & \exp _{x}: T_{x} M \rightarrow M \\ & i_{x}(M) \end{aligned}$ |
| $i^{*}(M)$ |
| $\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ |
| $\operatorname{rk}(A)$ |
| $\operatorname{tr}(A)$ |
| $A \otimes B$ |
| $\operatorname{VEC}(A)$ |
| $O(n)$ |
| $(A)_{Q}$ |
| Grass |
| $\mathrm{Gr}_{m, n}$ |
| $\varepsilon_{3}$ |
| $\mathrm{Sym}_{n}$ |
| $\mathfrak{S o}_{\mathrm{n}}$ |
| [,] |
| $\operatorname{ad}_{P}: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ |

Fréchet derivative of a map $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$
Riemannian manifold
Tangent space of $M$ at $x \in M$
Tangent bundle of $M$
Covariant derivative of a vector field $F: M \times \mathbb{R} \rightarrow$ $T M$ at $(x(s), t) \in M \times \mathbb{R}$ along a curve $x: I \rightarrow M$ with respect to the first variable.
Covariant derivative of a vector field $F: M \times \mathbb{R} \rightarrow$ $T M$ at $(x, t) \in M \times \mathbb{R}$ with respect to the first variable Intrinsic Riemannian gradient of a function $f: M \times$ $\mathbb{R} \rightarrow \mathbb{R}$ with respect to the first variable
Intrinsic Riemannian Hesse operator of $f: M \times \mathbb{R} \rightarrow$ $\mathbb{R}$ with respect to the first variable
Neighborhood of 0 in the tangent space with radius $r$, i.e. $B_{r}(0):=\left\{v \in T_{x} M:\|v\|<r\right\}$
Intrinsic Riemannian neighborhood of $x \in M$ with radius $r$, i.e. $\mathcal{B}_{r}(x):=\{p \in M: \operatorname{dist}(x, p)<r\}$
Intrinsic Riemannian distance of $x, y \in M$
Riemannian exponential map at $x \in M$
Injectivity radius of the exponential map at $x \in M$
Supremum of all $r \geq 0$ such that $\exp _{x}: B_{r}(0) \rightarrow M$ is a diffeomorphism for all $x \in M$
Diagonal matrix in $\mathbb{R}^{n \times n}$ with entries $d_{1}, \ldots, d_{n}$
Rank of a matrix $A \in \mathbb{R}^{m \times n}$
Trace of a matrix $A \in \mathbb{R}^{n \times n}$
Kronecker product of matrices $A \in \mathbb{R}^{m \times n}$ and $B \in$ $\mathbb{R}^{p \times q}$
Vectorizing operation of $A \in \mathbb{R}^{m \times n}$ by stacking the columns of $A$ under each other
Orthogonal group in $\mathbb{R}^{n \times n}$
The $Q$-factor of the QR-factorization $A=(A)_{Q} R$
Grassmann manifold
Isospectral representation of the Grassmann manifold (Grassmannian)
Normalized essential manifold
Vector space of all symmetric matrices of dimension $n \times n$
Lie algebra of skew-symmetric matrices of size $n \times n$
Lie bracket, defined for matrices $A, B \in \mathbb{R}^{n \times n}$ by $[A, B]:=A B-B A$
Adjoint representation at $P$, i.e. $\operatorname{ad}_{P}(X)=[P, X]$

## Chapter 2

## Time-varying Newton flow

In this section we introduce the time-varying Newton flow, which is the mathematical basis of the zero tracking techniques considered in this work. At first, we study the dynamical system in the general case of working on a Riemannian manifold ( $M, g$ ). This leads to a continuous and a discrete version of the abstract tracking algorithm. Then we consider the special cases of $M$ being a Riemannian submanifold of $\mathbb{R}^{n}$ and a Lie group, leading to more concrete ODEs and update schemes. Thus, by using additional assumptions on $M$, we try to find better implementations of the considered tracking algorithms.
In the case of $M$ being a Riemannian submanifold, techniques to reformulate the tracking task in Euclidean space are studied. This extends the applicability of our approach, since one can use the Euclidean methods to solve the intrinsic tracking tasks then.
Finally, we also formulate the time-varying Newton flow in Euclidean space, leading to the most expressive versions of the algorithms. In order to improve the use of the studied methods, we show how to deal with inexact and underdetermined systems. Hence, practical modifications of the standard algorithm are derived, which are needed to implement the considered applications in the subsequent chapters.

### 2.1 Riemannian time-varying Newton flow

We now formulate the time-varying Newton flow on a Riemannian manifold. This requires an extension of standard tools from Riemannian geometry to an analysis of time-varying vector fields. Specifically, we discuss the Taylor formula for vector fields along curves on a Riemannian manifold. Although this can be done in a straightforward way, we summarize the required results in the next, preparatory section. For further references and details we refer to standard textbooks on Riemannian geometry, such as e.g. do Carmo [21].

### 2.1.1 Preliminaries on Riemannian manifolds

Let $M$ be a $k$-dimensional smooth manifold, endowed with a Riemannian metric $g$. A smooth vector field $X$ on $M$ then defines a smooth map from $M$ into the tangent
bundle $T M$ that associates to each $p \in M$ a vector $X(p) \in T_{p} M$. We denote the set of all smooth vector fields on $M$ by $\mathcal{V}^{\infty}(M)$ and the set of all smooth functions on $M$ by $C^{\infty}(M)$. If $f: M \rightarrow N$ denotes a smooth map between manifolds, then for each point $p \in M$ the associated tangent map is denoted as $T_{p} f: T_{p} M \rightarrow T_{f(p)} N$. Let $\varphi: U \rightarrow V \subset \mathbb{R}^{k}$ denote a smooth coordinate chart on an open subset $U \subset M$. Given any smooth vector field $Y$ on $V$, the pull back vector field $\varphi^{*} Y: U \rightarrow T U$ is the smooth vector field on $U$ defined by

$$
\left(\varphi^{*} Y\right)(p)=\left(T_{p} \varphi\right)^{-1}(Y(\varphi(p)))
$$

where $T_{p} \varphi: T_{p} M \rightarrow T_{\varphi(p)} \mathbb{R}^{k}$ denotes the tangent map of $\varphi$. Let $\left\{\frac{\partial}{\partial y_{1}}, \ldots, \frac{\partial}{\partial y_{k}}\right\}$ denote the standard basis vectors of $\mathbb{R}^{k}$. Then a basis $\left\{\left.\frac{\partial}{\partial \varphi_{1}}\right|_{p}, \ldots,\left.\frac{\partial}{\partial \varphi_{k}}\right|_{p}\right\}$ of the tangent space $T_{p} M, p \in U$, is defined by

$$
\begin{equation*}
\left.\frac{\partial}{\partial \varphi_{i}}\right|_{p}:=\left(T_{p} \varphi\right)^{-1} \frac{\partial}{\partial y_{i}}, \quad i=1, \ldots, k \tag{2.1}
\end{equation*}
$$

Using this basis of $T_{p} M$ for $p \in M$, any vector field $X \in \mathcal{V}^{\infty}(M)$ is locally uniquely expressed as

$$
X(p)=\left.\sum_{i=1}^{k} a_{i}(p) \frac{\partial}{\partial \varphi_{i}}\right|_{p}
$$

for $p \in U$ and smooth functions $a_{i}: U \rightarrow \mathbb{R}, i=1, \ldots, k$.
The Lie derivative $L_{X}: C^{\infty}(M) \rightarrow C^{\infty}(M)$ of a vector field $X \in \mathcal{V}^{\infty}(M)$ is an $\mathbb{R}$-linear operator acting on smooth functions $f \in C^{\infty}(M)$ by $L_{X} f:=X f$, defined by

$$
(X f)(p)=T_{p} f(X(p)), \quad p \in M
$$

Recall, that the Lie bracket product $[X, Y]$ of two vector fields $X, Y$ is the uniquely determined vector field satisfying

$$
[X, Y] f=X(Y f)-Y(X f)
$$

for all $f \in C^{\infty}(M)$.
Levi-Civita connection In order to define derivatives of vector fields on $M$, we further need the concept of affine connections. We use the following notation. If $X, Y \in$ $\mathcal{V}^{\infty}(M)$ are smooth vector fields on a Riemannian manifold $(M, g)$, then $\langle X, Y\rangle: M \rightarrow$ $\mathbb{R}$ is the smooth function defined by

$$
\langle X, Y\rangle(p):=g(p)(X(p), Y(p)), \quad p \in M
$$

Definition 2.1. Let $f: M \rightarrow \mathbb{R}$ be a smooth function on a Riemannian manifold $(M, g)$ and let $d f: M \rightarrow T^{*} M$ denote the associated differential one-form. The LeviCivita connection $\nabla: \mathcal{V}^{\infty}(M) \times \mathcal{V}^{\infty}(M) \rightarrow \mathcal{V}^{\infty}(M)$ on $M$ assigns to each pair of smooth vector fields $X, Y$ on $M$ a smooth vector field $\nabla_{X} Y$ with the properties:

1. $(X, Y) \mapsto \nabla_{X} Y$ is $\mathbb{R}$-bilinear in $X, Y$.
2. $\nabla_{f X} Y=f \nabla_{X} Y$ for all smooth functions $f$ on $M$.
3. $\nabla_{X}(f Y)=f \nabla_{X} Y+(d f X) Y$ for all smooth functions $f$ on $M$.
4. $\nabla_{X} Y-\nabla_{Y} X=[X, Y]$ (torsion freeness).
5. $d(\langle Y, Z\rangle) X=\left\langle\nabla_{X} Y, Z\right\rangle+\left\langle Y, \nabla_{X} Z\right\rangle$ (compatibility with the metric).

Note that a general affine connection does not require (4) and (5) of the previous definition. However, by including these additional assumptions, the Levi-Civita connection is uniquely defined and satisfies the Koszul formula.
$2\left\langle\nabla_{X} Y, Z\right\rangle=X\langle Y, Z\rangle+Y\langle X, Z\rangle-Z\langle X, Y\rangle-\langle Y,[X, Z]\rangle-\langle X,[Y, Z]\rangle+\langle Z,[X, Y]\rangle$.
Any affine connection defines in a unique way the associated notion of a covariant derivative of differentiating a vector field along a smooth curve. Before turning to this crucial concept we recall that the affine connection $\nabla_{X} Y$ is asymmetrically defined with respect to $X, Y$. In fact, for any smooth vector fields $X, Y$ and $p \in M$, the value of $\nabla_{X} Y(p)$ depends only on the tangent vector $X(p)$ and the values of $Y$ on a neighborhood of $p$. Thus, for any tangent vector $v \in T_{p} M$ and any smooth vector field $X \in \mathcal{V}^{\infty}(M)$ with $X(p)=v$, the notation

$$
\nabla_{v} Y(p):=\nabla_{X} Y(p)
$$

is well defined and independent of the choice of such $X$. Let $c: I \rightarrow M$ denote a smooth curve. A smooth vector field $X(t)$ denote along $c$ is defined as a smooth map $X: I \rightarrow T M$, such that $X(t) \in T_{c(t)} M$ holds for all $t \in I$. We denote the infinitedimensional vector space of all smooth vector fields along $c$ by $\mathcal{V}^{\infty}(c)$.

Proposition 2.1. Let $M$ be a smooth manifold with an affine connection $\nabla$. Let $c: I \rightarrow M$ a smooth curve and $X, Y \in \mathcal{V}^{\infty}(c)$. Then there exists an unique $\mathbb{R}$-linear map $\frac{D}{d t}: \mathcal{V}^{\infty}(c) \rightarrow \mathcal{V}^{\infty}(c)$, called the covariant derivative along $c$, such that

1. $\frac{D}{d t}(X+Y)=\frac{D X}{d t}+\frac{D Y}{d t}$.
2. $\frac{D}{d t}(f X)=\frac{d f}{d t} X+f \frac{D X}{d t}$, where $f: I \rightarrow \mathbb{R}$ is a smooth function.
3. If $X$ is induced by a vector field $\hat{X} \in \mathcal{V}^{\infty}(M)$, i.e. $X(t)=\hat{X}(c(t))$ holds for all $t \in I$, then

$$
\frac{D X}{d t}(t)=\nabla_{\dot{c}(t)} \hat{X}(c(t))
$$

Moreover, for all $n \in \mathbb{N}$ and $t \in I$

$$
\frac{D^{n} X}{d t^{n}}(t)=\nabla_{\dot{c}(t)}^{n} \hat{X}(c(t)) .
$$

Let $X, Y \in \mathcal{V}^{\infty}(c)$ be smooth vector fields along a smooth curve $c: I \rightarrow M$, expressed by using coordinate frames for some $\epsilon>0$ and $t \in[0, \epsilon)$, i.e. $X(c(t))=$ $\left.\sum_{i=1}^{k} X_{i}(c(t)) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}$ and $Y(c(t))=\left.\sum_{i=1}^{k} Y_{i}(c(t)) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}$. Then we get the local expression of the covariant derivative

$$
\begin{equation*}
\nabla_{Y} X(c(t))=\left.\sum_{l}\left(\sum_{i, j} X_{i}(c(t)) Y_{j}(c(t)) \Gamma_{i j}^{l}(c(t))+d X_{l}(c(t)) Y(c(t))\right) \frac{\partial}{\partial \varphi_{l}}\right|_{c(t)} \tag{2.2}
\end{equation*}
$$

where $\Gamma_{i j}^{l}$ denote the Christoffel symbols of $\nabla$ for $i, j, l \in\{1, \ldots, k\}$.
Moreover, the covariant derivative of time-varying vector fields satisfies the following chain rule

Lemma 2.1. Let $X: M \times \mathbb{R} \rightarrow T M,(p, t) \mapsto X(p, t)$, be a smooth time-varying vector field and let $c: I \rightarrow M$ a smooth curve. Thus $X(p, t) \in T_{p} M$ for $p \in M$ and all $t \in \mathbb{R}$. Then for $\tilde{X}(t):=X(c(t), t)$ and $X_{t}(p):=X(p, t)$

$$
\frac{D}{d t} \tilde{X}(t)=\nabla_{\dot{c}} X_{t}(c(t))+\frac{\partial}{\partial t} X(c(t), t)
$$

Proof. Let $\varphi: U \subset M \rightarrow V \subset \mathbb{R}^{k}, p \mapsto \varphi(p)$ a chart of $M$. Let $c: I \rightarrow U$ be a smooth curve. Then locally $X$ can be written as

$$
X(p, t)=\left.\sum_{i=1}^{k} a_{i}(p, t) \frac{\partial}{\partial \varphi_{i}}\right|_{p}
$$

for some suitable smooth functions $a_{i}(p, t), i=1, \ldots, k$, cf. (2.1).
Thus for fixed $t$

$$
\begin{gathered}
\nabla_{\dot{c}} X_{t}(c(t))=\frac{D}{d s} X(c(s), t)=\left.\frac{D}{d s} \sum_{i=1}^{k} a_{i}(c(s), t) \frac{\partial}{\partial \varphi_{i}}\right|_{c(s)}=\sum_{i=1}^{k} \frac{D}{d s}\left(\left.a_{i}(c(s), t) \frac{\partial}{\partial \varphi_{i}}\right|_{c(s)}\right)= \\
\left.\sum_{i=1}^{k}\left(\frac{d}{d s} a_{i}(c(s), t)\right) \frac{\partial}{\partial \varphi_{i}}\right|_{c(s)}+\left.a_{i}(c(s), t) \frac{D}{d s} \frac{\partial}{\partial \varphi_{i}}\right|_{c(s)}= \\
\left.\sum_{i=1}^{k} d a_{i}(c(s), t) \dot{c}(s) \frac{\partial}{\partial \varphi_{i}}\right|_{c(s)}+\left.a_{i}(c(s), t) \frac{D}{d s} \frac{\partial}{\partial \varphi_{i}}\right|_{c(s)}
\end{gathered}
$$

Therefore we get

$$
\begin{gathered}
\frac{D}{d t} \tilde{X}(t)=\left.\frac{D}{d t} \sum_{i=1}^{k} a_{i}(c(t), t) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}=\sum_{i=1}^{k} \frac{D}{d t}\left(\left.a_{i}(c(t), t) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}\right)= \\
\left.\sum_{i=1}^{k}\left(\frac{d}{d t} a_{i}(c(t), t)\right) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}+\left.a_{i}(c(t), t) \frac{D}{d t} \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}=
\end{gathered}
$$

$$
\begin{gathered}
\left.\sum_{i=1}^{k} d a_{i}(c(t), t) \dot{c}(t) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}+\left.\frac{\partial}{\partial t} a_{i}(c(t), t) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}+\left.a_{i}(c(t), t) \frac{D}{d t} \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}= \\
=\frac{\partial}{\partial t} X(c(t), t)+\nabla_{\dot{c}} X_{t}(c(t))
\end{gathered}
$$

Parallel translation Let $Y$ be a smooth vector field along a smooth curve $c$ : $[a, b] \rightarrow M, t \mapsto c(t)$. Then $Y$ is called parallel along $c(t)$ if

$$
\frac{D}{d t} Y(t)=0, \quad \forall t \in[a, b]
$$

Proposition 2.2. Let $M$ and $c$ be as above. Let $\xi \in T_{c(a)} M$ be a tangent vector of $M$ at $c(a)$. Then there exists a unique parallel vector field $V \in \mathcal{V}^{\infty}(c)$ such that $V(a)=\xi$.

With the notation of above and $p=c(a), q=c(s)$ for an arbitrary, but fixed $s \in[a, b]$, the parallel transport along $c$ induces a vector space isomorphism $\tau_{p q}: T_{p} M \rightarrow T_{q} M$, called the parallel translation, such that $\tau_{p q} \xi=V_{\xi}(s)$ for all $\xi \in T_{p} M$. Here $V_{\xi}$ is the parallel vector field along $c$ with $V_{\xi}(a)=\xi$.
Since the Levi-Civita connection is compatible with the metric, one has the following equation for vector fields $X, Y$ along curves $c: I \rightarrow M$ :

$$
\begin{equation*}
\frac{d}{d t}\langle X, Y\rangle_{c(t)}=\left\langle\frac{D X}{d t}, Y\right\rangle_{c(t)}+\left\langle X, \frac{D Y}{d t}\right\rangle_{c(t)}, \quad t \in I \tag{2.3}
\end{equation*}
$$

In particular for the Levi-Civita connection, one has $\langle X(t), Y(t)\rangle_{c(t)}=$ const for any smooth curve $c: I \rightarrow M$ and any pair of parallel vector fields $X, Y$ along $c$.

Geodesics; complete manifold Let $c: I \rightarrow M$ be a smooth, regular and injective curve. Here regularity means that $\dot{c}(t) \neq 0$ for all $t \in \mathbb{R}$. It is easily seen that there exists then a smooth vector field $X: M \rightarrow T M$ such that $\dot{c}(t)=X(c(t))$ for all $t \in I$. Thus,

$$
\nabla_{\dot{c}} \dot{c}:=\left(\nabla_{X} X\right)(c(t))
$$

and $c$ is a geodesic, if $\nabla_{\dot{c}} \dot{c}=0$ for all $t \in I$. Then $\|\dot{c}(t)\|_{c(t)}=\|\dot{c}(0)\|_{p}$ for all $0 \leq t \leq 1$, which can be easily seen by using (2.3).
We always require that $M$ is a geodesically complete manifold, i.e. for all $p \in M$, any geodesic $c(t)$ starting from $p$ is defined for all $t \in \mathbb{R}$. Hence, the exponential map at $p \in M$ is defined for any $v \in T_{p} M$ by

$$
\exp _{p}(v)=c(1)
$$

where $c: \mathbb{R} \rightarrow M$ is a geodesic with $c(0)=p$ and $\dot{c}(0)=v$. Note that every compact Riemannian manifold is geodesically complete. The injectivity radius $i_{p}(M)$ at a point $p \in M$ is the supremum of $r>0$ such that $\left.\exp _{p}\right|_{B_{r}(0)}$ is injective. Here, $B_{r}(0)=\{v \in$ $\left.T_{p} M \mid\|v\|_{p}<r\right\}$. We further use the notation $i_{p}^{*}(M)$ at a point $p \in M$, which denotes
the supremum of $r>0$ such that $\left.\exp _{p}\right|_{B_{r}(0)}$ is a diffeomorphism. Since $i_{p}(M)$ can vary with the base point $p$, we need to define as well the global injectivity radius $i(M)$ of $M$ by

$$
i(M):=\inf \left\{i_{p}(M) \mid p \in M\right\}
$$

as well as

$$
i^{*}(M):=\inf \left\{i_{p}^{*}(M) \mid p \in M\right\}
$$

for the largest radius of the ball, where $\exp _{p}$ is a local diffeomorphism for all $p \in M$. Note that for a compact Riemannian manifold $M$, the global numbers $i(M)$ and $i^{*}(M)$ are always positive.
We denote the intrinsic distance of $p, q \in M$ by
$\operatorname{dist}(p, q):=\inf \left\{\int_{0}^{1}\|\dot{c}(t)\|_{c(t)} d t \mid c: \mathbb{R} \rightarrow M\right.$ piecewise $C^{1}$ curve, $\left.c(0)=p, c(1)=q\right\}$
Let $p, q \in M$ and let $c: \mathbb{R} \rightarrow M$ be a geodesic form $p$ to $q$ with $c(0)=p$ and $c(1)=q$. If $\|\dot{c}(0)\|_{p} \leq i_{p}^{*}(M)$, then $\exp _{p}^{-1}(q)$ is defined with

$$
\exp _{p}^{-1}(q)=\dot{c}(0)
$$

Moreover, $c$ is the unique length minimizing geodesic from $p$ to $q$ and

$$
\operatorname{dist}(p, q)=\|\dot{c}(0)\|_{p}
$$

We define the intrinsic neighborhood of $p \in M$ by $\mathcal{B}_{R}(p):=\{q \mid \operatorname{dist}(p, q)<R\}$ for $R>0$. If $M$ is geodesically complete and $0<R \leq i_{p}^{*}(M)$, then $\mathcal{B}_{R}(p)=\left\{\exp _{p} v \mid v \in\right.$ $\left.T_{p} M,\|v\|_{p}<R\right\}$.

Riemannian Hesse operator Let $f: M \rightarrow \mathbb{R}$ be a smooth function on a Riemannian manifold $(M, g)$. The gradient vector field of $f$ is the uniquely defined smooth vector field grad $f$ on $M$, characterized by

$$
d f(p) \cdot \xi=\langle\operatorname{grad} f(p), \xi\rangle_{p}
$$

for all $\xi \in T_{p} M$ and $p \in M$. On a Riemannian manifold one also has the intrinsic analogue of the second derivative, the Hessian. The Hesse operator of $f$ is defined as follows, cf. [34].

Definition 2.2. a) The Hesse form of a smooth function $f: M \rightarrow \mathbb{R}$ at a critical point $p \in M$ is the symmetric bilinear form on the tangent space

$$
\begin{gathered}
\mathcal{H}_{f}(p): T_{p} M \times T_{p} M \rightarrow \mathbb{R} \\
(\xi, \eta) \mapsto \frac{1}{2}\left(\mathcal{H}_{f}(p)(\xi+\eta, \xi+\eta)-\mathcal{H}_{f}(p)(\xi, \xi)-\mathcal{H}_{f}(p)(\eta, \eta)\right)
\end{gathered}
$$

defined for tangent vectors $\xi, \eta \in T_{p} M$ via the quadratic form

$$
\mathcal{H}_{f}(p)(\xi, \xi):=(f \circ \alpha)^{\prime \prime}(0)
$$

Here $\alpha: I \rightarrow M$ is an arbitrary curve with $\alpha(0)=p$ and $\dot{\alpha}(0)=\xi$.
b) The Riemannian Hesse form of a smooth function $f: M \rightarrow \mathbb{R}$ at an arbitrary point $p \in M$ is the symmetric bilinear form on the tangent space

$$
\begin{gathered}
\mathcal{H}_{f}(p): T_{p} M \times T_{p} M \rightarrow \mathbb{R} \\
(\xi, \eta) \mapsto \frac{1}{2}\left(\mathcal{H}_{f}(p)(\xi+\eta, \xi+\eta)-\mathcal{H}_{f}(p)(\xi, \xi)-\mathcal{H}_{f}(p)(\eta, \eta)\right)
\end{gathered}
$$

defined for tangent vectors $\xi, \eta \in T_{p} M$ via the quadratic form

$$
\mathcal{H}_{f}(p)(\xi, \xi):=(f \circ c)^{\prime \prime}(0)
$$

Here $c: I \rightarrow M$ denotes the (locally) unique geodesic, with $c(0)=p$ and $\dot{c}(0)=\xi$. The Riemannian Hesse operator then is the uniquely determined selfadjoint map

$$
H_{f}(p): T_{p} M \rightarrow T_{p} M
$$

satisfying

$$
\mathcal{H}_{f}(p)(\xi, \eta)=\left\langle H_{f}(p) \xi, \eta\right\rangle_{p}
$$

for all tangent vectors $\xi, \eta \in T_{p} M$.
Remark 2.1. Note that the first part of the above definition applies only at critical points. To define the Hessian at an arbitrary point, we need the additional structure of a Riemannian metric to define geodesics, as done in the second part.
Note further that the above two definitions of the Hesse form coincide at a critical point. In particular, the Riemannian Hesse form at a critical point is independent of the choice of the Riemannian metric.

Instead of defining the Hessian in this way by using geodesics, one can also give an equivalent definition in terms of the Levi-Civita connection.

Proposition 2.3. Let $p \in M, \xi, \eta \in T_{p} M$ be tangent vectors and $X, Y$ be smooth vectors fields on $M$ with $X(p)=\xi, Y(p)=\eta$. Then the Riemannian Hesse form and Hesse operator, respectively, are given as

$$
\begin{equation*}
\mathcal{H}_{f}(p)(\xi, \eta)=X(Y f)(p)-\left(\left(\nabla_{X} Y\right) f\right)(p) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{f}(p) \xi=\left(\nabla_{X} \operatorname{grad} f\right)(p) . \tag{2.5}
\end{equation*}
$$

In particularly, for any smooth curve $c: I \rightarrow M$

$$
\nabla_{\dot{c}} \operatorname{grad} f(c(t))=H_{f}(c(t)) \dot{c}(t)
$$

Taylor's formula on Riemannian manifolds In the sequel we will need to estimate the difference of a vector field $X$ at two different points $p, q \in M$. In order to do so we use Taylor expansions on a manifold. The proof of the following characterization of the covariant derivative in terms of parallel transport can be found in the book of Helgason [31].

Theorem 2.1. Let $M$ be a manifold with an affine connection $\nabla$. Let $p \in M$ and let $X, Y \in \mathcal{V}^{\infty}(M)$. Let $t \mapsto c(t)$ be an integral curve of $X$ through $p=c(0)$ and $\tau_{p c(t)}$ the parallel translation from $p$ to $c(t)$ with respect to the curve $c$. Then

$$
\nabla_{X} Y(p)=\lim _{t \rightarrow 0} \frac{1}{t}\left(\tau_{p c(t)}^{-1} Y(c(t))-Y(p)\right)
$$

The following lemma uses this result to derive formulas for higher order covariant derivatives.

Lemma 2.2. Let $c:[a, b] \rightarrow M$ be a smooth regular curve, i.e. $\dot{c}(t) \neq 0$ for all $t \in[a, b]$. Let further $X \in \mathcal{V}^{\infty}(c)$. Then

$$
\tau_{p c(t)}^{-1} \frac{D^{i}}{d t^{i}} X(t)=\left.\frac{d^{i}}{d s^{i}} \tau_{p c(t+s)}^{-1} X(t+s)\right|_{s=0}
$$

where $p=c(a)$.
Proof. Let $q=c(t), r=c(t+s)$. We prove the claim inductively for $i$ : For $i=1$, we have

$$
\left.\frac{d}{d s} \tau_{p r}^{-1} X(t+s)\right|_{s=0}=\left.\frac{d}{d s} \tau_{p q}^{-1} \tau_{q r}^{-1} X(t+s)\right|_{s=0}=\left.\tau_{p q}^{-1} \frac{d}{d s} \tau_{q r}^{-1} X(t+s)\right|_{s=0}=\tau_{p q}^{-1} \frac{D}{d t} X(t)
$$

Note that the last equality follows from the previous theorem.
Thus let the claim be true for some $i \in \mathbb{N}$. Then

$$
\begin{gathered}
\left.\frac{d^{i+1}}{d s^{i+1}} \tau_{p r}^{-1} X(t+s)\right|_{s=0}=\left.\frac{d^{i+1}}{d s^{i+1}} \tau_{p q}^{-1} \tau_{q r}^{-1} X(t+s)\right|_{s=0}=\left.\tau_{p q}^{-1} \frac{d^{i+1}}{d s^{i+1}} \tau_{q r}^{-1} X(t+s)\right|_{s=0}= \\
\left.\tau_{p q}^{-1} \frac{d}{d s}\left(\frac{d^{i}}{d s^{i}} \tau_{q r}^{-1} X(t+s)\right)\right|_{s=0}=\tau_{p q}^{-1} \frac{D}{d t} \frac{D^{i}}{d t^{i}} X(t)=\tau_{p q}^{-1} \frac{D^{i+1}}{d t^{i+1}} X(t)
\end{gathered}
$$

which completes the proof.
Using this lemma, we derive Taylor's formula for vector fields.
Theorem 2.2. Let $X \in \mathcal{V}^{\infty}(M)$ and let $c:[0, r] \rightarrow M$ a smooth regular curve from $p=c(0)$ to $q=c(r)$. Let $\tilde{X}(t):=X(c(t))$. Then for all $t \in[0, r]$ and $n \in \mathbb{N}$

$$
\tau_{p c(t)}^{-1} \tilde{X}(t)=\sum_{i=0}^{n-1} \frac{t^{i}}{i!} \frac{D^{i}}{d t^{i}} \tilde{X}(0)+\left.\frac{t^{n}}{(n-1)!} \int_{0}^{1}(1-s)^{n-1} \tau_{p c(t s)}^{-1} \frac{D^{n}}{d u^{n}} \tilde{X}(u)\right|_{u=t s} d s
$$

In particular, we obtain Taylor's formula for smooth vector fields

$$
\begin{equation*}
\tau_{p q}^{-1} X(q)=\sum_{i=0}^{n-1} \frac{r^{i}}{i!} \nabla_{\dot{c}(0)}^{i} X(p)+\frac{r^{n}}{(n-1)!} \int_{0}^{1}(1-s)^{n-1} \tau_{p c(r s)}^{-1} \nabla_{\dot{c}(r s)}^{n} X(c(r s)) d s \tag{2.6}
\end{equation*}
$$

Proof. Let $Y:[0, r] \rightarrow V$ be a smooth curve in a finite dimensional $\mathbb{R}$-vector space $V$. The Taylor Theorem implies
$Y(t)=Y(0)+t \frac{d}{d t} Y(0)+\ldots+\frac{t^{n-1}}{(n-1)!} \frac{d^{n-1}}{d t^{n-1}} Y(0)+\left.\frac{t^{n}}{(n-1)!} \int_{0}^{1}(1-s)^{n-1} \frac{d^{n}}{d u^{n}} Y(u)\right|_{u=t s} d s$
Hence for $Y(t):=\tau_{p c(t)}^{-1} \tilde{X}(t) \in T_{p} M$ and $p=c(0)$ we obtain from Lemma 2.2

$$
\frac{d^{i}}{d s^{i}} Y(0)=\tau_{p c(t)}^{-1} \frac{D^{i}}{d t^{i}} \tilde{X}(t)
$$

and therefore

$$
\begin{gathered}
\tau_{p c(t)}^{-1} \tilde{X}(t)= \\
\tilde{X}(0)+t \frac{D}{d t} \tilde{X}(0)+\ldots+\frac{t^{n-1}}{(n-1)!} \frac{D^{n-1}}{d t^{n-1}} \tilde{X}(0)+\left.\frac{t^{n}}{(n-1)!} \int_{0}^{1}(1-s)^{n-1} \tau_{p c(t s)}^{-1} \frac{D^{n}}{d u^{n}} \tilde{X}(u)\right|_{u=t s} d s .
\end{gathered}
$$

Thus we get for $t=r$

$$
\begin{gathered}
\tau_{p q}^{-1} \tilde{X}(r)= \\
\tilde{X}(0)+r \frac{D}{d t} \tilde{X}(0)+\frac{r^{n-1}}{(n-1)!} \frac{D^{n-1}}{d t^{n-1}} \tilde{X}(0)+\left.\frac{r^{n}}{(n-1)!} \int_{0}^{1}(1-s)^{n-1} \tau_{p c(r s)}^{-1} \frac{D^{n}}{d u^{n}} \tilde{X}(u)\right|_{u=r s} d s .
\end{gathered}
$$

The result follows from claim 3) of Proposition 2.1.
Remark 2.2. (Estimate for 2 variables)
By using Taylor's formula once more, we obtain an approximation formula for vector fields, which depends on an additional variable $t$.
Thus let $X: M \times \mathbb{R} \rightarrow T M$ be a time-varying vector field, defined by $(p, t) \mapsto X(p, t) \in$ $T_{p} M$, and consider for $q \in M$

$$
X\left(q, t_{1}\right)=X\left(q, t_{0}\right)+\left.\frac{\partial}{\partial t} X(q, t)\right|_{t=t_{0}} h+\left.\int_{0}^{1}(1-s) \frac{\partial^{2}}{\partial t^{2}} X(q, t)\right|_{t=t_{0}+s h} h^{2} d s
$$

where $h=t_{1}-t_{0}$.
Let $c:[0, r] \rightarrow M$ a smooth regular curve from $p=c(0)$ to $q=c(r)$. Equation (2.6) reads for $n=2$ and $X=X(p, t)$

$$
\tau_{p q}^{-1} X\left(q, t_{0}\right)=X\left(p, t_{0}\right)+r \nabla_{\dot{c}(0)} X\left(p, t_{0}\right)+r^{2} \int_{0}^{1}(1-s) \tau_{p c(r s)}^{-1} \nabla_{\dot{\dot{c}}(r s)}^{2} X\left(c(r s), t_{0}\right) d s
$$

Hence

$$
\begin{aligned}
\tau_{p q}^{-1} X\left(q, t_{1}\right)= & X\left(p, t_{0}\right)+r \nabla_{\dot{c}(0)} X\left(p, t_{0}\right)+r^{2} \int_{0}^{1}(1-s) \tau_{p c(r s)}^{-1} \nabla_{\dot{c}(r s)}^{2} X\left(c(r s), t_{0}\right) d s+ \\
& +\left.\frac{\partial}{\partial t}\left(X(p, t)+r \int_{0}^{1} \tau_{p c(r s)}^{-1} \nabla_{\dot{c}(r s)} X(c(r s), t) d s\right)\right|_{t=t_{0}} h+
\end{aligned}
$$

$$
\left.\tau_{p q}^{-1} \int_{0}^{1}(1-s) \frac{\partial^{2}}{\partial t^{2}} X(q, t)\right|_{t=t_{0}+s h} h^{2} d s
$$

where we used the Taylor formula for $n=1$, i.e.

$$
\tau_{p q}^{-1} X(q, t)=X(p, t)+r \int_{0}^{1} \tau_{p c(r s)}^{-1} \nabla_{\dot{c}(r s)} X(c(r s), t) d s
$$

Therefore, we get

$$
\begin{equation*}
\tau_{p q}^{-1} X\left(q, t_{1}\right)=X\left(p, t_{0}\right)+r \nabla_{\dot{c}(0)} X\left(p, t_{0}\right)+h \frac{\partial}{\partial t} X\left(p, t_{0}\right)+\mathcal{R} \tag{2.7}
\end{equation*}
$$

where the remainder term is

$$
\begin{gathered}
\mathcal{R}=r^{2} \int_{0}^{1}(1-s) \tau_{p c(r s)}^{-1} \nabla_{\dot{c}(r s)}^{2} X\left(c(r s), t_{0}\right) d s+\left.r h \frac{\partial}{\partial t} \int_{0}^{1} \tau_{p c(r s)}^{-1} \nabla_{\dot{c}(r s)} X(c(r s), t) d s\right|_{t=t_{0}}+ \\
\left.h^{2} \tau_{p q}^{-1} \int_{0}^{1}(1-s) \frac{\partial^{2}}{\partial t^{2}} X(q, t)\right|_{t=t_{0}+s h} d s
\end{gathered}
$$

## Inspecting the second order covariant derivative

In order to apply Theorem 2.2 to get estimates for the covariant derivatives, we need some further examinations. Thus let $p \in M, R \leq i_{p}^{*}(M)$ and $\varphi:=\left(\left.\exp _{p}\right|_{B_{R}(0)}\right)^{-1}$ a chart of $M$. Let $q \in \mathcal{B}_{R}(p)$ and $v:=\exp _{p}^{-1} q$. Thus, $\|v\|_{p}=\operatorname{dist}(p, q)$ and $c(t):=$ $\exp _{p}(t v)$ is a geodesic joining $p$ and $q$ for $t \in[0,1]$.
For any fixed $w \in T_{q} M$ we define a smooth vector field $Y_{w}$ on $\mathcal{B}_{R}(p)$ by

$$
Y_{w}\left(p^{\prime}\right):=\tau_{p p^{\prime}} \tau_{p q}^{-1} w
$$

where $\tau_{p p^{\prime}}$ denotes the parallel transport along the unique geodesic joining $p$ and $p^{\prime} \in$ $\mathcal{B}_{R}(p)$. Thus, along geodesics $c:[0,1] \rightarrow M$ with $c(0)=p$, we have $Y_{w}(c(t))=$ $\tau_{p c(t)} \tau_{p q}^{-1} w$, which is a parallel vector field along $c$, i.e. $\frac{D}{d t} Y_{w}(c(t))=0$.
To get an approximation formula for $\nabla_{\dot{c}} \nabla_{Y_{w}} X(c(t))$ we locally express the occurring vector fields by the coordinate frames associated with $\varphi$. Hence consider the smooth function $X_{i}\left(p^{\prime}\right), Y_{i}\left(p^{\prime}\right)$ and $C_{i}\left(p^{\prime}\right)(i=1, \ldots, k)$ on $\mathcal{B}_{R}(p)$ such that $X\left(p^{\prime}\right)=$ $\left.\sum_{i=1}^{k} X_{i}\left(p^{\prime}\right) \frac{\partial}{\partial \varphi_{i}}\right|_{p^{\prime}}, Y_{w}\left(p^{\prime}\right)=\left.\sum_{i=1}^{k} Y_{i}\left(p^{\prime}\right) \frac{\partial}{\partial \varphi_{i}}\right|_{p^{\prime}}$ and $\dot{c}(t)=\left.\sum_{i=1}^{k} C_{i}(c(t)) \frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}$.
Then we have

$$
\nabla_{Y_{w}} X(c(t))=\left.\sum_{l}\left(\sum_{i, j} X_{i}(c(t)) Y_{j}(c(t)) \Gamma_{i j}^{l}(c(t))+d X_{l}(c(t)) Y_{w}(c(t))\right) \frac{\partial}{\partial \varphi_{l}}\right|_{c(t)}
$$

where $\Gamma_{i j}^{l}$ denote the Christoffel symbols of $\nabla$ on $\mathcal{B}_{R}(p)$ for $i, j, l \in\{1, \ldots, k\}$, cf. (2.2). Analogously, for a vector field $Z\left(p^{\prime}\right):=\left.\sum_{i=1}^{k} Z_{i}\left(p^{\prime}\right) \frac{\partial}{\partial \varphi_{i}}\right|_{p^{\prime}}$,

$$
\nabla_{\dot{c}} Z(c(t))=\left.\sum_{l}\left(\sum_{i, j} C_{i}(c(t)) Z_{j}(c(t)) \Gamma_{i j}^{l}(c(t))+d Z_{l}(c(t)) \dot{c}\right) \frac{\partial}{\partial \varphi_{l}}\right|_{c(t)}
$$

Combining these formulas shows that

$$
\nabla_{\dot{c}} \nabla_{Y_{w}} X(c(t))=\left.\sum_{l} d_{l}(c(t)) \frac{\partial}{\partial \varphi_{l}}\right|_{c(t)}
$$

where

$$
\begin{gathered}
d_{l}(c(t))=\sum_{i, j, r, s} C_{i}(c(t)) X_{r}(c(t)) Y_{s}(c(t)) \Gamma_{i j}^{l}(c(t)) \Gamma_{r s}^{j}(c(t))+ \\
\sum_{i, j} C_{i}(c(t)) d X_{j}(c(t)) Y_{w}(c(t)) \Gamma_{i j}^{l}(c(t))+ \\
\sum_{r, s}\left(\frac{d}{d t}\left(X_{r}(c(t))\right) Y_{s}(c(t)) \Gamma_{r s}^{l}(c(t))+X_{r}(c(t)) \frac{d}{d t}\left(Y_{s}(c(t))\right) \Gamma_{r s}^{l}(c(t))+\right. \\
\left.X_{r}(c(t)) Y_{s}(c(t)) \frac{d}{d t}\left(\Gamma_{r s}^{l}(c(t))\right)\right)+\frac{d}{d t}\left(d X_{l}(c(t)) Y_{w}(c(t))\right)
\end{gathered}
$$

We use the following abbreviations

1. $|C|:=\max \left\{\left|C_{i}(c(t))\right|: t \in[0,1], i=1, \ldots, k\right\}$,
2. $|X|:=\max \left\{\left|X_{i}(c(t))\right|: t \in[0,1], i=1, \ldots, k\right\}$,
3. $|d X|:=\max \left\{\left|d X_{i}(c(t)) v\right|: t \in[0,1], v \in T_{c(t)} M,\|v\|_{c(t)}=1, i=1, \ldots, k\right\}$,
4. $|Y|:=\max \left\{\left|Y_{i}(c(t))\right|: t \in[0,1], i=1, \ldots, k\right\}$,
5. $|\Gamma|:=\max \left\{\left|\Gamma_{i j}^{l}(c(t))\right|: t \in[0,1], i, j, l=1, \ldots, k\right\}$,
6. $|d \Gamma|:=\max \left\{\left|d \Gamma_{i j}^{l}(c(t)) \frac{\dot{c}(t)}{\|\dot{c}(t)\|_{c(t)}}\right|: t \in[0,1], i, j, l=1, \ldots, k\right\}$,
7. $\left|d^{2} X\right|:=\max \left\{\left|H_{X_{i}}(c(t))(v, w)\right|: t \in[0,1], v, w \in T_{c(t)} M,\|v\|_{c(t)}=\|w\|_{c(t)}=\right.$ $1, i=1, \ldots, k\}$,
8. $\left|\frac{\partial}{\partial \varphi}\right|:=\max \left\{\left\|\left.\frac{\partial}{\partial \varphi_{i}}\right|_{c(t)}\right\|_{c(t)}: t \in[0,1], i=1, \ldots, k\right\}$.

We use the following estimates
i) $d X_{j}(c(t)) Y_{w}(c(t))=\left\langle\operatorname{grad} X_{j}(c(t)), Y_{w}(c(t))\right\rangle_{c(t)} \leq\left(\left|d^{2} X\right|\|\dot{c}(0)\|_{p}+|d X|\right)\|w\|_{q}$ This can be seen by noting that

$$
d X_{j}(c(t)) Y_{w}(c(t))=d X_{j}(p) Y_{w}(p)+\int_{0}^{1} \frac{d}{d t}\left(d X_{j}(c(r t)) Y_{w}(c(r t))\right) d r
$$

ii) $\frac{d}{d t}\left(d X_{l}(c(t)) Y_{w}(c(t))\right)=\left\langle H_{X_{l}}(c(t)) \dot{c}, Y_{w}(c(t))\right\rangle_{c(t)}+\langle\operatorname{grad} X_{l}(c(t)), \underbrace{\frac{D}{d t} Y_{w}(c(t))}_{=0}\rangle_{c(t)}$ $\leq\left|d^{2} X\right|\|\dot{c}(0)\|_{p}\|w\|_{q}$
iii) $\frac{d}{d t}\left(Y_{s}(c(t))\right)=-\sum_{r l} C_{r} Y_{l} \Gamma_{r l}^{s}$, since

$$
0=\nabla_{\dot{c}} Y_{w}=\left.\sum_{s} \frac{d}{d t}\left(Y_{s}(c(t))\right) \frac{\partial}{\partial \varphi_{s}}\right|_{c(t)}+\left.\sum_{r l} Y_{l} C_{r} \Gamma_{r l}^{s} \frac{\partial}{\partial \varphi_{s}}\right|_{c(t)}
$$

Then we get

$$
\begin{gathered}
\left|d_{l}\right| \leq k^{4}|C||X||Y||\Gamma|^{2}+k^{2}|C||\Gamma|\left(|d X|+\left|d^{2} X\right|\|\dot{c}(0)\|_{p}\right)\|w\|_{q}+k^{2}|Y||\Gamma||d X|\|\dot{c}(0)\|_{p}+ \\
k^{4}\left|X\left\|\left.Y| | C| | \Gamma\right|^{2}+k^{2}|X||Y||d \Gamma|\right\| \dot{c}(0)\left\|_{p}+\left|d^{2} X\right|\right\| \dot{c}(0)\left\|_{p}\right\| w \|_{q},\right.
\end{gathered}
$$

for $l=1, \ldots, k$.
Thus we can estimate the covariant derivative of the vector field $\nabla_{Y_{w}} X(c(t))$ w.r.t. $\dot{c}$ as follows

$$
\begin{gathered}
\left\|\nabla_{\dot{c}} \nabla_{Y_{w}} X(c(t))\right\|_{c(t)} \leq k\left|\frac{\partial}{\partial \varphi}\right|\left(k^{4}|C||X||Y||\Gamma|^{2}+k^{2}|C||\Gamma|\left(|d X|+\left|d^{2} X\right|\|\dot{c}(0)\|_{p}\right)\|w\|_{q}+\right. \\
\left.k^{2}|Y||\Gamma||d X|\|\dot{c}(0)\|_{p}+k^{4}|X||Y||C||\Gamma|^{2}+k^{2}|X||Y||d \Gamma|\|\dot{c}(0)\|_{p}+\left|d^{2} X\right|\|\dot{c}(0)\|_{p}\|w\|_{q}\right)
\end{gathered}
$$

Let $\lambda_{1}(t), \ldots, \lambda_{k}(t)$ denote the eigenvalues of the gramian

$$
G(t)=\left(\left\langle\left.\frac{\partial}{\partial \varphi_{i}}\right|_{c(t)},\left.\frac{\partial}{\partial \varphi_{j}}\right|_{c(t)}\right\rangle_{i, j=1}^{k}\right)
$$

and define

$$
m:=\min \left\{\lambda_{i}(t): t \in[0,1], i=1, \ldots, k\right\} .
$$

Then we get

$$
|C| \leq \frac{\|\dot{c}(t)\|_{c(t)}}{m}=\frac{\|\dot{c}(0)\|_{p}}{m}
$$

and

$$
|Y| \leq \frac{\|w\|_{q}}{m}
$$

which shows that there exists a constant $\kappa>0$, depending on $m,|\Gamma|,|\Gamma|^{2},|d \Gamma|,|X|$, $|d X|$ and $\left|d^{2} X\right|$, such that

$$
\left\|\nabla_{\dot{c}} \nabla_{Y_{w}} X(c(t))\right\|_{c(t)} \leq \kappa\|\dot{c}(0)\|_{p}\|w\|_{q} .
$$

Here,

$$
\begin{gathered}
\kappa \leq k\left|\frac{\partial}{\partial \varphi}\right| \cdot\left(\frac{k^{4}}{m^{2}}|X||\Gamma|^{2}+\right. \\
\left.\frac{k^{2}}{m}|\Gamma|\left(|d X|+\left|d^{2} X\right| \mid \dot{c}(0) \|_{p}\right)+\frac{k^{2}}{m}|\Gamma||d X|+\frac{k^{4}}{m^{2}}|X||\Gamma|^{2}+\frac{k^{2}}{m}|X||d \Gamma|+\left|d^{2} X\right|\right)
\end{gathered}
$$

Corollary 2.1. Let $M$ be a connected and complete Riemannian manifold and let $X: M \rightarrow T M$ a smooth vector field. Then for $0<R \leq i_{p}^{*}(M)$, there exists a chart $\varphi$ such that the vector field $\left.X\right|_{\mathcal{B}_{R}(p)}$ can be expressed by

$$
X\left(p^{\prime}\right):=\left.\sum_{i=1}^{k} X_{i}\left(p^{\prime}\right) \frac{\partial}{\partial \varphi_{i}}\right|_{p^{\prime}},
$$

where $\left.\frac{\partial}{\partial \varphi_{1}}\right|_{p^{\prime}}, \ldots,\left.\frac{\partial}{\partial \varphi_{k}}\right|_{p^{\prime}}$ is the coordinate frame associated with $\varphi$ and $X_{i}: \mathcal{B}_{R}(p) \rightarrow \mathbb{R}$ is a smooth function for $i=1, \ldots, k$.
Assume that the following suprema are finite
(A1) $|X|:=\sup \left\{\left|X_{i}\left(p^{\prime}\right)\right|: p^{\prime} \in \mathcal{B}_{R}(p), i=1, \ldots, k\right\}$,
(A2) $|d X|:=\sup \left\{\left|d X_{i}\left(p^{\prime}\right) v\right|: p^{\prime} \in \mathcal{B}_{R}(p), v \in T_{p^{\prime}} M,\|v\|_{p^{\prime}}=1, i=1, \ldots, k\right\}$,
(A3) $\left|d^{2} X\right|:=\sup \left\{\left|H_{X_{i}}\left(p^{\prime}\right)(v, w)\right|: p^{\prime} \in \mathcal{B}_{R}(p), v, w \in T_{p^{\prime}} M,\|v\|_{p^{\prime}}=\|w\|_{p^{\prime}}=1, i=\right.$ $1, \ldots, k\}$,
(A4) $|\Gamma|:=\sup \left\{\left|\Gamma_{i j}^{l}\left(p^{\prime}\right)\right|: p^{\prime} \in \mathcal{B}_{R}(p), i, j, l=1, \ldots, k\right\}$,
(A5) $\left.|d \Gamma|:=\sup \left\{\left|d \Gamma_{i j}^{l}\left(p^{\prime}\right) v\right|\right\} \mid: p^{\prime} \in \mathcal{B}_{R}(p), v \in T_{p^{\prime}} M,\|v\|_{p^{\prime}}=1, i, j, l=1, \ldots, k\right\}$,
(A6) $\left|\frac{\partial}{\partial \varphi}\right|:=\sup \left\{\left\|\left.\frac{\partial}{\partial \varphi_{i}}\right|_{p^{\prime}}\right\|_{p^{\prime}}: p^{\prime} \in \mathcal{B}_{R}(p), i=1, \ldots, k\right\}$,
(A7) $m:=\min \left\{\lambda_{i}(t): t \in[0,1], i=1, \ldots, k\right\}$, where $\lambda_{1}(t), \ldots, \lambda_{k}(t)$ denote the eigenvalues of the gramian $G(t)=\left(\left\langle\left.\frac{\partial}{\partial \varphi_{i}}\right|_{c(t)},\left.\frac{\partial}{\partial \varphi_{j}}\right|_{c(t)}\right\rangle_{i, j=1}^{k}\right)$

Then the following statements hold:

1. There exists a constant $\kappa>0$ such that for $q \in \mathcal{B}_{R}(p)$ and $w \in T_{q} M$

$$
\begin{equation*}
\left\|\nabla_{\dot{c}} \nabla_{Y_{w}} X(c(t))\right\|_{c(t)} \leq \kappa\|\dot{c}(0)\|_{p}\|w\|_{q} \tag{2.8}
\end{equation*}
$$

where $Y_{w}: \mathcal{B}_{R}(p) \rightarrow T M$ is defined by $Y_{w}\left(p^{\prime}\right)=\tau_{p p^{\prime}}\left(\tau_{p q}^{-1} w\right)$.
2. If $M$ is compact and connected, then there exists $r>0$ and $\kappa>0$ such that (2.8) holds uniformly for all $p \in M, q \in \mathcal{B}_{r}(p)$ and $w \in T_{q} M$.

This shows that one is able to bound higher order covariant derivatives by local expressions of the vector field $X$ via coordinate frames and the Christoffel symbols. From now on, we assume the existence of such a bound on the covariant derivatives in order to estimate the norm of the vector field.

Lemma 2.3. Let $M$ be a complete Riemannian manifold, $X \in \mathcal{V}^{\infty}(M), p \in M$ and $R=i_{p}^{*}(M)$ and let $\left(c_{q}\right)_{q \in \mathcal{B}_{R}(p)}$ denote the family of geodesic curves from $p$ to $q$ with $c_{q}:\left[0, R_{q}\right] \rightarrow M$ and $R_{q}=\operatorname{dist}(p, q) \leq R$ for all $q \in \mathcal{B}_{R}(p)$.
Assume the existence of constants $c_{1}, c_{2}, c_{3}>0$ such that

1. $c_{1} \leq\left\|\nabla_{v} X(p)\right\|_{p} \leq c_{2}$, for all $v \in T_{p} M$ with $\|v\|_{p}=1$.
2. $\left\|\nabla_{\dot{c}_{q}} \nabla_{Y_{w}} X\left(c_{q}(t)\right)\right\|_{c_{q}(t)} \leq c_{3}$ for all $q \in \mathcal{B}_{R}(p), t \in\left[0, R_{q}\right]$ and $w \in T_{q} M$ with $\|w\|_{q}=1$. Here $Y_{w}$ is a smooth vector field on $\mathcal{B}_{R}(p)$ defined by $Y_{w}\left(p^{\prime}\right):=$ $\tau_{p p^{\prime}} \tau_{p q}^{-1} w$.

Then we get for $r \leq \min \left\{R, \frac{c_{1}}{2 c_{3}}\right\}$ that

$$
\begin{equation*}
\frac{c_{1}}{2} \operatorname{dist}(p, q) \leq\left\|\tau_{p q}^{-1} X(q)-X(p)\right\|_{p} \leq\left(c_{1} / 2+c_{2}\right) \operatorname{dist}(p, q) \tag{2.9}
\end{equation*}
$$

for all $q \in \mathcal{B}_{r}(p)$. Moreover, the covariant derivative of $X$ at $q \in \mathcal{B}_{r}(p)$ with respect to $w \in T_{q} M$ with $\|w\|_{q}=1$ satisfies

$$
\begin{equation*}
\frac{c_{1}}{2} \leq\left\|\nabla_{w} X(q)\right\|_{q} \tag{2.10}
\end{equation*}
$$

Proof. Let $d(p, q) \leq r$ and let $\hat{v} \in T_{p} M$ such that $q=\exp _{p} \hat{v}$. Then the geodesic curve $c_{q}:\left[0, R_{q}\right] \rightarrow M$ from $p$ to $q$ with $R_{q}=\operatorname{dist}(p, q)$ and $\left\|\dot{c}_{q}\right\|_{c_{q}(t)}=1$ is given by $c_{q}(t):=\exp _{p}\left(t \hat{v} /\|\hat{v}\|_{p}\right)$. According to (2.6), we have for $n=2$

$$
\begin{equation*}
\tau_{p q}^{-1} X(q)=X(p)+R_{q} \nabla_{\dot{c}_{q}(0)} X(p)+R_{q}^{2} \int_{0}^{1}(1-s) \tau_{p c_{q}\left(R_{q} s\right)}^{-1} \nabla_{\dot{c}_{q}\left(R_{q} s\right)}^{2} X\left(c_{q}\left(R_{q} s\right)\right) d s \tag{2.11}
\end{equation*}
$$

Note that for $w:=\dot{c}_{q}\left(R_{q}\right)$ and $0 \leq s \leq 1$ we have $Y_{w}\left(c_{q}\left(R_{q} s\right)\right)=\tau_{p c_{q}\left(R_{q} s\right)} \tau_{p q}^{-1} \dot{c}_{q}\left(R_{q}\right)=$ $\tau_{p c_{q}\left(R_{q} s\right)} \dot{c}_{q}(0)=\dot{c}_{q}\left(R_{q} s\right)$. Thus, the right side of (2.9) gets obvious by noting that

$$
\begin{gathered}
\left\|R_{q} \nabla_{\dot{c}_{q}(0)} X(p)+R_{q}^{2} \int_{0}^{1}(1-s) \tau_{p c_{q}\left(R_{q} s\right)}^{-1} \nabla_{\dot{\epsilon}_{q}\left(R_{q} s\right)}^{2} X\left(c_{q}\left(R_{q} s\right)\right) d s\right\|_{p} \leq \\
\operatorname{dist}(p, q)\left(c_{2}+\operatorname{dist}(p, q) c_{3}\right) \leq \operatorname{dist}(p, q)\left(c_{2}+c_{1} / 2\right),
\end{gathered}
$$

where we used $\left\|\nabla_{\dot{\epsilon}_{q}\left(R_{q} s\right)}^{2} X\left(c_{q}\left(R_{q} s\right)\right)\right\|_{c_{q}\left(R_{q} s\right)}=\left\|\nabla_{\dot{c}_{q}\left(R_{q} s\right)} \nabla_{Y_{w}} X\left(c_{q}\left(R_{q} s\right)\right)\right\|_{c_{q}\left(R_{q} s\right)} \leq c_{3}$ for $w=\dot{c}_{q}\left(R_{q}\right)$, due to assumption (2).
On the other hand, (2.11) implies that

$$
\left\|\tau_{p q}^{-1} X(q)-X(p)\right\|_{p} \geq\left\|R_{q} \nabla_{\dot{c}_{q}(0)} X(p)\right\|_{p}-\left\|R_{q}^{2} \int_{0}^{1}(1-s) \tau_{p c_{q}\left(R_{q} s\right)}^{-1} \nabla_{\dot{\epsilon}_{q}\left(R_{q} s\right)}^{2} X\left(c_{q}\left(R_{q} s\right)\right) d s\right\|_{p}
$$

Since $\operatorname{dist}(p, q)=R_{q} \leq r \leq \frac{c_{1}}{2 c_{3}}$, we get

$$
\left\|\tau_{p q}^{-1} X(q)-X(p)\right\|_{p} \geq \operatorname{dist}(p, q)\left(c_{1}-r c_{3}\right)
$$

And therefore

$$
\left\|\tau_{p q}^{-1} X(q)-X(p)\right\|_{p} \geq \operatorname{dist}(p, q) c_{1} / 2
$$

Equation 2.10 can be seen by applying Taylor's formula to the vector field $\nabla_{Y_{w}} X$, where $Y_{w}\left(p^{\prime}\right):=\tau_{p p^{\prime}} \tau_{p q}^{-1} w, p^{\prime} \in \mathcal{B}_{r}(p)$. Thus,

$$
\tau_{p q}^{-1} \nabla_{w} X(q)=\nabla_{Y_{w}} X(p)+R_{q} \int_{0}^{1} \tau_{p c_{q}\left(R_{q} s\right)}^{-1} \nabla_{\dot{c}\left(R_{q} s\right)} \nabla_{Y_{w}} X\left(c_{q}\left(R_{q} s\right)\right) d s
$$

which shows that

$$
\left\|\nabla_{w} X(q)\right\|_{q} \geq\left\|\nabla_{Y_{w}} X(p)\right\|_{p}-R_{q} c_{3} \geq c_{1}-c_{1} / 2
$$

### 2.1.2 The tracking algorithms

We now have the necessary tools to analyze the time-varying Newton flow on Riemannian manifolds. This general approach is the basis of the subsequent chapters.
Let $M$ be a connected and complete Riemannian manifold. We consider a smooth time-varying vector field

$$
F: M \times \mathbb{R} \rightarrow T M
$$

defined by

$$
(x, t) \mapsto F(x, t) \in T_{x} M
$$

The object of interest is a smooth zero of $F$, which is a smooth curve $x_{*}: \mathbb{R} \rightarrow M$, satisfying $F\left(x_{*}(t), t\right)=0$ for all $t$. This smooth zero is called isolated, if there exists a $r>0$ such that for all $t \in \mathbb{R}$ and $x \in \mathcal{B}_{r}\left(x_{*}(t)\right)$ holds: $F(x, t)=0$ if and only if $x=x_{*}(t)$.
In order to determine $x_{*}(t)$, we consider derivatives of the vector field $F$. As usual, we use the notation $\nabla_{\dot{x}} F(x, t)$ representing the covariant derivative of $F$ on $M$ with respect to $\dot{x} \in T_{x} M$ and the affine connection $\nabla$ for $(x, t) \in M \times \mathbb{R}$.
To derive a differential equation on $M$, whose solution asymptotically tracks the smooth zero of $F$, we further need the following concept.

Definition 2.3. Let $\mathcal{M}: T M \rightarrow T M$ a smooth bundle map, defined by linear maps $\mathcal{M}(x): T_{x} M \rightarrow T_{x} M$ for $x \in M . \mathcal{M}$ is called stable, if there exists $b>0$ such that

$$
\langle\mathcal{M}(x) \cdot v, v\rangle_{x} \leq-b,
$$

for all $x \in M$ and $v \in T_{x} M$ with $\|v\|_{x}=1$.
Examples for stable bundle maps are given by $\mathcal{M}(x)=-\sigma I$ for $\sigma>0$.
Now consider the ODE

$$
\begin{equation*}
\nabla_{\dot{x}} F(x, t)+\frac{\partial}{\partial t} F(x, t)=\mathcal{M}(x) F(x, t), \tag{2.12}
\end{equation*}
$$

and note that the left hand side of (2.12) equals $\frac{D}{d t} F(x(t), t)$, cf. Lemma 2.1. We call the differential equation (2.12) time-varying Newton flow, as the Newton flow is a special case of this equation in the time-invariant case, where $F$ does not depend explicitly on $t$.
It will be shown in the proof of the following theorem, that solutions $x(t)$ of (2.12) satisfy

$$
\|F(x(t), t)\|_{x(t)} \leq a e^{-b t}
$$

for some $a, b>0$ and all $t>0$. However, this alone does not imply that $x(t)$ converges to the zero $x_{*}(t)$ of $F$, which can be easily seen by considering the example $F(x, t):=$ $x e^{-t}$ for $M=\mathbb{R}$.
A further problem is, that the differential equation (2.12) is in an implicit form. To overcome this, we need conditions which guarantee, that the covariant derivative $\nabla F(x, t): T_{x} M \rightarrow T_{x} M$ is invertible in a neighborhood of $x_{*}(t)$, i.e. there exists a $r>0$ such that for $t \in \mathbb{R}$

$$
\operatorname{rk}(\nabla F(x, t))=\operatorname{dim} M, \quad \forall x \in \mathcal{B}_{r}\left(x_{*}(t)\right)
$$

Then (2.12) can be rewritten in explicit form

$$
\begin{equation*}
\dot{x}=(\nabla F(x, t))^{-1}\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right) . \tag{2.13}
\end{equation*}
$$

These examinations motivate the use of additional assumptions on $F$ in our first main result.

Main Theorem 2.1. Let $M$ be a complete Riemannian manifold and $R>0$ any real number with $i^{*}(M) \geq R$. Let $F: M \times \mathbb{R} \rightarrow T M$ be a smooth time-varying vector field on $M$ and let $t \mapsto x_{*}(t)$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}>0$ such that the following conditions are satisfied for all $t \in \mathbb{R}$
(i) $c_{1} \leq\left\|\nabla_{v} F\left(x_{*}(t), t\right)\right\|_{x_{*}(t)} \leq c_{2}$ for $v \in T_{x_{*}(t)} M$ with $\|v\|_{x_{*}(t)}=1$.
(ii) $\left\|\nabla_{\dot{c}_{x}(s)} \nabla_{Y_{w}} F\left(c_{x}(s), t\right)\right\|_{c_{x}(s)} \leq c_{3}$ for all $x \in \mathcal{B}_{R}\left(x_{*}(t)\right), s \in\left[0, R_{x}\right]$ and $w \in T_{x} M$ with $\|w\|_{x}=1$.
Here $R_{x}:=\operatorname{dist}\left(x_{*}(t), x\right)$ and $c_{x}:\left[0, R_{x}\right] \rightarrow M$ is a geodesic from $x_{*}(t)$ to $x$ with $\left\|\dot{c}_{x}(s)\right\|_{c_{x}(s)}=1$ for $s \in\left[0, R_{x}\right]$, defined by $c_{x}(s)=\exp _{x_{*}(t)}\left(s \frac{\exp _{x_{*}(t)}^{-1}(x)}{\left\|\exp _{x_{*}(t)}^{-1}(x)\right\|_{x_{*}(t)}}\right)$ and $Y_{w}$ is a smooth vector field on $\mathcal{B}_{R}\left(x_{*}(t)\right)$ defined by $Y_{w}\left(x^{\prime}\right):=\tau_{x_{*}(t) x^{\prime}} \tau_{x_{*}(t) x}^{-1} w$.

Then for $r \leq \min \left\{R, \frac{c_{1}}{2 c_{3}}\right\}$, the linear map $\nabla F(x, t): T_{x} M \rightarrow T_{x} M$ is an isomorphism for all $x \in \mathcal{B}_{r}\left(x_{*}(t)\right), t \in \mathbb{R}$. Moreover, for all $x \in \mathcal{B}_{r}\left(x_{*}(t)\right)$ and $t \in \mathbb{R}$

$$
\begin{equation*}
\frac{c_{1}}{2} \operatorname{dist}\left(x, x_{*}(t)\right) \leq\|F(x, t)\|_{x} \leq\left(c_{1} / 2+c_{2}\right) \operatorname{dist}\left(x, x_{*}(t)\right) . \tag{2.14}
\end{equation*}
$$

Thus, if $x(0) \in M$ is sufficiently close to $x_{*}(0)$ and $\mathcal{M}$ is a stable bundle map, the solution $x(t) \in M$ of (2.13) converges exponentially to $x_{*}(t)$, i.e. for some $a, b>0$ holds for all $t \in \mathbb{R}$

$$
\operatorname{dist}\left(x(t), x_{*}(t)\right) \leq a e^{-b t}
$$

Proof. Note that for $t \in \mathbb{R}$ equation (2.14) already has been shown in Lemma 2.3. We moreover get, that the smallest singular value of the covariant derivative is lower bounded by $c_{1} / 2$ on $\mathcal{B}_{r}\left(x_{*}(t)\right)$.
Thus, solutions $x(t)$ of (2.13) exist for $x(0) \in \mathcal{B}_{r}\left(x_{*}(0)\right)$ at least locally for $t \in\left[0, t_{m}\right]$ and the norm estimate of $F(x(t), t)$ holds:

$$
\begin{gathered}
\left.\frac{d}{d t} \| F(x(t), t)\right) \|_{x(t)}^{2}= \\
\frac{d}{d t}\langle F(x(t), t), F(x(t), t)\rangle_{x(t)}= \\
2\left\langle\nabla_{\dot{x}} F(x(t), t)+\frac{\partial}{\partial t} F(x(t), t), F(x(t), t)\right\rangle_{x(t)}= \\
2\langle\mathcal{M}(x) F(x(t), t), F(x(t), t)\rangle_{x(t)} \leq-2 b\|F(x(t), t)\|_{x(t)}^{2}
\end{gathered}
$$

for some $b>0$, cf. Definition 2.3. This implies that

$$
\|F(x(t), t)\|_{x} \leq e^{-b t}\|F(x(0), 0)\|_{x(0)}
$$

To guarantee the global existence of such a solution $x(t)$, we have to show that $x(t)$ remains close to $x_{*}(t)$ : Assume, that there exists a $t_{m}>0$ such that $\operatorname{dist}\left(x\left(t_{m}\right), x_{*}\left(t_{m}\right)\right)$ $>r$.
If we choose $x_{0}$ such that $\operatorname{dist}\left(x(0), x_{*}(0)\right) \leq r \frac{c_{1}}{2\left(c_{1} / 2+c_{2}\right)}$, then

$$
\left\|F\left(x\left(t_{m}\right), t_{m}\right)\right\|_{x\left(t_{m}\right)} \leq\|F(x(0), 0)\|_{x\left(t_{m}\right)} \leq\left(c_{1} / 2+c_{2}\right) \operatorname{dist}\left(x(0), x_{*}(0)\right) \leq \frac{r c_{1}}{2}
$$

cf. (2.14). Thus, again using (2.14) shows that $\operatorname{dist}\left(x\left(t_{m}\right), x_{*}\left(t_{m}\right)\right) \leq r$, contradicting the assumption.

### 2.1.2.1 Time-varying Riemannian Newton algorithm

In order to deduce an update scheme from the explicit time-varying Newton flow (2.13), we employ a standard numerical discretization; see e.g. Stoer and Bulirsch [64] for details.
Consider the ODE

$$
\begin{equation*}
\dot{x}=g(x, t) \tag{2.15}
\end{equation*}
$$

where $g: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ and let $t_{k}=k h$ for step size $h>0$ and $k \in \mathbb{N}$. A single-step discretization of (2.15) is given by the rule:

$$
x_{k+1}=x_{k}+h \Phi\left(x_{k}, t_{k}, h\right),
$$

where $\Phi$ is any map, chosen such that $\left(x_{k}\right)$ is an approximation of $\left(x\left(t_{k}\right)\right)$. A possible choice for $\Phi$ is the familiar first order Euler method, defined in Euclidean space by

$$
\begin{equation*}
x_{k+1}=x_{k}+h g\left(x_{k}, t_{k}\right) . \tag{2.16}
\end{equation*}
$$

In our situation, we replace the Euler discretization (2.16) by its intrinsic variant

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(h g\left(x_{k}, t_{k}\right)\right), \tag{2.17}
\end{equation*}
$$

where $\exp _{x_{k}}$ denotes the exponential map of $M$ at $x_{k} \in M$.
As we want to establish a realistic update scheme, we have to replace $\frac{\partial}{\partial t} F(x, t)$ by a step size-dependent approximation $F_{\tau}^{h}(x, t)$ at discrete times $t_{k}=k h, k \in \mathbb{N}$ for some $h>0$. How such approximations can be found is shown in Section 2.1.2.2.
Then the Riemannian update scheme (2.17) corresponding to the differential equation (2.13), is given for $\mathcal{M}(x)=-\frac{1}{h} I$ by

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(\left(\nabla F\left(x_{k}, t_{k}\right)\right)^{-1}\left(-F\left(x_{k}, t_{k}\right)-h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right)\right) \tag{2.18}
\end{equation*}
$$

where $\exp _{x_{k}}$ denotes the exponential map of $M$ at $x_{k} \in M$. We call this formula the time-varying Newton algorithm.
The next theorem gives conditions, which guarantee that the resulting sequence $\left(x_{k}\right)$ is a good approximation of the smooth isolated zero $x_{*}(t)$ of $F(x, t)$ on $M$ at discrete times $t=t_{k}$.

Main Theorem 2.2. Let $M$ be a complete Riemannian manifold and $R>0$ any real number with $i^{*}(M) \geq R$. Let $F: M \times \mathbb{R} \rightarrow T M,(x, t) \mapsto F(x, t) \in T_{x} M$ a smooth timevarying vector field and let $t \mapsto x_{*}(t)$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}>0$ such that the following conditions are satisfied for all $t \in \mathbb{R}$
(i) $\left\|\nabla F\left(x_{*}(t), t\right)\right\|_{x_{*}(t)} \leq c_{1},\left\|\frac{\partial}{\partial t} F\left(x_{*}(t), t\right)\right\|_{x_{*}(t)} \leq c_{2},\left\|\nabla F\left(x_{*}(t), t\right)^{-1}\right\|_{x_{*}(t)} \leq c_{3}$,
(ii) $\left\|\nabla_{\dot{C}_{x_{0}}^{x}(s)} \nabla_{Y_{w}} F\left(c_{x_{0}}^{x}(s), t\right)\right\|_{c_{x_{0}}^{x}(s)} \leq c_{4}$ for all $x_{0}, x \in \mathcal{B}_{R}\left(x_{*}(t)\right), s \in\left[0, R_{x_{0}}^{x}\right]$ and $w \in T_{x} M$ with $\|w\|_{x}=1$.
Here $R_{x_{0}}^{x}:=\operatorname{dist}\left(x_{0}, x\right)$ and $c_{x_{0}}^{x}:\left[0, R_{x_{0}}^{x}\right] \rightarrow M$ is a geodesic from $x_{0}$ to $x$, defined by $c_{x_{0}}^{x}(s)=\exp _{x_{0}}\left(s \frac{\exp _{x_{0}}^{-1}(x)}{\left\|\exp _{x_{0}}^{-1}(x)\right\|_{x_{0}}}\right)$ and $Y_{w}$ is a smooth vector field on $\mathcal{B}_{R}\left(x_{*}(t)\right)$ defined by $Y_{w}\left(x^{\prime}\right):=\tau_{x_{*}(t) x^{\prime}} \tau_{x_{*}(t) x}^{-1} w$.
(iii) $\left\|\frac{\partial^{2}}{\partial t^{2}} F(x, t)\right\|_{x} \leq c_{5},\left\|\frac{\partial}{\partial t} \nabla F(x, t)\right\|_{x} \leq c_{6}$ for all $x \in \mathcal{B}_{R}\left(x_{*}(t)\right)$.
(iv) $\left\|F_{\tau}^{h}(x, t)-\frac{\partial}{\partial t} F(x, t)\right\|_{x} \leq c_{7} h$, for all $x \in \mathcal{B}_{R}\left(x_{*}(t)\right), h>0$.

Then the following statements hold

1. There exists $0<r \leq R$ and $c_{8}, c_{9}, c_{10}>0$ such that for $t \in \mathbb{R}$

$$
\begin{align*}
& \operatorname{dist}\left(x, x_{*}(t)\right) \leq c_{8}\|F(x, t)\|_{x},  \tag{2.19}\\
& \|F(x, t)\|_{x} \leq c_{9} \operatorname{dist}\left(x, x_{*}(t)\right) \tag{2.20}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\nabla F(x, t)^{-1}\right\|_{x} \leq c_{10} \tag{2.21}
\end{equation*}
$$

for $x \in \mathcal{B}_{r}\left(x_{*}(t)\right)$.
2. The discretization sequence $\left(x_{k}\right)$ as defined in (2.18) with $t_{k}=k h, h>0$ satisfies for some $c_{11}, c_{12}>0$

$$
\begin{equation*}
\operatorname{dist}\left(x_{k+1}, x_{*}\left(t_{k+1}\right)\right) \leq c_{11} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+c_{12} h^{2} \tag{2.22}
\end{equation*}
$$

for $x_{k} \in \mathcal{B}_{r}\left(x_{*}\left(t_{k}\right)\right), k \in \mathbb{N}_{0}$.
3. Let $c>0$ be constant and $h>0$ sufficiently small. For any initial condition $x_{0}$ with $\operatorname{dist}\left(x_{0}, x_{*}(0)\right)<c h$, the sequence (2.18) satisfies

$$
\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h
$$

for all $k \in \mathbb{N}_{0}$. Thus, the update scheme (2.18) is well defined and produces estimates for $x_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

Proof. 1) These claims are direct consequences from Lemma 2.3.
2) Consider first the following formula, cf. equation (2.7),

$$
\begin{equation*}
\tau_{x_{k} x_{k+1}}^{-1} F\left(x_{k+1}, t_{k+1}\right)=F\left(x_{k}, t_{k}\right)+\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right) h+\nabla F\left(x_{k}, t_{k}\right) w+\mathcal{R} \tag{2.23}
\end{equation*}
$$

where $\tau_{x_{k} x_{k+1}}$ denotes the parallel transport along the geodesic from $x_{k}$ to $x_{k+1}$ and $\mathcal{R}$ satisfies

$$
\|\mathcal{R}\|_{x_{k}} \leq c_{5} h^{2}+c_{4}\|w\|_{x_{k}}^{2}+c_{6} h\|w\|_{x_{k}} \leq\left(c_{4}+\frac{c_{6}}{2}\right)\|w\|_{x_{k}}^{2}+\left(c_{5}+\frac{c_{6}}{2}\right) h^{2}
$$

The update scheme (2.18) shows that $w=\exp _{x_{k}}^{-1}\left(x_{k+1}\right)$ is given in our situation as

$$
w=h\left(\nabla F\left(x_{k}, t_{k}\right)\right)^{-1}\left(-\frac{1}{h} F\left(x_{k}, t_{k}\right)-F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right) .
$$

Hence, equation (2.23) turns into

$$
\begin{equation*}
\tau_{x_{k} x_{k+1}}^{-1} F\left(x_{k+1}, t_{k+1}\right)=\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right) h-h F_{\tau}^{h}\left(x_{k}, t_{k}\right)+\mathcal{R} \tag{2.24}
\end{equation*}
$$

which implies

$$
\left\|\tau_{x_{k} x_{k+1}}^{-1} F\left(x_{k+1}, t_{k+1}\right)\right\|_{x_{k}}=\left\|\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right) h-h F_{\tau}^{h}\left(x_{k}, t_{k}\right)+\mathcal{R}\right\|_{x_{k}}
$$

and therefore

$$
\begin{equation*}
\left\|F\left(x_{k+1}, t_{k+1}\right)\right\|_{x_{k}} \leq c_{7} h^{2}+\left(c_{4}+\frac{c_{6}}{2}\right)\|w\|_{x_{k}}^{2}+\left(c_{5}+\frac{c_{6}}{2}\right) h^{2} . \tag{2.25}
\end{equation*}
$$

Now consider

$$
\|w\|_{x_{k}}=\left\|\left(\nabla F\left(x_{k}, t_{k}\right)\right)^{-1}\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right)\right\|_{x_{k}},
$$

showing that

$$
\begin{equation*}
\|w\|_{x_{k}} \leq c_{10}\left(\left\|F\left(x_{k}, t_{k}\right)\right\|_{x_{k}}+h\left\|F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right\|_{x_{k}}\right) \tag{2.26}
\end{equation*}
$$

Note that $\left\|F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right\|_{x_{k}} \leq\left\|\frac{\partial}{\partial t} F\left(x_{k}, t_{k}\right)\right\|_{x_{k}}+c_{7} h \leq c_{2}+c_{6} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)+c_{7} h$. Thus (2.26) turns into

$$
\|w\|_{x_{k}} \leq c_{10}\left(\left\|F\left(x_{k}, t_{k}\right)\right\|_{x_{k}}+h\left(c_{2}+c_{6} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)+c_{7} h\right)\right),
$$

implying that

$$
\|w\|_{x_{k}} \leq c_{10}\left(c_{9} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)+h\left(c_{2}+c_{6} r+c_{7} h\right)\right) .
$$

By using the abbreviations $k_{1}=c_{10} c_{9}$ and $k_{2}=c_{10}\left(c_{2}+c_{6} r+c_{7} h\right)$, this equation shows that

$$
\|w\|_{x_{k}}^{2} \leq k_{1}^{2} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+k_{2}^{2} h^{2}+2 k_{1} k_{2} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) h,
$$

and hence

$$
\|w\|_{x_{k}}^{2} \leq\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+\left(k_{2}^{2}+k_{1} k_{2}\right) h^{2} .
$$

Plug this into (2.25) and obtain
$\left\|F\left(x_{k+1}, t_{k+1}\right)\right\|_{x_{k}} \leq k_{3}\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+\left(k_{3} k_{2}^{2}+k_{1} k_{2} k_{3}+c_{7}+c_{5}+\frac{c_{6}}{2}\right) h^{2}$, where $k_{3}=\left(c_{4}+c_{6} / 2\right)$. Using (2.19) shows the claim for $c_{11}=c_{8} k_{3}\left(k_{1}^{2}+k_{1} k_{2}\right)$ and $c_{12}=c_{8}\left(k_{3} k_{2}^{2}+k_{1} k_{2} k_{3}+c_{7}+c_{5}+\frac{c_{6}}{2}\right)$.
3) Suppose

$$
\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h
$$

holds for some $k$. By the estimate (2.22) then

$$
\begin{gather*}
\operatorname{dist}\left(x_{k+1}, x_{*}\left(t_{k+1}\right)\right) \leq \\
c_{11} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+c_{12} h^{2} \leq c_{11} c^{2} h^{2}+c_{12} h^{2} \leq c h \tag{2.27}
\end{gather*}
$$

for $h<\frac{c}{c_{11} c^{2}+c_{12}}$.

## Remark 2.3.

1. Standard estimates for the discretization error imply the above result 3) only for a finite number of iterates $x_{k}$. The new interesting feature therefore is that the error estimate can be guaranteed to hold for all $k \in \mathbb{N}_{0}$. This is due to the fact, that we have chosen $\mathcal{M}(x)=-\frac{1}{h} I$. Without that choice we would not be able to prove a similar estimate.
2. In the special case that $F$ is the gradient of a function $f: M \times \mathbb{R} \rightarrow \mathbb{R}$, i.e.

$$
F(x, t)=\operatorname{grad} f(x, t),
$$

the update scheme (2.18) turns into

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(-H_{f}\left(x_{k}, t_{k}\right)^{-1}\left(\operatorname{grad} f\left(x_{k}, t_{k}\right)+h G_{h}\left(x_{k}, t_{k}\right)\right)\right), \tag{2.28}
\end{equation*}
$$

where $H_{f}$ denotes the Riemannian Hesse operator and $G_{h}(x, t)$ denotes an approximation of $\frac{\partial}{\partial t} \operatorname{grad} f(x, t)$.
Note that under the conditions of the previous theorem, the tracking property of the update scheme defined in (2.18) even remains, if one uses the 0th order approximation $F_{\tau}^{h}(x, t)=0$ for $\frac{\partial}{\partial t} F(x, t)$. This shows, that the conventional Riemannian Newton algorithm can be used to track the zero of a time-varying vector field. We formulate this in the following corollary.

Corollary 2.2. Assume (i) - (iii) of Theorem 2.2 and
(iv') $\left\|\frac{\partial}{\partial t} F(x, t)\right\|_{x} \leq c_{7}$ for some $c_{7}>0$ and all $x \in \mathcal{B}_{R}\left(x_{*}(t)\right), t \in \mathbb{R}$.
Then the Newton update scheme

$$
x_{k+1}=\exp _{x_{k}}\left(\left(\nabla F\left(x_{k}, t_{k}\right)\right)^{-1}\left(-F\left(x_{k}, t_{k}\right)\right)\right)
$$

satisfies the weak tracking property, i.e. for any $0<\hat{r} \leq r$ there exists $h>0$ and $0<r_{0} \leq \hat{r}$ such that $\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq \hat{r}$ for all $k \in \mathbb{N}$, provided $\operatorname{dist}\left(x_{0}, x_{*}(0)\right) \leq r_{0}$.

Proof. Note first, that with the notation of Theorem 2.2, the following equation holds instead of (2.22)

$$
\operatorname{dist}\left(x_{k+1}, x_{*}\left(t_{k+1}\right)\right) \leq c_{11} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+c_{12} h
$$

which can be immediately seen by considering the proof of the above theorem.
Thus it suffices to show, that for $a, b, R>0$ and a real valued sequence $\left(y_{k}\right)_{k \in \mathbb{N}_{0}}$ satisfying for $k \in \mathbb{N}$

$$
\begin{equation*}
0 \leq y_{k+1} \leq a y_{k}^{2}+b h, \tag{2.29}
\end{equation*}
$$

there exists $0<r<R$ such that $y_{k} \leq r$ for all $k \in \mathbb{N}$, provided that $0 \leq y_{0} \leq r$ and $h>0$ is sufficiently small.
For $y_{0} \geq 0$, we get that $y_{k} \geq 0$ for all $k \in \mathbb{N}$. Thus it remains to show, that for $h$ sufficiently small, there exists $0<r \leq R$ and $0<A_{1}<r$ such that the following holds:

1. $y_{k} \in\left[A_{1}, r\right]$ implies that $y_{k+1} \leq y_{k}$,
2. If $y_{k} \in\left[0, A_{1}\right)$, then $y_{k+1} \leq r$.

Then the sequence $\left(y_{k}\right)$ can not leave the interval $[0, r]$.

1) The sequence is not increasing if $y_{k+1} \leq y_{k}$, i.e.

$$
a y_{k}^{2}+b h \leq y_{k},
$$

which is equivalent to

$$
a y_{k}^{2}-y_{k}+b h \leq 0 .
$$

This equation is solvable, if $D:=1-4 a b h \geq 0$. This gives a first condition for $h$. The set of solution of this inequality is then $y_{k} \in\left[A_{1}, A_{2}\right] \subset \mathbb{R}_{+}$, where $A_{1}=\frac{1-\sqrt{D}}{2 a}$ and $A_{2}=\frac{1+\sqrt{D}}{2 a}$. Note that $A_{1}, A_{2}>0$ as $D \in[0,1)$. Choose $h$ sufficiently small such that $A_{1}+b h \leq R$ and $b h \leq 2 \frac{\sqrt{D}}{2 a}$. This is possible, as $\lim _{h \rightarrow 0} D=1$ and $\lim _{h \rightarrow 0} A_{1}=0$.
Then for $r:=A_{1}+b h$ holds $\left[A_{1}, r\right] \subset\left[A_{1}, A_{2}\right]$ and in this interval, the sequence $\left(y_{k}\right)$ is monotonically decreasing.
2) Compute $y_{k+1}$ for $y_{k} \in\left[0, A_{1}\right]$.

$$
\begin{gathered}
y_{k+1} \leq a y_{k}^{2}+b h \leq a A_{1}^{2}+b h \\
=A_{1}\left(\frac{1-\sqrt{D}}{2}\right)+b h \leq \frac{1}{2} A_{1}+b h<A_{1}+b h=r
\end{gathered}
$$

which shows that $y_{k+1} \in[0, r]$.

### 2.1.2.2 Approximations for $\frac{\partial}{\partial t} g(t)$

In order to implement the discrete algorithms one needs an exact formula for the partial derivatives $\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right)$. Often this is a restriction, as the precise values may not be available or corrupted by noise. Thus one has to replace the partial derivative by suitable higher order Taylor approximations $F_{\tau}^{h}(x, t, h)$ of $\frac{\partial F}{\partial t}(x, t)$.
In general, one finds an $m$ th-order approximations for a time-varying map $g(t)$ by considering its Taylor series:

$$
g(t+h)=g(t)+g^{\prime}(t) h+\frac{1}{2} g^{\prime \prime}(t) h^{2}+\frac{1}{6} g^{\prime \prime \prime}(t) h^{3}+\frac{1}{24} g^{\prime \prime \prime \prime}(t) h^{4}+O\left(h^{5}\right)
$$

Similarly, we develop the Taylor series at further points:

$$
\begin{aligned}
& g(t-h)=g(t)-g^{\prime}(t) h+\frac{1}{2} g^{\prime \prime}(t) h^{2}-\frac{1}{6} g^{\prime \prime \prime}(t) h^{3}+\frac{1}{24} g^{\prime \prime \prime \prime}(t) h^{4}+O\left(h^{5}\right) \\
& g(t+2 h)=g(t)+g^{\prime}(t) 2 h+\frac{4}{2} g^{\prime \prime}(t) h^{2}+\frac{8}{6} g^{\prime \prime \prime \prime}(t) h^{3}+\frac{16}{24} g^{\prime \prime \prime \prime}(t) h^{4}+O\left(h^{5}\right) \\
& g(t-2 h)=g(t)-g^{\prime}(t) 2 h+\frac{4}{2} g^{\prime \prime}(t) h^{2}-\frac{8}{6} g^{\prime \prime \prime}(t) h^{3}+\frac{16}{24} g^{\prime \prime \prime \prime}(t) h^{4}+O\left(h^{5}\right)
\end{aligned}
$$

| Approximation for $g^{\prime}(t)$ | Order |
| :---: | :---: |
| 0 | 0 |
| $\frac{1}{2 h}(g(t+h)-g(t-h))$ | 2 |
| $\frac{1}{12 h}(8 g(t+h)-8 g(t-h)-g(t+2 h)+g(t-2 h))$ | 4 |

Table 2.1: The order of different symmetric approximations for $g^{\prime}(t)$

| Approximation for $g^{\prime}(t)$ | Order |
| :---: | :---: |
| $\frac{1}{h}(g(t)-g(t-h))$ | 1 |
| $\frac{1}{2 h}(3 g(t)-4 g(t-h)+g(t-2 h))$ | 2 |
| $\frac{1}{6 h}(11 g(t)-18 g(t-h)+9 g(t-2 h)-2 g(t-3 h))$ | 3 |

Table 2.2: The order of different approximations for $g^{\prime}(t)$

The task is now to add these maps, such that only $g^{\prime}(t) h$ and some higher order terms remain. This is equivalent to solving the linear equation

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 2 & -2 \\
\frac{1}{2} & \frac{1}{2} & 2 & 2 \\
\frac{1}{6} & -\frac{1}{6} & \frac{4}{3} & -\frac{4}{3}
\end{array}\right] x=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right],
$$

whose solution is $x=\frac{1}{12}(8,-8,-1,1)^{\top}$. Therefore, $\frac{1}{12}(8 g(t+h)-8 g(t-h)-g(t+2 h)+$ $g(t-2 h))$ is an approximation of $g^{\prime}(t) h$ of at least order 4. The resulting approximation formulas are given in Table 2.1.

We can get similar approximation formulas by only evaluating preceding points $t-k h$, $k \in \mathbb{N}_{0}$, in order to have a real "online algorithm", where no future data is known. Hence, we use $g(t), g(t-h), g(t-2 h)$ and

$$
g(t-3 h)=g(t)-g^{\prime}(t) 3 h+\frac{9}{2} g^{\prime \prime}(t) h^{2}-\frac{27}{6} g^{\prime \prime \prime}(t) h^{3}+\frac{81}{24} g^{\prime \prime \prime \prime}(t) h^{4}+O\left(h^{5}\right)
$$

This yields the formulas of Table 2.2.

### 2.1.3 Newton flows on Riemannian submanifolds

In this section, we consider the case of $M$ being a Riemannian submanifold of $\mathbb{R}^{n}$. This additional assumption will lead to more explicit versions of the tracking algorithms, since one has the useful Gauss formula for Riemannian submanifolds, which is given in the next lemma.

Lemma 2.4. Let $\nabla$ be the Levi-Civita connection for a Riemannian submanifold $\left(M, g_{M}\right)$ of a Riemannian manifold $(N, g)$ with induced metric $g_{M}=\left.g\right|_{T M \times T M}$. Given smooth vector fields $X, Y: M \rightarrow T M$ let $\hat{X}, \hat{Y}$ be any extensions to smooth vector fields on $N$. Then the Levi-Civita connections $\hat{\nabla}$ on $N$ and $\nabla$ on $M$ are related by

$$
\nabla_{X} Y(x)=\pi_{T_{x} M} \circ \hat{\nabla}_{\hat{X}} \hat{Y}(x)
$$

for all $x \in M$. Here $\pi_{T_{x} M} \subset N$ denotes the projection onto the tangent space $T_{x} M$ of $M$ at $x$.

We will exploit this fact to obtain simple expressions for the Levi-Civita connection on $M$. Thus, we now consider time-varying Newton flows on a smooth Riemannian submanifold $M \subset \mathbb{R}^{n}$, where we always assume that $\mathbb{R}^{n}$ has been endowed with the Euclidean inner product and any Riemannian submanifold $M \subset \mathbb{R}^{n}$ will be endowed with the induced Riemannian metric.
We consider a smooth map

$$
\begin{gathered}
\hat{F}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}, \\
(x, t) \mapsto \hat{F}(x, t)
\end{gathered}
$$

and assume that its restriction

$$
F:=\left.\hat{F}\right|_{M \times \mathbb{R}}
$$

is a vector field, i.e. $F(x, t) \in T_{x} M$ for all $t \in \mathbb{R}$. We further assume, that there exists a continuous curve $x_{*}: \mathbb{R} \rightarrow M$ such that for all $t \in \mathbb{R}$ holds

$$
F\left(x_{*}(t), t\right)=0 .
$$

From the previous section, we get that the dynamical system to track the zero $x_{*}(t)$ is given by

$$
\begin{equation*}
\pi_{T_{x} M} D \hat{F}(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} F(x, t)=\mathcal{M}(x) F(x, t) \tag{2.30}
\end{equation*}
$$

where $\mathcal{M}$ is a stable bundle map, $\pi_{T_{x} M}$ denotes the projection onto the tangent space $T_{x} M$ and $D \hat{F}(x, t)$ is the usual derivative of $\hat{F}$ with respect to $x$ in the ambient space. Thus, $\pi_{T_{x} M} D \hat{F}(x, t): T_{x} M \rightarrow T_{x} M$ is the covariant derivative of $F(x, t)$ with respect to $x \in M$, cf. Lemma 2.4. We therefore get a more concrete version of the tracking algorithm formulated in Main Theorem 2.1.

Theorem 2.3. Let $M \subset \mathbb{R}^{n}$ be a complete Riemannian submanifold and $R>0$ any real number with $i^{*}(M) \geq R$. Let $\hat{F}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n},(x, t) \mapsto \hat{F}(x, t)$ be smooth, let $F=\left.\hat{F}\right|_{M \times \mathbb{R}}$ with $F(x, t) \in T_{x} M$ and let $t \mapsto x_{*}(t) \in M$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}>0$ such that for all $t \in \mathbb{R}$ holds:

1. $c_{1} \leq\left\|\pi_{T_{x_{*}(t)} M} D \hat{F}\left(x_{*}(t), t\right) \cdot v\right\| \leq c_{2}$ for all $v \in T_{x_{*}(t)} M$ with $\|v\|=1$,
2. $\left\|\pi_{T_{x} M} D\left(\pi_{T_{x} M} D \hat{F}(x, t) \cdot v\right) \cdot w\right\| \leq c_{3}$ for all $v, w \in T_{x} M$ with $\|v\|=\|w\|=1$, $x \in \mathcal{B}_{R}\left(x_{*}(t)\right)$.

Then the solution $x(t)$ of

$$
\begin{equation*}
\dot{x}=\left(\left.\pi_{T_{x} M} D \hat{F}(x, t)\right|_{T_{x} M}\right)^{-1}\left(\mathcal{M}(x) F(x, t)+\frac{\partial}{\partial t} F(x, t)\right) \tag{2.31}
\end{equation*}
$$

exists for all $t \geq 0$ and converges exponentially to $x_{*}(t)$, provided that $x(0)$ is sufficiently close to $x_{*}(0)$.

Proof. We show that the conditions (i) and (ii) of Main Theorem 2.1 are satisfied. Due to Lemma 2.4, ( $i$ ) follows directly from (1). To see ( $i i$ ), we use the notation of Main Theorem 2.1. Thus, $c_{x}:\left[0, R_{x}\right] \rightarrow M$ denotes a geodesic from $x_{*}(t)$ to $x \in \mathcal{B}_{R}\left(x_{*}(t)\right)$ with $\left\|\dot{c}_{x}(s)\right\|=1$ and $R_{x}:=\operatorname{dist}\left(x_{*}(t), x\right)<R$. Moreover, $Y_{w}$ is a smooth vector field on $\mathcal{B}_{R}\left(x_{*}(t)\right)$ defined by $Y_{w}\left(x^{\prime}\right):=\tau_{x_{*}(t) x^{\prime}} \tau_{x_{*}(t) x}^{-1} w$ for $w \in T_{x} M$ with $\|w\|=1$.
Then we get by using Lemma 2.4 for $t \in \mathbb{R}$ and $s \in\left[0, R_{x}\right]$

$$
\begin{aligned}
& \left\|\nabla_{\dot{c}_{x}(s)} \nabla_{Y_{w}} F\left(c_{x}(s), t\right)\right\|=\left\|\nabla_{\dot{c}_{x}(s)} \pi_{T_{c_{x}(s)} M} D \hat{F}\left(c_{x}(s), t\right) \cdot Y_{w}\left(c_{x}(s)\right)\right\|= \\
& \left\|\pi_{T_{c_{x}(s)} M} D\left(\pi_{T_{c_{x}(s)} M} D \hat{F}\left(c_{x}(s), t\right) \cdot Y_{w}\left(c_{x}(s)\right)\right) \cdot \dot{c}_{x}(s)\right\| \leq c_{3},
\end{aligned}
$$

due to condition (2) and since $\left\|Y_{w}\left(c_{x}(s)\right)\right\|=\left\|\dot{c}_{x}(s)\right\|=1$.

## Time-varying Newton algorithm on submanifolds

The Euler discretization of the ODE (2.31) computes approximations $x_{k}$ of $x_{*}\left(t_{k}\right)$ for $t_{k}=k h, k \in \mathbb{N}$ and $h>0$. It is given for $\mathcal{M}=-\frac{1}{h} I$ by

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(-\left(\left.\pi_{T_{x_{k}} M} D \hat{F}\left(x_{k}, t_{k}\right)\right|_{T_{x_{k}} M}\right)^{-1}\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right)\right), \tag{2.32}
\end{equation*}
$$

where $F_{\tau}^{h}(x, t)$ denotes an approximation for $\frac{\partial}{\partial t} F(x, t)$. By applying Main Theorem 2.2 to the situation here, we immediately obtain the following result.

Theorem 2.4. Let $M \subset \mathbb{R}^{n}$ be a complete Riemannian submanifold with respect to the standard Euclidean inner product on $\mathbb{R}^{n}$. Let $R>0$ any real number with $i^{*}(M) \geq R$. Let $\hat{F}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n},(x, t) \mapsto \hat{F}(x, t)$ be smooth, let $F=\left.\hat{F}\right|_{M \times \mathbb{R}}$ with $F(x, t) \in$ $T_{x} M$ and let $t \mapsto x_{*}(t)$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}>0$ such that the following conditions are satisfied for all $t \in \mathbb{R}$
(i) $\left\|\pi_{T_{x_{*}(t)} M} D \hat{F}\left(x_{*}(t), t\right)\right\| \leq c_{1},\left\|\frac{\partial}{\partial t} F\left(x_{*}(t), t\right)\right\| \leq c_{2},\left\|\pi_{T_{x_{*}(t)} M} D \hat{F}\left(x_{*}(t), t\right)^{-1}\right\| \leq c_{3}$,
(ii) $\left\|\left(\pi_{T_{x} M} D\right)^{2} \hat{F}(x, t)\right\| \leq c_{4},\left\|\frac{\partial^{2}}{\partial t^{2}} F(x, t)\right\| \leq c_{5},\left\|\frac{\partial}{\partial t} \pi_{T_{x} M} D \hat{F}(x, t)\right\| \leq c_{6}$ for $x \in$ $\mathcal{B}_{R}\left(x_{*}(t)\right)$,
(iii) $\left\|F_{\tau}^{h}(x, t)-\frac{\partial}{\partial t} F(x, t)\right\| \leq c_{7} h$, for all $x \in \mathcal{B}_{R}\left(x_{*}(t)\right), h>0$.

Then for $c>0$ and sufficiently small $h>0$, the sequence defined by (2.32) satisfies for $k \in \mathbb{N}$

$$
\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h,
$$

provided that $\operatorname{dist}\left(x_{0}, x_{*}(0)\right)<$ ch. Thus, the update scheme (2.32) is well defined and produces estimates for $x_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

## Gradient Newton flows

We now consider the special case where $F$ denotes the intrinsic gradient of a smooth cost function $\Phi$ on a Riemannian submanifold $M \subset \mathbb{R}^{n}$ endowed with the constant Riemannian metric $I_{n}$. Thus let

$$
\Phi: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}
$$

and let $f:=\left.\Phi\right|_{M \times \mathbb{R}}$ its restriction to the manifold. Then the intrinsic gradient of $f$ with respect to $x, \operatorname{grad} f(x, t): M \times \mathbb{R} \rightarrow T M$, is given by

$$
\operatorname{grad} f(x, t)=\pi_{T_{x} M} \nabla \Phi(x, t),
$$

where $\pi_{T_{x} M}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the orthogonal projection onto $T_{x} M$ with kernel $\left(T_{x} M\right)^{\perp}$. Hence the time-varying Newton flow turns into

$$
\begin{equation*}
H_{f}(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} \operatorname{grad} f(x, t)=\mathcal{M}(x) \operatorname{grad} f(x, t) \tag{2.33}
\end{equation*}
$$

where $H_{f}(x, t): T_{x} M \rightarrow T_{x} M$ denotes the Hessian operator with respect to $x$. It is given by

$$
H_{f}(x, t)=\pi_{T_{x} M} D \operatorname{grad} f(x, t),
$$

cf. Lemma 2.4. Obviously, Theorem 2.4 also holds for $F(x, t):=\operatorname{grad} f(x, t)$ and the update scheme (2.32) turns into

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(-H_{f}\left(x_{k}, t_{k}\right)^{-1}\left(\operatorname{grad} f\left(x_{k}, t_{k}\right)+h G_{h}\left(x_{k}, t_{k}\right)\right)\right), \tag{2.34}
\end{equation*}
$$

where $G_{h}$ denotes an approximation of $\frac{\partial}{\partial t} \operatorname{trad} f$.

### 2.1.3.1 Embedding the tracking task in Euclidean space

In order to implement the discrete algorithm (2.32) associated with the time-varying Newton flow on a Riemannian submanifold $M \subset \mathbb{R}^{n}$, one needs to compute the exponential map and invert the covariant derivative for all $k \in \mathbb{N}$. As these are often very difficult tasks, we now develop techniques, which allow to solve the tracking problem on the manifold by equivalent methods in Euclidean space. This possibly leads to simpler algorithms to track $x_{*}(t)$ at discrete times $t=t_{k}$ for $k \in \mathbb{N}$.

## a. Using penalty terms

Let $M$ be the fiber of a $C^{r}$-map $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ for $m<n$ such that $M:=g^{-1}(0)$. Here, 0 is assumed to be a regular value of $g$, i.e. $\operatorname{rk} D g(y)=m$ for all $y \in M$ and the dimension of $M$ thus is $(m-n)$.
Let $\Phi: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ and let $x_{*}: \mathbb{R} \rightarrow M$ be a continuous minimum of $\Phi$, which additionally satisfies

1. $\Phi\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$.
2. There exists $r>0$ such that for $x \in U_{r}\left(x_{*}(t)\right) \cap M$ holds: $\Phi(x, t)=0$ if and only if $x=x_{*}(t)$.

In order to construct an update scheme to track $x_{*}\left(t_{k}\right)$ for $k \in \mathbb{N}$, we define a cost function, which augments the constraints into the cost function for $\lambda>0$ as

$$
\hat{\Phi}(x, t):=\Phi(x, t)+\frac{\lambda}{2} g(x)^{\top} g(x) .
$$

Then we have

$$
\begin{equation*}
\hat{\Phi}(x, t)=0 \Leftrightarrow \Phi(x, t)=0 \text { and } g(x)=0, \tag{2.35}
\end{equation*}
$$

and therefore, $x_{*}(t)$ is an isolated minimum of $\hat{\Phi}$. We further define

$$
F(x, t):=\nabla \hat{\Phi}(x, t)=\nabla \Phi(x, t)+\frac{\lambda}{2} \nabla\left(g(x)^{\top} g(x)\right)
$$

which is a vector valued map in $\mathbb{R}^{n}$ with smooth isolated zero $x_{*}(t) \in M$. Hence, we can now use techniques working in Euclidean space to track the zero of $F$ on $M$, cf. Section 2.3.

## b. Lagrangian multipliers

Here we inspect the classical Lagrangian multiplier technique. Let $M$ be given as the fiber of a smooth map $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, i.e.

$$
M=g^{-1}(0)
$$

where 0 is a regular value of $g$ and $m<n$. Then $M \subset \mathbb{R}^{n}$ is a smooth Riemannian submanifold of dimension $n-m$.
Let

$$
\Phi: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}, \quad(x, t) \mapsto \Phi(x, t)
$$

be smooth and let $f$ denote the restriction to $M \times \mathbb{R}$, i.e.

$$
f:=\left.\Phi\right|_{M \times \mathbb{R}^{\prime}}
$$

Suppose that $f$ has a smooth isolated critical point $x_{*}(t)$ on $M$, which we want to determine for all $t$. We therefore define

$$
L(x, y, t):=\Phi(x, t)+\sum_{i=1}^{m} y_{i} g_{i}(x)
$$

which is for fixed $t \in \mathbb{R}$ a Lagrangian function and $y_{i}$ are the Lagrangian multipliers for $i=1, \ldots, m$. Thus, the gradient $L$ with respect to $(x, y)$, denoted by $\nabla L$, is given by

$$
\nabla L(x, y, t)=\left[\begin{array}{c}
\nabla \Phi(x, t)+\sum_{i=1}^{m} y_{i} \nabla g_{i}(x) \\
g(x)
\end{array}\right]
$$

The following result is well known.
Lemma 2.5. Let $L: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R} \rightarrow \mathbb{R}$ as above. Then $\nabla L(x, y, t)=0$ if and only if $x \in M$ and $\operatorname{grad} \Phi(x, t)=0$, where $\operatorname{grad} \Phi(x, t)=\pi_{T_{x} M} \nabla \Phi(x, t)$ is the intrinsic gradient of $\Phi$.
Thus, if $x_{*}(t)$ is a smooth smooth isolated critical point of $\Phi(x, t)$ on $M$, then there exists a smooth map $y_{*}(t)$ such that $\left(x_{*}(t), y_{*}(t)\right)$ is a smooth isolated zero of $\nabla L(x, y, t)$.

Proof. " $\Rightarrow$ " If $\nabla L(x, y, t)=0$, then $x \in M$, since $g(x)=0$. Since $\nabla \Phi(x, t)+$ $\sum_{i=1}^{m} y_{i} \nabla g_{i}(x)=0$, we can conclude that $\nabla \Phi(x, t) \in N_{x} M$, as $g_{i}(x) \in N_{x} M$ for $i=1, \ldots, m$. Thus, $x$ is a critical point of the intrinsic gradient of $\left.\Phi\right|_{M \times \mathbb{R}}$ $" \Leftarrow "$ Consider for $t \in \mathbb{R}$

$$
\begin{gathered}
\nabla L\left(x_{*}(t), y, t\right)=\left[\begin{array}{c}
\nabla \Phi\left(x_{*}(t), t\right)+\sum_{i=1}^{m} y_{i} \nabla g_{i}\left(x_{*}(t)\right) \\
g\left(x_{*}(t)\right)
\end{array}\right]= \\
{\left[\begin{array}{c}
\nabla \Phi\left(x_{*}(t), t\right)+\sum_{i=1}^{m} y_{i} \nabla g_{i}\left(x_{*}(t)\right) \\
0
\end{array}\right]}
\end{gathered}
$$

Since $x_{*}(t)$ is a critical point of $\operatorname{grad} \Phi(x, t)$, we have that $\nabla \Phi\left(x_{*}(t), t\right) \in N_{x_{*}(t)} M$, which implies the existence of $y_{*}(t) \in \mathbb{R}^{m}$ such that $\sum_{i=1}^{m}\left(y_{*}(t)\right)_{i} \nabla g_{i}\left(x_{*}(t)\right)=-\nabla \Phi\left(x_{*}(t), t\right)$, as

$$
N_{x_{*}(t)} M=\operatorname{span}\left(\nabla g_{1}\left(x_{*}(t)\right), \ldots, \nabla g_{m}\left(x_{*}(t)\right)\right) .
$$

Since $\nabla g\left(x_{*}(t)\right)$ and $\nabla \Phi\left(x_{*}(t), t\right)$ are smooth maps, $y_{*}(t)$ is also smooth in $t$.

This lemma shows, that one can determine a curve of critical points $x_{*}(t)$ of $\Phi$ on $M$ by tracking a zero of $\nabla L(x, y, t) \in \mathbb{R}^{n+m}$. Thus, we can solve the optimization problem on the manifold by using the tracking algorithms in Euclidean space, as specified in Section 2.3.

## c. Parameterized time-varying Newton algorithm

We now consider a newer technique, which allows one to pull-back the tracking problem via local coordinate parameterizations from the manifold to an associated tracking problem in Euclidean space. The key feature here is that the coordinate transformations vary with each iteration point. This allows for considerable simplification in the resulting formulas, rather than a fixed set of coordinate charts would do. It enables us also to work on an arbitrary Riemannian manifold. However, for technical reasons we restrict to the simplified situation, where $M \subset \mathbb{R}^{n}$ is a Riemannian submanifold of Euclidean space. This idea of using local parameterizations has been first used by Shub [61], Hüper and Trumpf [38] and by Manton [47] for time-invariant vector fields and we now extend this approach to our situation.

Thus let $M \subset \mathbb{R}^{n}$ be a smooth $m$-dimensional Riemannian submanifold endowed with the constant Riemannian metric $I_{n}$. We consider families of smooth locally uniform parameterizations $\left(\gamma_{x}\right)_{x \in P}$ on an open subset $P$ of $M$, i.e. smooth maps

$$
\gamma_{x}: V_{x} \rightarrow U_{x} \subset M, \quad \gamma_{x}(0)=x
$$

such that $\gamma_{x}$ is a local diffeomorphism around 0 . Moreover, we assume that there exists $R>0$ such that $B_{R}(0) \subset V_{x} \subset \mathbb{R}^{m}$ holds for all $x \in P$. Thus $\left(\gamma_{x}\right)_{x \in P}$ is a system of local coordinate charts around each $x \in P$ that satisfy an uniformity constraint on the sizes of their domains.
For $\tilde{R}>0$ now choose $P:=\left\{x \in M \mid \operatorname{dist}\left(x, x_{*}(t)\right)<\tilde{R}, t \in \mathbb{R}\right\}$ and a family $\left(\gamma_{x}\right)_{x \in P}$ of smooth locally uniform parameterizations. Given $x \in P$, let $\hat{\gamma}_{x}: V_{x} \times \mathbb{R} \rightarrow U_{x} \times \mathbb{R}$ be defined by $\hat{\gamma}_{x}(y, t):=\left(\gamma_{x}(y), t\right)$ and consider the pull-back function

$$
\Phi \circ \hat{\gamma}_{x}: V_{x} \times \mathbb{R} \rightarrow \mathbb{R}
$$

defined by

$$
(y, t) \mapsto \Phi\left(\gamma_{x}(y), t\right)
$$

Hence, the $y$-gradient of $\Phi \circ \hat{\gamma}_{x}$ is

$$
\nabla\left(\Phi \circ \hat{\gamma}_{x}(y, t)\right)=\left(\frac{\partial}{\partial y_{1}}\left(\Phi \circ \hat{\gamma}_{x}(y, t)\right), \ldots, \frac{\partial}{\partial y_{m}}\left(\Phi \circ \hat{\gamma}_{x}(y, t)\right)\right)^{\top}
$$

and the $y$-Hessian of $\Phi \circ \hat{\gamma}_{x}$ is given by

$$
H_{\Phi \circ \hat{\gamma}_{x}}(y, t)=\left(\frac{\partial^{2}}{\partial y_{i} \partial y_{j}}\left(\Phi \circ \hat{\gamma}_{x}(y, t)\right)\right)_{i, j=1}^{m}
$$

Thus by using two families of smooth local parameterizations $\left(\gamma_{x}\right)_{x \in P}$ and $\left(\mu_{x}\right)_{x \in P}$, we obtain the parameterized time-varying Newton algorithm, which is given by

$$
\begin{equation*}
x_{k+1}=\mu_{x_{k}}\left(-H_{\Phi \circ \hat{\gamma}_{x_{k}}}\left(0, t_{k}\right)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)+h G_{x_{k}}^{h}\left(0, t_{k}\right)\right)\right), \tag{2.36}
\end{equation*}
$$

where $x_{k} \in P$ and $G_{x_{k}}^{h}(0, t)$ denotes an approximation of $\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)(0, t)$, depending on the step size.
In order to get good approximations for the smooth isolated critical points $x_{*}\left(t_{k}\right) \in M$ of $\Phi\left(t_{k}\right)$, it is necessary, that the two families of parameterizations are quite similar; e.g. equality is allowed. The exact conditions are formulated in the following theorem.

Main Theorem 2.3. Let $M \subset \mathbb{R}^{n}$ a complete Riemannian submanifold. Let $\Phi$ : $\mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R},(x, t) \mapsto \Phi(x, t)$ be smooth and let $t \mapsto x_{*}(t)$ be a smooth isolated critical point of $\Phi$ on $M$. Let for some $R, \tilde{R}>0, \gamma_{x}: V_{x} \rightarrow U_{x} \subset M$ and $\mu_{x}: V_{x} \rightarrow U_{x}^{\prime} \subset M$ denote for $x \in P$ families of local parameterizations such that $B_{R}(0) \subset V_{x}$, where $P:=\left\{x \in M \mid \operatorname{dist}\left(x, x_{*}(t)\right)<\tilde{R}, t \in \mathbb{R}\right\}$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}, m_{1}, m_{2}, m_{3}>0$ such that
(i) $\left\|H_{\Phi \circ \hat{\gamma}_{x_{*}(t)}}(0, t)\right\| \leq c_{1}$ for all $t \in \mathbb{R}$,
(ii) $\left\|\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t)\right\| \leq c_{2},\left\|H_{\Phi \circ \hat{\gamma}_{x}}(0, t)^{-1}\right\| \leq c_{3}$ for all $x \in \mathcal{B}_{\tilde{R}}\left(x_{*}(t)\right), t \in \mathbb{R}$,
(iii) $\left\|\frac{\partial}{\partial y} H_{\Phi \circ \hat{\gamma}_{x}}(y, t)\right\| \leq c_{4},\left\|\frac{\partial^{2}}{\partial t^{2}} \nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\| \leq c_{5},\left\|\frac{\partial}{\partial t} H_{\Phi \circ \hat{\gamma}_{x}}(0, t)\right\| \leq c_{6}$ for all $x \in \mathcal{B}_{\tilde{R}}\left(x_{*}(t)\right)$ and $y \in B_{R}(0), t \in \mathbb{R}$,
(iv) $\left(G_{x}^{h}\right)_{x \in P}$ denotes a family of maps such that for $t \in \mathbb{R}, h>0$ and $x \in \mathcal{B}_{\tilde{R}}\left(x_{*}(t)\right)$

$$
\left\|G_{x}^{h}(0, t)-\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t)\right\| \leq c_{7} h
$$

(v) $\sigma_{\min }\left(D \gamma_{x}(0)\right) \geq m_{1}, \sigma_{\max }\left(D \gamma_{x}(0)\right) \leq m_{2},\left\|D^{2} \gamma_{x}(y)\right\| \leq m_{3}$ for all $x \in \mathcal{B}_{\tilde{R}}\left(x_{*}(t)\right)$ and $y \in B_{R}(0)$, where $\sigma_{\min }\left(\sigma_{\max }\right)$ denotes the smallest (largest) singular value.
(vi) $\mu_{x}(0)=\gamma_{x}(0), D \mu_{x}(0)=D \gamma_{x}(0),\left\|D^{2} \mu_{x}(y)\right\| \leq m_{3}$ for all $x \in \mathcal{B}_{\tilde{R}}\left(x_{*}(t)\right)$ and $y \in B_{R}(0)$.
Then the following statements hold for $R^{\prime}=\min \left\{R, \frac{m_{1}}{4 m_{3}}, \frac{1}{2 c_{3} c_{4}}, \frac{c_{3}}{2 c_{4}}\right\}$ and for $\hat{R}=$ $\min \left\{\frac{3 m_{1}}{4} R^{\prime}, \tilde{R}\right\}$

1. For any $x \in P$, the parameterization $\gamma_{x}$ satisfies for all $y \in B_{R^{\prime}}(0)$

$$
\sigma_{\min }\left(D \gamma_{x}(y)\right) \geq \frac{3}{4} m_{1} .
$$

This moreover shows that $\mathcal{B}_{r}(x) \subseteq \gamma_{x}\left(B_{R^{\prime}}(0)\right)$ for $r=\frac{3}{4} m_{1} R^{\prime}$. Thus we have $x_{*}(t) \in \gamma_{x}\left(B_{R^{\prime}}(0)\right)$ for $x \in \mathcal{B}_{\hat{R}}\left(x_{*}(t)\right)$.
Note that the same claims hold for the parameterization $\mu_{x}$, since $\mu_{x}$ satisfies the same conditions as $\gamma_{x}$.
2. The following equation holds for all $t \in \mathbb{R}, x \in \mathcal{B}_{\hat{R}}\left(x_{*}(t)\right)$ and $y \in B_{R^{\prime}}(0)$

$$
\frac{m_{1}}{4}\left\|\gamma_{x}^{-1}\left(x_{*}(t)\right)-y\right\| \leq \operatorname{dist}\left(\gamma_{x}(y), x_{*}(t)\right) \leq\left(m_{2}+2 m_{3} R^{\prime}\right)\left\|\gamma_{x}^{-1}\left(x_{*}(t)\right)-y\right\| .
$$

3. There exists $c_{8}, c_{9}>0$ such that for $t \in \mathbb{R}, x \in \mathcal{B}_{\hat{R}}\left(x_{*}(t)\right)$ and $y \in B_{R^{\prime}}(0)$

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{x}(y), x_{*}(t)\right) \leq c_{8}\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\| \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\| \leq c_{9} \operatorname{dist}\left(\gamma_{x}(y), x_{*}(t)\right) \tag{2.38}
\end{equation*}
$$

4. The discretization sequence $\left(x_{k}\right)$ as defined in (2.36) with $t_{k}=k h, h>0$ satisfies for some $c_{10}, c_{11}>0$

$$
\begin{equation*}
\operatorname{dist}\left(x_{k+1}, x_{*}\left(t_{k+1}\right)\right) \leq c_{10} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+c_{11} h^{2} \tag{2.39}
\end{equation*}
$$

for $x_{*}\left(t_{k}\right), x_{*}\left(t_{k}+h\right), x_{k+1} \in \mathcal{B}_{\hat{R}}\left(x_{k}\right), k \in \mathbb{N}_{0}$.
5. Let $c>0$ be constant and $h$ sufficiently small. For any initial condition $x_{0}$ with $\operatorname{dist}\left(x_{0}, x_{*}(0)\right)<$ ch we have

$$
\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h
$$

for all $k \in \mathbb{N}_{0}$. Thus, the update scheme (2.36) is well defined and produces estimates for $x_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

Proof. 1) We have for $\|y\| \leq R^{\prime} \leq \frac{m_{1}}{4 m_{3}}$

$$
D \gamma_{x}(y)=D \gamma_{x}(0)+\mathcal{R},
$$

where $\|\mathcal{R}\| \leq\|y\| m_{3}$. Thus

$$
\sigma_{\min }\left(D \gamma_{x}(y)\right) \geq \sigma_{\min }\left(D \gamma_{x}(0)\right)-m_{3} R^{\prime} \geq m_{1}-m_{3} \frac{m_{1}}{4 m_{3}}=\frac{3}{4} m_{1}
$$

To prove the second claim, consider

$$
\gamma_{x}(y)=\gamma_{x}(0)+D \gamma_{x}(0) y+\mathcal{R}
$$

where $\|\mathcal{R}\| \leq m_{3}\|y\|^{2}$. Thus,

$$
\gamma_{x}(y)-\gamma_{x}(0)=D \gamma_{x}(0) y+\mathcal{R}
$$

which implies that

$$
\left\|\gamma_{x}(y)-\gamma_{x}(0)\right\| \geq \frac{3 m_{1}}{4}\|y\|,
$$

since $\|y\| \leq \frac{m_{1}}{4 m_{3}}$. This moreover shows, that

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{x}(y), \gamma_{x}(0)\right) \geq \frac{3 m_{1}}{4}\|y\| \tag{2.40}
\end{equation*}
$$

Now we consider for $\epsilon>0$ the border $\partial B_{R^{\prime}-\epsilon}(0):=\left\{y \in \mathbb{R}^{m} \mid\|y\|=R^{\prime}-\epsilon\right\}$ of $B_{R^{\prime}-\epsilon}(0)$. Since $\gamma_{x}$ is a local parameterization of $M, \gamma_{x}\left(\partial B_{R^{\prime}-\epsilon}(0)\right)$ is the border of $\gamma_{x}\left(B_{R^{\prime}-\epsilon}(0)\right)$ in $M$. Due to the above equation, we have for $\bar{x} \in \partial \gamma_{x}\left(B_{R^{\prime}-\epsilon}(0)\right)$ and $\bar{y}:=\gamma_{x}^{-1}(\bar{x}) \in \partial B_{R^{\prime}-\epsilon}(0)$

$$
\operatorname{dist}(x, \bar{x})=\operatorname{dist}\left(\gamma_{x}(0), \gamma_{x}(\bar{y})\right) \geq \frac{3 m_{1}}{4}\|\bar{y}\|=\frac{3 m_{1}}{4}\left(R^{\prime}-\epsilon\right),
$$

which shows that $\mathcal{B}_{\frac{3 m_{1}\left(R^{\prime}-\epsilon\right)}{4}}(x) \subseteq \gamma_{x}\left(B_{R^{\prime}-\epsilon}(0)\right)$. Since this relation holds for all $\epsilon>0$, the claim follows.
2) To show the right inequality, let $\alpha:[0,1] \rightarrow V_{x}, s \mapsto y+\left(y_{*}-y\right) s$ be a curve from $y$ to $y_{*}:=\gamma_{x}^{-1}\left(x_{*}(t)\right)$. Thus

$$
\left.\operatorname{dist}\left(\gamma_{x}(y), x_{*}(t)\right) \leq \int_{0}^{1} \| \frac{d}{d s}\left(\gamma_{x} \circ \alpha\right)(s)\right)\left\|d s=\int_{0}^{1}\right\| D \gamma_{x}(\alpha(s))\left(y_{*}-y\right) \| d s \leq
$$

$\leq \max _{s \in[0,1]}\left\|D \gamma_{x}(\alpha(s))\right\|\left\|y_{*}-y\right\| \leq\left(m_{2}+m_{3}\left\|y_{*}-y\right\|\right)\left\|y_{*}-y\right\| \leq\left(m_{2}+2 m_{3} R^{\prime}\right)\left\|y_{*}-y\right\|$, since $\|y\| \leq R^{\prime}$ and $\left\|y_{*}\right\| \leq R^{\prime}$.
The left inequality of the claimed estimate can be seen by considering

$$
\gamma_{x}\left(y_{*}\right)=\gamma_{x}(y)+D \gamma_{x}(y)\left(y_{*}-y\right)+\mathcal{R}
$$

where $\|\mathcal{R}\| \leq m_{3}\left\|y_{*}-y\right\|^{2}$. Thus,

$$
\gamma_{x}\left(y_{*}\right)-\gamma_{x}(y)=D \gamma_{x}(y)\left(y_{*}-y\right)+\mathcal{R}
$$

which implies that

$$
\left\|\gamma_{x}\left(y_{*}\right)-\gamma_{x}(y)\right\| \geq \frac{m_{1}}{4}\left\|y_{*}-y\right\|
$$

since $\left\|y_{*}-y\right\| \leq \frac{2 m_{1}}{4 m_{3}}$. This moreover shows, that

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{x}\left(y_{*}\right), \gamma_{x}(y)\right) \geq \frac{m_{1}}{4}\left\|y_{*}-y\right\| \tag{2.41}
\end{equation*}
$$

3) Let $y_{*}=\gamma_{x}^{-1}\left(x_{*}(t)\right)$ and consider the Taylor series

$$
\begin{equation*}
\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)\left(y_{*}, t\right)=\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)+H_{\Phi \circ \hat{\gamma}_{x}}(y, t)\left(y_{*}-y\right)+\mathcal{R} \tag{2.42}
\end{equation*}
$$

where $\mathcal{R}$ satisfies:

$$
\|\mathcal{R}\| \leq c_{4}\left\|y_{*}-y\right\|^{2} .
$$

Since $\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)\left(y_{*}, t\right)=0$, equation (2.42) is equivalent to

$$
\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)+H_{\Phi \circ \hat{\gamma}_{x}}(y, t)\left(y_{*}-y\right)+\mathcal{R}=0 .
$$

We therefore get

$$
\left\|y_{*}-y\right\| \leq\left\|H_{\Phi \circ \hat{\gamma}_{x}}(y, t)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)+\mathcal{R}\right)\right\|
$$

implying that

$$
\left\|y_{*}-y\right\| \leq \frac{c_{3}}{2}\left(\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\|+c_{4}\left\|y_{*}-y\right\|^{2}\right)
$$

since $\| H_{\Phi \circ \hat{\gamma}_{x}}(y, t)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t) \| \leq \frac{c_{3}}{2}\right.$ for $\|y\| \leq \frac{c_{3}}{2 c_{4}}$ (Taylor).
Hence the above equation is equivalent to

$$
\left\|y_{*}-y\right\|\left(1-\frac{c_{3} c_{4}}{2}\left\|y_{*}-y\right\|\right) \leq \frac{c_{3}}{2}\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\|
$$

Hence, if $\left\|y_{*}-y\right\| \leq \frac{1}{c_{3} c_{4}}$, then

$$
\left\|y_{*}-y\right\| \leq c_{3}\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\| .
$$

By taking claim 2) into account, (2.37) gets obvious.

To see (2.38), we also use the second claim and note that equation (2.42) implies that

$$
\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(y, t)\right\| \leq\left\|H_{\Phi \circ \hat{\gamma}_{x}}(y, t)\left(y_{*}-y\right)\right\|+\|\mathcal{R}\| \leq\left\|y_{*}-y\right\|\left(c_{1}+c_{4}\left\|y_{*}-y\right\|\right) .
$$

4) Let $x_{k}=\gamma_{x_{k}}(0)$ and $x_{k+1}=\mu_{x_{k}}(y)$ for some $y \in \mathbb{R}^{m}$. Consider at first the Taylor series:

$$
\begin{equation*}
\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(y, t_{k+1}\right)=\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)+\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right) h+H_{\Phi \circ \hat{\gamma}_{x_{k}}}\left(0, t_{k}\right) y+\mathcal{R} \tag{2.43}
\end{equation*}
$$

where $\mathcal{R}$ satisfies:

$$
\|\mathcal{R}\| \leq c_{5} h^{2}+c_{4}\|y\|^{2}+c_{6} h\|y\| \leq\left(c_{4}+\frac{c_{6}}{2}\right)\|y\|^{2}+\left(c_{5}+\frac{c_{6}}{2}\right) h^{2}
$$

The update scheme (2.36) requires that

$$
y=-H_{\Phi \circ \hat{\gamma}_{x_{k}}}\left(0, t_{k}\right)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)+h G_{x_{k}}^{h}\left(0, t_{k}\right)\right) .
$$

Therefore, equation (2.43) simplifies to

$$
\begin{equation*}
\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(y, t_{k+1}\right)=\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right) h-h G_{x_{k}}^{h}\left(0, t_{k}\right)+\mathcal{R}, \tag{2.44}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(y, t_{k+1}\right)\right\| \leq c_{7} h^{2}+\left(c_{4}+\frac{c_{6}}{2}\right)\|y\|^{2}+\left(c_{5}+\frac{c_{6}}{2}\right) h^{2} . \tag{2.45}
\end{equation*}
$$

Now consider

$$
\|y\|=\left\|H_{\Phi \circ \hat{\gamma}_{x_{k}}}\left(0, t_{k}\right)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)+h G_{x_{k}}^{h}\left(0, t_{k}\right)\right)\right\|
$$

which shows that

$$
\begin{equation*}
\|y\| \leq c_{3}\left(\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)\right\|+h\left\|G_{x_{k}}^{h}\left(0, t_{k}\right)\right\|\right) \tag{2.46}
\end{equation*}
$$

Note that $\left\|G_{x_{k}}^{h}\left(0, t_{k}\right)\right\| \leq\left\|\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)\right\|+c_{7} h \leq c_{2}+c_{7} h$. Then (2.46) turns into

$$
\left.\|y\| \leq c_{3}\left(\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(0, t_{k}\right)\right\|+h c_{2}+h^{2} c_{7}\right)\right)
$$

which implies that

$$
\|y\| \leq c_{3}\left(c_{9} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)+h\left(c_{2}+c_{7} h\right)\right)
$$

By using the abbreviations $k_{1}=c_{3} c_{9}$ and $k_{2}=c_{3}\left(c_{2}+c_{7} h\right)$, this equation implies that

$$
\|y\|^{2} \leq k_{1}^{2} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+k_{2}^{2} h^{2}+2 k_{1} k_{2} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) h,
$$

hence,

$$
\|y\|^{2} \leq\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+\left(k_{2}^{2}+k_{1} k_{2}\right) h^{2} .
$$

Plug this into (2.45) and obtain

$$
\begin{gathered}
\left\|\nabla\left(\Phi \circ \hat{\gamma}_{x_{k}}\right)\left(y, t_{k+1}\right)\right\| \leq \\
k_{3}\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+\left(k_{3} k_{2}^{2}+k_{1} k_{2} k_{3}+c_{7}+c_{5}+\frac{c_{6}}{2}\right) h^{2}
\end{gathered}
$$

where $k_{3}=\left(c_{4}+c_{6} / 2\right)$. By using (2.37) we get

$$
\begin{gathered}
\operatorname{dist}\left(\gamma_{x_{k}}(y), x_{*}\left(t_{k+1}\right)\right) \leq \\
c_{8} k_{3}\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+c_{8}\left(k_{3} k_{2}^{2}+k_{1} k_{2} k_{3}+c_{7}+c_{5}+\frac{c_{6}}{2}\right) h^{2}
\end{gathered}
$$

From this, we conclude that

$$
\begin{gathered}
\operatorname{dist}\left(x_{k+1}, x_{*}\left(t_{k+1}\right)\right)=\operatorname{dist}\left(\mu_{x_{k}}(y), x_{*}\left(t_{k+1}\right)\right) \leq \\
c_{8} k_{3}\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+\left(c_{8}\left(k_{3} k_{2}^{2}+k_{1} k_{2} k_{3}+c_{7}+c_{5}+\frac{c_{6}}{2}\right) h^{2}+\right. \\
m_{3}\left(\left(k_{1}^{2}+k_{1} k_{2}\right) \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+\left(k_{2}^{2}+k_{1} k_{2}\right) h^{2}\right),
\end{gathered}
$$

since $\mu_{x_{k}}(y)=\gamma_{x_{k}}(y)+\mathcal{R}$, where $\|\mathcal{R}\| \leq m_{3}\|y\|^{2}$. This shows (4).
5) Note that for sufficiently small $h>0$ holds that $x_{*}\left(t_{k}+h\right), x_{k+1} \in \mathcal{B}_{\hat{R}}\left(x_{k}\right)$ for $x_{*}\left(t_{k}\right) \in \mathcal{B}_{\hat{R} / 2}\left(x_{k}\right)$. Thus let for sufficiently small $h>0$ and $c h \leq \hat{R} / 2$,

$$
\operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right) \leq c h,
$$

for some $k$. By the estimate (2.39) then

$$
\begin{gather*}
\operatorname{dist}\left(x_{k+1}, x_{*}\left(t_{k+1}\right)\right) \leq \\
c_{10} \operatorname{dist}\left(x_{k}, x_{*}\left(t_{k}\right)\right)^{2}+c_{11} h^{2} \leq c_{10} c^{2} h^{2}+c_{11} h^{2} \leq c h \tag{2.47}
\end{gather*}
$$

for $h<\frac{c}{c_{10} c^{2}+c_{11}}$.

## Remark 2.4.

1. Note that valid choices for approximations $G_{x}^{h}(0, t)$ of $\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t)$ are given in Section 2.1.2.2. For example,

$$
G_{x}^{h}(0, t):=\frac{1}{h}\left(\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t)-\nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t-h)\right)
$$

is a 1 st order approximation of $\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{x}\right)(0, t)$.
2. On compact manifolds such parameterizations $\gamma_{x}, x \in M$, always exist, since the exponential maps can be used to construct them; e.g. $\gamma_{x}:=\exp _{x} \circ \tau_{x}$, where $\tau_{x}: \mathbb{R}^{m} \rightarrow T_{x} M$ is a linear map.

### 2.2 Newton flows on Lie groups

In the case of working on a Lie group $G$ one is tempted to consider Riemannian metrics that are linked to the Lie group structure. These are the left-, right- or bi-invariant Riemannian metrics. Of course, it is also possible to consider the Newton flow for an arbitrary Riemannian metric on $G$. However, for invariant Riemannian metrics, there are explicit expressions for the Levi-Civita connection that simplify the computations of the Newton flow. We illustrate such possibilities by the examples below. Thus let $G$ denote a Lie group of dimension $n$, endowed with a left invariant metric $\langle,\rangle_{g}$ and let $e_{1}, \ldots, e_{n}$ denote a basis of the Lie algebra $\mathfrak{g}$.
Let further $l_{g}: G \rightarrow G, h \mapsto g h$, denote the left translation by an element $g \in G$ and let $L_{g}: \mathfrak{g} \rightarrow T_{g} G$ be the linear isomorphism defined by the tangent map at $e$ of the left translation, i.e.

$$
L_{g}(X)=T_{e} l_{g}(X)
$$

Then one has a frame $E_{1}, \ldots, E_{n}$ of left invariant vector fields on $G$ by setting

$$
E_{i}(g)=T_{e} l_{g} \cdot e_{i}, \quad i=1, \ldots, k
$$

A metric $\langle,\rangle_{g}$ is said to be left invariant, if for all $g \in M$ and $u, v \in T_{g} M$ holds

$$
\langle u, v\rangle_{g}=\left\langle T_{g} l_{g^{-1}} \cdot u, T_{g} l_{g^{-1}} \cdot v\right\rangle_{e} .
$$

Analogously, one can define right invariant metrics by using the right translation $r_{g}$, which is needed to introduce bi-invariant metrics.
In order to derive explicit formulas, we have to study the relation between connections on Lie groups and bilinear maps

$$
\omega: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}
$$

According to [34], $\omega$ uniquely defines a left invariant connection $\nabla$ on $G$ by demanding that

$$
\left(\nabla_{E_{i}} E_{j}\right)(e)=\omega\left(e_{i}, e_{j}\right)
$$

for all $i, j=1, \ldots, n$. Then $\omega$ is called the connection form of $\nabla$ and for arbitrary vector fields $X=\sum_{i=1}^{n} \phi_{i} E_{i}, Y=\sum_{i=1}^{n} \psi_{i} E_{i}$, the connection is given as

$$
\nabla_{X} Y(g)=L_{g}\left(\omega\left(\sum_{i=1}^{n} \phi_{i}(g) e_{i}, \sum_{j=1}^{n} \psi_{j}(g) e_{j}\right)+\sum_{j=1}^{n} d \psi_{j}(g) X(g) e_{j}\right)
$$

Thus, by choosing special connection forms $\omega$, one obtains different types of connections. For the Levi-Civita connection, in particular, one has the following result ([34]).

Theorem 2.5. Let $G$ be a Lie group, endowed with a left invariant Riemannian metric induced by an inner product $\langle,\rangle_{g}$ on the Lie algebra $\mathfrak{g}$.
(a) Then the Levi-Civita connection is the unique left invariant connection with connection form

$$
\omega(x, y)=\frac{1}{2}\left([x, y]-(\operatorname{ad} x)^{*} y-(\operatorname{ad} y)^{*} x\right) .
$$

(b) If $\langle,\rangle_{g}$ defines a bi-invariant Riemannian metric on $G$, then $(\operatorname{ad} x)^{*}=-\operatorname{ad} x$ and therefore the Levi-Civita connection has the connection form

$$
\omega(x, y)=\frac{1}{2}[x, y] .
$$

Here, $(\operatorname{ad} x)^{*}: \mathfrak{g} \rightarrow \mathfrak{g}$ denotes the adjoint operator to ad $x$ with respect to the inner product $\langle,\rangle_{g}$. Thus $(\operatorname{ad} x)^{*}$ is uniquely defined by

$$
\left\langle(\operatorname{ad} x)^{*} y, z\right\rangle_{g}=\langle y,(\operatorname{ad} x) z\rangle_{g}=\langle y,[x, z]\rangle_{g} .
$$

The previous theorem shows that in the case of a bi-invariant metric $\langle,\rangle_{g}$, the LeviCivita connection $\nabla$ is given by

$$
\begin{equation*}
\nabla_{X} Y(g)=L_{g}\left(\frac{1}{2}\left[\sum_{i=1}^{n} \phi_{i}(g) e_{i}, \sum_{j=1}^{n} \psi_{j}(g) e_{j}\right]+\sum_{j=1}^{n} d \psi_{j}(g) X(g) e_{j}\right) . \tag{2.48}
\end{equation*}
$$

Note that there always exist bi-invariant metrics on compact Lie groups, cf. Proposition 4.24 in [42].

Proposition 2.4. Let $G$ denote a compact Lie group, endowed with a bi-invariant metric $\langle,\rangle_{g}$. Then for $L_{g}=g$, $\dot{g}=g \Omega(g) \in T_{g} G$ and $F(g)=g \tilde{\Omega}(g) \in T_{g} G$ the Levi-Civita connection is given by

$$
\begin{equation*}
\nabla_{\dot{g}} F(g)=g\left(\frac{1}{2}[\Omega, \tilde{\Omega}]+D \tilde{\Omega}(g) \cdot \dot{g}\right) \tag{2.49}
\end{equation*}
$$

Proof. The claimed formula follows directly from (2.48) by noting that

$$
\begin{gathered}
\dot{g}=\sum_{i=1}^{n} \phi_{i}(g) E_{i}=\sum_{i=1}^{n} \phi_{i}(g) g e_{i}=g \sum_{i=1}^{n} \phi_{i}(g) e_{i}:=g \Omega(g), \\
F(g)=\sum_{j=1}^{n} \psi_{j}(g) E_{j}=g \sum_{j=1}^{n} \psi_{j}(g) e_{j}=g \tilde{\Omega},
\end{gathered}
$$

and

$$
\sum_{j=1}^{n} d \psi_{j}(g) X(g) e_{j}=\sum_{j=1}^{n} d \psi_{j}(g) \dot{g}(g) e_{j}=D \tilde{\Omega} \cdot \dot{g}
$$

From now on we assume that $G$ is a Lie group that is endowed with a bi-invariant Riemannian metric. In order to simplify our notation we write $g \xi$ for the left translation $L_{g}(\xi)$ and $g \xi g^{-1}$ for the adjoint action $A d(g) \xi$ on $\mathfrak{g}$. Let $\exp : \mathfrak{g} \rightarrow G, \exp (\xi)=e^{\xi}$ denote the exponential map on the Lie algebra $\mathfrak{g}$. Since the connection form $\omega$ : $\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ for the Levi-Civita connection satisfies $\omega(\xi, \xi)=\frac{1}{2}[\xi, \xi]=0$ for all $\xi \in \mathfrak{g}$, we see that the exponential curves $c: \mathbb{R} \rightarrow G$

$$
c(t)=g e^{t \xi}
$$

are geodesics. Therefore, the Riemannian exponential map $\exp _{g}: T_{g} G \rightarrow G$ is given as

$$
\exp _{g}(g \xi)=g e^{\xi}
$$

for all $\xi \in \mathfrak{g}$. We prove
Proposition 2.5. Let $G$ denote a connected Lie group, endowed with a bi-invariant Riemannian metric and let $\exp : \mathfrak{g} \rightarrow G$ denote the exponential map. Then
(i) $G$ is geodesically complete and the geodesics are $c: \mathbb{R} \rightarrow G, c(t)=g e^{t \xi}$ for all $g \in G, \xi \in \mathfrak{g}$. The Riemannian exponential map is

$$
\exp _{g}: T_{g} G \rightarrow G, \exp _{g}(\zeta)=g \exp \left(g^{-1} \zeta\right), \quad \forall \zeta \in T_{g} G
$$

Moreover, $\exp _{g}$ is surjective for any $g \in G$.
(ii) Let $c:[0,1] \rightarrow G$ denote the unique geodesic with $c(0)=g, c(1)=h$. Thus $c(t)=g e^{t \xi}$ with $e^{\xi}=g^{-1} h$. Then the unique parallel vector field $V:[0,1] \rightarrow T G$, $V(t) \in T_{c(t)} G$, along $c$ with $V(0)=g \eta$ is given as

$$
V(t)=c(t) e^{-t \xi / 2} \eta e^{t \xi / 2}
$$

In particular, the parallel translation along c from $g$ to $h$ in $G$ is given as $\tau_{g h}$ : $T_{g} G \rightarrow T_{h} G$,

$$
\tau_{g h}(g \eta)=h e^{-\xi / 2} \eta e^{\xi / 2}, \quad \xi:=g^{-1} \dot{c}(0)
$$

Proof. For (i) note that the formulas for the geodesics and Riemannian exponential map are already shown. Since the exponential map $g e^{t \xi}$ exists for all $t \in \mathbb{R}$ it follows that $G$ is geodesically complete. The Hopf-Rinow theorem then implies that any two points in $G$ can be joined by a geodesic. This shows the surjectivity of $\exp _{g}$. For (ii), we have to show that the covariant derivative of $V$ along $c$ is identically zero. In fact, for $\Omega=e^{-t \xi / 2} \eta e^{t \xi / 2}$ we have $\dot{\Omega}=-\frac{1}{2}[\xi, \Omega]$ and therefore

$$
\nabla_{\dot{c}} V=c(t)\left(\frac{1}{2}[\xi, \Omega]+\dot{\Omega}\right)=0
$$

This completes the proof.

We now turn to the task of comparing the covariant derivative of a vector field along a geodesic at two different points. Thus let $X: G \rightarrow T G$ denote a smooth vector field. By left translation this yields a smooth map

$$
\Omega: G \rightarrow \mathfrak{g}, \quad \Omega(g):=g^{-1} X(g) .
$$

In the sequel we need to compute the second derivative of $\Omega$. This is defined as follows.
Definition 2.4. The second derivative of a smooth map $\Omega: G \rightarrow \mathfrak{g}$ at $g \in G$ is the symmetric bilinear map

$$
D^{2} \Omega(g): T_{g} G \times T_{g} G \rightarrow \mathfrak{g}
$$

defined by polarization from the quadratic form

$$
D^{2} \Omega(g)(g \xi, g \xi):=\frac{d^{2}}{d t^{2}} \Omega(c(t))
$$

where $c$ is the geodesic $c(t)=g e^{t \xi}$.
Theorem 2.6. Let $G$ be a compact Lie group, endowed with the bi-invariant Riemannian metric defined by the Killing form. Let $R$ denote the injectivity radius of $G$ and $0<r<R$. For any two elements $g, h \in G$ with distance $\operatorname{dist}(g, h) \leq r$ and any tangent vector $v \in T_{g} G$ let $w=\tau_{g h} v$ denote the parallel transport along the unique geodesic $c:[0,1] \rightarrow G$ connecting $g$ with $h$. Let $X$ be a smooth vector field on $G$ such that $\Omega: G \rightarrow \mathfrak{g}, \Omega(g):=g^{-1} X(g)$ satisfies $\left\|D^{2} \Omega(c(t))\right\| \leq \gamma$, for some constant $\gamma>0$ and all $t \in[0,1]$. Then

$$
\left\|\tau_{g h} \nabla_{v} X(g)-\nabla_{w} X(h)\right\| \leq C \operatorname{dist}(g, h)\|v\|
$$

holds for

$$
C:=3 \max \|X(c(t))\|+2\|D \Omega(c(0))\|+3 \gamma .
$$

Proof. Let $c:[0,1] \rightarrow G, c(t)=g \exp (t \xi)$ denote the unique geodesic connecting $g$ with $h$. Thus $\operatorname{dist}(g, h)=\|\xi\|$. Let $V:[0,1] \rightarrow T G$ denote the unique vector field along $c$ obtained by parallel translation of the vector $v$ along $c$. Thus

$$
V(t)=c(t) e^{-t \xi / 2} v e^{t \xi / 2}
$$

Let $\Omega(g):=g^{-1} X(g)$ and $\tilde{\Omega}(t):=e^{-t \xi / 2} v e^{t \xi / 2}$. Then

$$
\nabla_{V} X=c(t)\left(\frac{1}{2}[\tilde{\Omega}, \Omega]+D \tilde{\Omega}(c(t)) V(t)\right)
$$

and thus

$$
\begin{gathered}
\nabla_{\dot{c}} \nabla_{V} X= \\
c(t)\left(\frac{1}{4}[\xi,[\tilde{\Omega}, \Omega]]+\frac{1}{2}[\xi, D \Omega(c(t)) V(t)]+\frac{1}{2}[\dot{\tilde{\Omega}}, \Omega]+\frac{1}{2}[\tilde{\Omega}, \dot{\Omega}]+D^{2} \Omega(c(t))(c(t) \xi, V(t))\right) .
\end{gathered}
$$

Note that, for the Killing form, we have for Lie algebra elements $x, y$ the estimate

$$
\|[x, y]\| \leq 2\|x\|\|y y\| .
$$

Note further, that $\|\tilde{\Omega}\|=\|v\|$.
Therefore

$$
\begin{equation*}
\left\|\nabla_{\dot{c}} \nabla_{V} X\right\| \leq\|\xi\|\|v\|\left(3\|\Omega(c(t))\|+2\|D \Omega(c(t))\|+\left\|D^{2} \Omega(c(t))\right\|\right) \tag{2.50}
\end{equation*}
$$

By assumption,

$$
\left\|D^{2} \Omega(c(t))\right\| \leq \gamma
$$

and therefore also

$$
\|D \Omega(c(t))\| \leq\|D \Omega(c(0))\|+\gamma
$$

The result follows.

## Time-varying Newton flow on Lie groups

We consider a time-varying vector field $F: G \times \mathbb{R} \rightarrow T G,(g, t) \mapsto F(g, t)$. This vector field can be rewritten as

$$
F(g, t)=\sum_{i=1}^{n} \psi_{i}(g, t) E_{i}
$$

by using suitable functions $\psi_{i}(g, t)$, cf. above.
We assume, that there exists a continuous map $g_{*}: \mathbb{R} \rightarrow G$ such that for all $t \in \mathbb{R}$ holds

$$
F\left(g_{*}(t), t\right)=0
$$

We want to use the time-varying Newton flow, in order to track the zero $g_{*}(t)$ of $F$. Thus let further $\dot{g}(g)=\sum_{i=1}^{n} \phi_{i}(g, t) E_{i}$. Then the Levi-Civita connection is given by

$$
\nabla_{\dot{g}} F(g, t)=L_{g}\left(\omega\left(\sum_{i=1}^{n} \phi_{i}(g, t) e_{i}, \sum_{j=1}^{n} \psi_{j}(g, t) e_{j}\right)+\sum_{j=1}^{n} d \psi_{j}(g, t) \dot{g}(g) e_{j}\right)
$$

and the time-varying Newton flow (2.12) turns into

$$
\begin{gathered}
L_{g}\left(\omega\left(\sum_{i=1}^{n} \phi_{i}(g, t) e_{i}, \sum_{j=1}^{n} \psi_{j}(g, t) e_{j}\right)+\sum_{j=1}^{n} d \psi_{j}(g, t) X(g) e_{j}\right)+\frac{\partial}{\partial t} F(g, t) \\
=\mathcal{M}(g) F(g, t)
\end{gathered}
$$

where $\mathcal{M}$ is a stable bundle map. In the case of a bi-invariant metric we have $L_{g}=g$, $\dot{g}=g \Omega(g, t)$ and $F(g, t)=g \tilde{\Omega}(g, t)$. The Newton flow turns into

$$
\begin{equation*}
g\left(\frac{1}{2}[\Omega(g, t), \tilde{\Omega}(g, t)]+D \tilde{\Omega}(g, t) \cdot \dot{g}\right)+\frac{\partial}{\partial t} F(g, t)=\mathcal{M}(g) F(g, t) \tag{2.51}
\end{equation*}
$$

This is equivalent to

$$
\frac{1}{2}[\Omega(g, t), \tilde{\Omega}(g, t)]+D \tilde{\Omega}(g, t) \cdot \dot{g}=g^{-1} \mathcal{M}(g) g \tilde{\Omega}(g, t)-\frac{\partial}{\partial t} \tilde{\Omega}(g, t)
$$

which shows, that an explicit expression of (2.51) is given by

$$
\begin{equation*}
\dot{g}=g \Omega(g, t) \tag{2.52}
\end{equation*}
$$

where $\Omega(g, t)$ satisfies

$$
\frac{1}{2}[\Omega(g, t), \tilde{\Omega}(g, t)]+D \tilde{\Omega}(g, t) \cdot g \Omega(g, t)=\mathcal{M} \tilde{\Omega}(g, t)-\frac{\partial}{\partial t} \tilde{\Omega}(g, t) .
$$

By reformulating Main Theorem 2.1 for this special case, we get at the following
Theorem 2.7. Let $G$ denote a Lie group endowed with a bi-invariant metric and let $R>0$ be any real number with $i^{*}(G) \geq R$. Let $F: G \times \mathbb{R} \rightarrow T G$, $(g, t) \mapsto F(g, t)=$ : $g \tilde{\Omega}(g, t)$ be a smooth vector field on $G$ and let $t \mapsto g_{*}(t)$ denote a smooth isolated zero of $F$ on $G$, i.e. $F\left(g_{*}(t), t\right)=0$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}>0$ such that the following conditions are satisfied for $t \in \mathbb{R}$

1. $c_{1} \leq\left\|\nabla_{v} F\left(g_{*}(t), t\right)\right\| \leq c_{2}$ for all $v \in T_{g_{*}(t)} G$ with $\|v\|=1$,
2. $\left\|\nabla_{\dot{c}_{g}(s)} \nabla_{Y_{w}} F\left(c_{g}(s), t\right)\right\| \leq c_{3}$ for all $g \in \mathcal{B}_{R}\left(g_{*}(t)\right), s \in\left[0, R_{g}\right]$ and $w \in T_{g} G$ with $\|w\|=1$.
Here $R_{g}:=\operatorname{dist}\left(g_{*}(t), g\right)$ and $c_{g}:\left[0, R_{g}\right] \rightarrow G$ is a geodesic from $g_{*}(t)$ to $g$ with $\left\|\dot{c}_{g}(s)\right\|=1$ for $s \in\left[0, R_{g}\right]$ and $Y_{w}$ is a smooth vector field on $\mathcal{B}_{R}\left(g_{*}(t)\right)$ defined via the parallel transport by $Y_{w}\left(g^{\prime}\right):=\tau_{g_{*}(t) g^{\prime}} \tau_{g_{*}(t) g}^{-1} w$.

Then for $g(0)$ sufficiently close to $g_{*}(0)$, the solution $g(t)$ of (2.52) exists for all $t \geq 0$ and converges exponentially to $g_{*}(t)$.

Remark 2.5. In the case of working on a compact Lie group endowed with the biinvariant metric defined by the killing form, we get from (2.50), that the following estimate holds

$$
\left\|\nabla_{\dot{c}} \nabla_{V} F(c(s), t)\right\| \leq\|\xi\|\|v\|\left(3\|\tilde{\Omega}(c(s))\|+2\|D \tilde{\Omega}(c(s))\|+\left\|D^{2} \tilde{\Omega}(c(s))\right\|\right)
$$

Here, $c:[0,1] \rightarrow G$, defined by $s \mapsto g_{*}(t) \exp (s \xi)$, is a curve from $g_{*}(t)$ to $g$ for some $\xi \in T_{g_{*}(t)} G$, and $V$ denotes the vector field along $c$, which is defined by using the parallel transport of $v \in T_{g_{*}(t)} G$ along $c$, i.e. $V(s):=\tau_{c(0) c(s)} v$ for $s \in[0,1]$.
This shows, that condition 2) can be replaced then by the assumption $\left\|D^{2} \tilde{\Omega}(g, t)\right\| \leq c_{3}$ for all $g \in \mathcal{B}_{R}\left(g_{*}(t)\right)$.

## Time-varying Newton algorithm on Lie groups

The update scheme, corresponding to the dynamical system (2.52), computes $g_{*}(t)$ at times $t_{k}=k h$ for $\mathcal{M}=-\frac{1}{h}, k \in \mathbb{N}$ and step size $h>0$. It is given by

$$
\begin{equation*}
g_{k+1}=\exp _{g_{k}}\left(h g_{k} \Omega\left(g_{k}, t_{k}\right)\right), \tag{2.53}
\end{equation*}
$$

where $\exp _{g_{k}}$ denotes the exponential map at $g_{k}$ and $\Omega\left(g_{k}, t_{k}\right)$ satisfies

$$
\frac{1}{2}\left[\Omega\left(g_{k}, t_{k}\right), \tilde{\Omega}\left(g_{k}, t_{k}\right)\right]+D \tilde{\Omega}\left(g_{k}, t_{k}\right) \cdot g_{k} \Omega\left(g_{k}, t_{k}\right)=-\frac{1}{h} \tilde{\Omega}\left(g_{k}, t_{k}\right)-\tilde{\Omega}_{\tau}^{h}\left(g_{k}, t_{k}\right) .
$$

Here, $\tilde{\Omega}_{\tau}^{h}\left(g_{k}, t_{k}\right)$ denotes an approximation of $\frac{\partial}{\partial t} \tilde{\Omega}\left(g_{k}, t_{k}\right)$.
By applying Main Theorem 2.2 to the situation here, we immediately obtain the following result.

Theorem 2.8. Let $G$ denote a Lie group endowed with a bi-invariant metric and let $R>0$ be any real number with $i^{*}(M) \geq R$. Let $F: G \times \mathbb{R} \rightarrow T G,(g, t) \mapsto$ $F(g, t)=: g \tilde{\Omega}(g, t)$ be a smooth vector field. Let $t \mapsto g_{*}(t)$ be a smooth isolated zero of $F$, i.e. $\tilde{\Omega}\left(g_{*}(t), t\right)=0$ for all $t$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}>0$ such that
(i) $\left\|D F\left(g_{*}(t), t\right)\right\| \leq c_{1},\left\|\frac{\partial}{\partial t} F\left(g_{*}(t), t\right)\right\| \leq c_{2},\left\|D F\left(g_{*}(t), t\right)^{-1}\right\| \leq c_{3}$ for all $t \in \mathbb{R}$,
(ii) $\left\|\nabla_{\dot{C}_{g_{0}}^{g}(s)} \nabla_{Y_{w}} F\left(c_{g_{0}}^{g}(s), t\right)\right\|_{c_{g_{0}}^{g}(s)} \leq c_{4}$ for all $g_{0}, g \in \mathcal{B}_{R}\left(g_{*}(t)\right), s \in\left[0, R_{g_{0}}^{g}\right]$ and $w \in$ $T_{g} G$ with $\|w\|_{g}=1, t \in \mathbb{R}$.
Here $R_{g_{0}}^{g}:=\operatorname{dist}\left(g_{0}, g\right), c_{g_{0}}^{g}:\left[0, R_{g_{0}}^{g}\right] \rightarrow G$ is a geodesic from $g_{0}$ to $g$ and $Y_{w}$ is a smooth vector field on $\mathcal{B}_{R}\left(g_{*}(t)\right)$ defined via the parallel transport by $Y_{w}\left(g^{\prime}\right):=$ $\tau_{g_{*}(t) g^{\prime}} \tau_{g_{*}(t) g}^{-1} w$.
(iii) $\left\|\frac{\partial^{2}}{\partial t^{2}} F(g, t)\right\| \leq c_{5},\left\|\frac{\partial}{\partial t} D F(g, t)\right\| \leq c_{6}$ for all $g \in \mathcal{B}_{R}\left(g_{*}(t)\right), t \in \mathbb{R}$.
(iv) $\left\|\tilde{\Omega}_{\tau}^{h}(g, t)-\frac{\partial}{\partial t} \tilde{\Omega}(g, t)\right\| \leq c_{7} h$, for all $g \in \mathcal{B}_{R}\left(g_{*}(t)\right), t \in \mathbb{R}, h>0$.

Then for $c>0$ and sufficiently small $h>0$, the sequence defined by (2.53) satisfies for $k \in \mathbb{N}$

$$
\operatorname{dist}\left(g_{k}, g_{*}\left(t_{k}\right)\right) \leq c h
$$

provided that $\operatorname{dist}\left(g_{0}, g_{*}(0)\right)<$ ch. Thus, the update scheme (2.53) is well defined and produces estimates for $g_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

## Example 2.1. Square roots

Let $G=(0, \infty) \subset \mathbb{R}$. Define a left-invariant Riemannian metric on $G$ by

$$
\langle u, v\rangle_{g}:=\left\langle g^{-1} u, g^{-1} v\right\rangle_{e}:=m g^{-2} u v, \quad m>0
$$

and note, that it is also bi-invariant. Then let $a(t)>0$ for all $t$ and define $F(g, t)=$ $g \tilde{\Omega}(g, t)=a(t)-g^{2}$. We get

$$
\begin{gathered}
\nabla_{\dot{g}} F(g, t)=\frac{1}{2} g[\Omega, \tilde{\Omega}]+g D \tilde{\Omega}(g, t) \dot{g}= \\
g D \tilde{\Omega}(g, t) \dot{g}=g D\left(g^{-1} a(t)-g\right) \dot{g}=g\left(-g^{-2} a(t)-1\right) \dot{g}=\left(-g-g^{-1} a(t)\right) \dot{g}
\end{gathered}
$$

Thus the time-varying Newton flow on $G$ is given for $\mathcal{M}(g)=-\sigma(\sigma>0)$ by

$$
\left(-g-g^{-1} a(t)\right) \dot{g}=-\sigma\left(a(t)-g^{2}\right)-\dot{a}(t)
$$

Or explicitly,

$$
\dot{g}=\frac{g}{g^{2}+a(t)}\left(\sigma a(t)-\sigma g^{2}+\dot{a}(t)\right) .
$$

Note that the Newton flow in the ambient Euclidean space $\mathbb{R}$ is given by

$$
D F(x, t) \cdot \dot{x}=-\sigma F(x, t)-\frac{\partial}{\partial t} F(x, t)
$$

Thus we have

$$
-2 x \dot{x}=-\sigma a(t)+\sigma x^{2}-\dot{a}(t)
$$

which can be rewritten in explicit form by

$$
\dot{x}=\frac{1}{2 x}\left(\sigma a(t)-\sigma x^{2}+\dot{a}(t)\right) .
$$

## Example 2.2. Cholesky factorization

Let $A(t) \in \mathbb{R}^{n \times n}$ be a smooth family of symmetric positive definite matrices. Then for any $t \in \mathbb{R}$, there exists an unique lower triangular matrices $L \in \mathbb{R}^{n \times n}$ such that

$$
A(t)=L L^{\top}
$$

Thus for $G=B_{n}:=\left\{\left.\left[\begin{array}{ccc}a_{11} & \ldots & a_{1 n} \\ \vdots & \ddots & \vdots \\ 0 & \ldots & a_{n n}\end{array}\right] \right\rvert\, a_{i i}>0, i=1, \ldots, n\right\}$, the time-varying task is to determine $g(t) \in G$ such that for all $t$ holds

$$
A(t)=g(t)^{\top} g(t)
$$

We use the Riemannian metric

$$
\langle\xi, \eta\rangle_{g}:=\operatorname{tr}\left(\left(g^{-1} \xi\right)^{\top} g^{-1} \eta\right)=\operatorname{tr}\left(\xi^{\top}\left(g g^{\top}\right)^{-1} \eta\right)
$$

and note that it is left-invariant.
Let $\dot{g}=g \Omega, F(g, t)=g^{\top} g-A(t)=: g \tilde{\Omega}(g, t)$. To compute the affine connection, we want to use Theorem 2.5 and consider

$$
\operatorname{tr}\left(\left((\operatorname{ad} x)^{*} y\right)^{\top} z\right)=\operatorname{tr}\left(y^{\top}[x, z]\right)=\operatorname{tr}\left(\left(\left[y^{\top}, x\right]^{\top}\right)^{\top} z\right)=\operatorname{tr}\left(\left[x^{\top}, y\right]^{\top} z\right) .
$$

Note that

$$
\left[x^{\top}, y\right]=\left[x^{\top}, y\right]_{\text {upper }}+\left[x^{\top}, y\right]_{\text {lower }},
$$

where $A_{\text {upper }}$ denotes the upper diagonal part including the diagonal of a square matrix $A$, while $A_{\text {lower }}$ denotes the lower diagonal part of $A$. Since $\operatorname{tr}\left(\left(\left[x^{\top}, y\right]_{\text {lower }}\right)^{\top} z\right)=0$, we get that

$$
\operatorname{tr}\left(\left[x^{\top}, y\right]^{\top} z\right)=\operatorname{tr}\left(\left(\left[x^{\top}, y\right]_{\text {upper }}\right)^{\top} z\right)
$$

which shows that

$$
(\operatorname{ad} x)^{*} y=\left[x^{\top}, y\right]_{\text {upper }} .
$$

Therefore, the connection form $\omega$ is given by $\omega(x, y)=\frac{1}{2}\left([x, y]-\left[x^{\top}, y\right]_{\text {upper }}-\left[y^{\top}, x\right]_{\text {upper }}\right)$ and we obtain

$$
\begin{gathered}
\nabla_{\dot{g}} F(g, t)=\frac{1}{2} g\left([\Omega, \tilde{\Omega}]-\left[\Omega^{\top}, \tilde{\Omega}\right]_{\text {upper }}-\left[\tilde{\Omega}^{\top}, \Omega\right]_{\text {upper }}\right)+g D \tilde{\Omega}(g, t) \dot{g}= \\
\frac{1}{2} g\left(\left[\Omega, g^{-1}\left(g^{\top} g-A(t)\right)\right]-\left[\Omega^{\top}, g^{-1}\left(g^{\top} g-A(t)\right)\right]_{\text {upper }}-\left[\left(g^{\top} g-A(t)\right)^{\top} g^{-T}, \Omega\right]_{\text {upper }}\right)+ \\
g D\left(g^{-1}\left(g^{\top} g-A(t)\right)\right) \dot{g} .
\end{gathered}
$$

Note that

$$
\begin{gathered}
D\left(g^{-1}\left(g^{\top} g-A(t)\right)\right) \dot{g}=-g^{-1} \dot{g} g^{-1}\left(g^{\top} g-A(t)\right)+g^{-1}\left(\dot{g}^{\top} g+g^{\top} \dot{g}\right)= \\
\quad-g^{-1} g \Omega g^{-1}\left(g^{\top} g-A(t)\right)+g^{-1}\left(\Omega^{\top} g^{\top} g+g^{\top} g \Omega\right)
\end{gathered}
$$

Hence the time-varying Newton flow reads

$$
\begin{gathered}
\frac{1}{2} g\left(\left[\Omega, g^{-1}\left(g^{\top} g-A(t)\right)\right]-\left[\Omega^{\top}, g^{-1}\left(g^{\top} g-A(t)\right)\right]_{\text {upper }}-\left[\left(g^{\top} g-A(t)\right)^{\top} g^{-T}, \Omega\right]_{\text {upper }}\right)- \\
\Omega g^{-1}\left(g^{\top} g-A(t)\right)+g^{-1}\left(\Omega^{\top} g^{\top} g+g^{\top} g \Omega\right)=\mathcal{M}(g) g \tilde{\Omega}+\dot{A}(t)
\end{gathered}
$$

## Example 2.3. Symmetric eigenvalue problem

Let $A(t) \in \mathbb{R}^{n \times n}$ be a smooth family of symmetric matrices with distinct eigenvalues. To track the diagonalizing transformation $g_{*}\left(t_{k}\right) \in \mathrm{SO}(n)$ of $A\left(t_{k}\right)$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and $h>0$, we use the following approach.
Let $G=\mathrm{SO}(n), N \in \mathbb{R}^{n \times n},\langle g \xi, g \eta\rangle_{g}:=\operatorname{tr}\left(\xi^{\top} \eta\right)$ for $g \xi, g \eta \in T_{g} \mathrm{SO}(n)$. Let

$$
f: \mathrm{SO}(n) \times \mathbb{R} \rightarrow \mathbb{R}
$$

defined by

$$
f(g, t):=\operatorname{tr}\left(N g^{\top} A(t) g\right)
$$

Then

$$
\begin{gathered}
D f(g, t) \cdot H=\operatorname{tr}\left(N H^{\top} A(t) g+N g^{\top} A(t) H\right)=\operatorname{tr}\left(H^{\top} A(t) g N+H^{\top} A(t) g N\right)= \\
2 \operatorname{tr}\left(H^{\top} A(t) g N\right),
\end{gathered}
$$

and the intrinsic gradient with respect to $g$ is given by

$$
\begin{aligned}
\operatorname{grad} f(g, t)=\pi_{T_{g} G}(2 A(t) g N)= & 2 g\left(g^{\top} A(t) g N\right)_{s k}=g\left(g^{\top} A(t) g N-N g^{\top} A(t) g\right)= \\
& g\left[g^{\top} A(t) g, N\right] .
\end{aligned}
$$

Note that for diagonal $N$ with distinct eigenvalues, the gradient $\operatorname{grad} f(g, t)$ is zero if and only if $g^{\top} A(t) g$ is diagonal. Thus the solution of the Newton flow tracks the diagonalizing orthogonal transformation of $A(t)$.

To compute the Newton flow, we use equation (2.49) and get for $F(g, t)=\operatorname{grad} f(g, t)$ :

$$
\nabla_{\dot{g}} \operatorname{grad} f(g, t)=g\left(\frac{1}{2}\left[g^{\top} \dot{g},\left[g^{\top} A(t) g, N\right]\right]+D\left[g^{\top} A(t) g, N\right] \cdot \dot{g}\right)
$$

By using the abbreviations $\Omega=g^{\top} \dot{g}, B=g^{\top} A(t) g$, this simplifies to

$$
\begin{aligned}
& \nabla_{\dot{g}} \operatorname{grad} f(g, t)=\frac{1}{2} g[\Omega,[B, N]]+g\left[\dot{g}^{\top} A(t) g+g^{\top} A(t) \dot{g}, N\right]= \\
& \frac{1}{2} g[\Omega,[B, N]]+g[[B, \Omega], N]=\frac{1}{2} g([[B, \Omega,] N]+[[N, \Omega], B])
\end{aligned}
$$

Therefore, the intrinsic Newton flow is given by

$$
\begin{equation*}
\frac{1}{2} g([[B, \Omega,] N]+[[N, \Omega], B])=\mathcal{M}(g) \operatorname{grad} f(g, t)-\frac{\partial}{\partial t} \operatorname{grad} f(g, t) \tag{2.54}
\end{equation*}
$$

## Approximative solution

Let for $t \in \mathbb{R}, g_{*} \in \mathrm{SO}(n)$ such that $g_{*}^{\top} A(t) g_{*}=: D$ is diagonal. Thus, if $g \approx g_{*}$, then $B \approx D$ is almost a diagonal matrix. By approximating $B$ by its diagonal part $\tilde{B}$, one can explicitly solve (2.54). Hence, let

$$
\tilde{B}_{i j}=\left\{\begin{array}{cl}
\left(g^{\top} A(t) g\right)_{i i}, & i=j \\
0, & i \neq j
\end{array}\right.
$$

and consider

$$
\begin{equation*}
[[\tilde{B}, \Omega,] N]+[[N, \Omega], \tilde{B}]=R \tag{2.55}
\end{equation*}
$$

to get a formula for $\Omega=-\Omega^{\top}$, where

$$
R:=2 g^{\top}\left(\mathcal{M}(g) \operatorname{grad} f(g, t)-\frac{\partial}{\partial t} \operatorname{grad} f(g, t)\right)
$$

Equation (2.55) can be rewritten as

$$
[\tilde{B} \Omega-\Omega \tilde{B}, N]+[N \Omega-\Omega N, \tilde{B}]=R
$$

or equivalently,

$$
\tilde{B} \Omega N-\Omega \tilde{B} N-N \tilde{B} \Omega+N \Omega \tilde{B}+N \Omega \tilde{B}-\Omega N \tilde{B}-\tilde{B} N \Omega+\tilde{B} \Omega N=R
$$

Since $N$ and $\tilde{B}$ are diagonal, we can now give a formula for the entries of $\Omega$ :

$$
\begin{equation*}
2\left(N_{j j}-N_{i i}\right)\left(\tilde{B}_{i i}-\tilde{B}_{j j}\right) \Omega_{i j}=R_{i j} \tag{2.56}
\end{equation*}
$$

Note that $R$ turns for $\mathcal{M}(g)=-\frac{1}{h}$ into

$$
R:=2 g^{\top}\left(-\frac{1}{h} g\left[g^{\top} A(t) g, N\right]-g\left[g^{\top} \dot{A}(t) g, N\right]\right)=-2\left[g^{\top}\left(\frac{1}{h} A(t)+\dot{A}(t)\right) g, N\right]
$$

Thus

$$
R_{i j}=-2\left(g^{\top}\left(\frac{1}{h} A(t)+\dot{A}(t)\right) g\right)_{i j}\left(N_{j j}-N_{i i}\right)
$$

and equation (2.56) uniquely determines the entries of the skew symmetric matrix $\Omega$

$$
\Omega(g, t)_{i j}=\left\{\begin{array}{cl}
\frac{\left(g^{\top}\left(\frac{1}{h} A(t)+\dot{A}(t)\right) g\right)_{i j}}{\tilde{B}_{j j}-\tilde{B}_{i i}}, & i \neq j \\
0, & i=j .
\end{array}\right.
$$

By using this explicit expression of $\Omega$, the update scheme to track the desired orthogonal matrices $g_{*}\left(t_{k}\right)$ of the symmetric eigenvalue problem is given by

$$
g_{k+1}=\exp _{g_{k}}\left(h g_{k} \Omega\left(g_{k}, t_{k}\right) .\right)
$$

This shows, that the extrinsic approach to solve the eigenvalue problem in Chapter 4.1 leads to an update scheme, which extends the formula here, since it differs by additional terms producing directions towards the manifold $\mathrm{SO}(n)$.
The previous example can be generalized to an arbitrary Lie group $G$ with Lie algebra $\mathfrak{g}$ and a left-invariant Riemannian metric $\langle,\rangle_{g}$ on $G$.
Choose a regular element $n$ in the Lie algebra $\mathfrak{g}$. Given a differentiable curve $a: I \rightarrow \mathfrak{g}$, we want to find $g(t) \in G, t \in I$, such that

$$
[n, \operatorname{Ad}(g(t)) a(t)]=0 \quad \forall t \in I
$$

Thus we consider the differentiable map

$$
F: G \times \mathbb{R} \rightarrow T G
$$

defined by

$$
F(g, t):=L_{g}[n, \operatorname{Ad}(g(t)) a(t)] .
$$

Then we get with the above notation and $\dot{g}=L_{g} \Omega$

$$
\begin{gathered}
\nabla_{\dot{g}} F+\frac{\partial}{\partial t} F= \\
L_{g}\left(\frac{1}{2}[\Omega,[n, \operatorname{Ad}(\mathrm{~g}) a(t)]]+\left[n,\left[\operatorname{Ad}\left(g^{-1} a, \Omega\right]\right]+\left[n, \operatorname{Ad}\left(g^{-1}\right) \dot{a}\right]\right)=\right. \\
\mathcal{M}(g) L_{g}\left(\left[n, \operatorname{Ad}\left(\mathrm{~g}^{-1}\right) a\right]\right)
\end{gathered}
$$

which is equivalent to

$$
\frac{1}{2}[\Omega,[n, \operatorname{Ad}(\mathrm{~g}) a(t)]]+\left[n,\left[\operatorname{Ad}\left(g^{-1} a, \Omega\right]\right]+\left[n, \operatorname{Ad}\left(g^{-1}\right) \dot{a}\right]=L_{g}^{-1} \mathcal{M}(g) L_{g}\left(\left[n, \operatorname{Ad}\left(\mathrm{~g}^{-1}\right) a\right]\right) .\right.
$$

Thus the task is to solve the linear equation for $\Omega$

$$
\mathcal{F}(\Omega)=-\left[n, \operatorname{Ad}\left(g^{-1}\right) \dot{a}\right]+L_{g}^{-1} \mathcal{M}(g) L_{g}\left(\left[n, \operatorname{Ad}\left(\mathrm{~g}^{-1}\right) a\right]\right)
$$

where $\mathcal{F}: \mathfrak{g} \rightarrow \mathfrak{g}$ is the linear operator on the Lie algebra, defined by

$$
\mathcal{F}(\Omega)=\frac{1}{2}[\Omega,[n, b]]+[n,[b, \Omega]] .
$$

Note that $\mathcal{F}: \mathfrak{g} \rightarrow \mathfrak{g}$ is invertible under suitable assumptions on $n$ and $a$ (such as defining regular elements in the Lie algebra for any $t$ ).

### 2.3 Euclidean time-varying Newton flow

In this chapter we consider the time-varying Newton flow in Euclidean space, which is the simplest special case of the previously introduced Riemannian algorithms. The resulting methods are therefore easier to understand, when applied to a particular problem. We also derive modifications of the tracking theorems, where inexact and underdetermined versions of the Newton flows are examined. It seems obvious to study these variants in order to increase the applicability and the performance of the proposed algorithms.

We consider a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}
$$

defined by

$$
(x, t) \mapsto F(x, t)
$$

Assume that there exists a smooth zero of $F$, i.e. a curve $x_{*}: \mathbb{R} \rightarrow \mathbb{R}^{n}$ such that $F\left(x_{*}(t), t\right)=0$ holds for all $t \in \mathbb{R}$. In order to determine this zero for all $t$, we use the time varying Newton flow (2.12), which is given in this situation by

$$
\begin{equation*}
D F(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} F(x, t)=\mathcal{M}(x) F(x, t) \tag{2.57}
\end{equation*}
$$

Here, $D F$ denotes the "usual" derivative in $\mathbb{R}^{n}$ and $\mathcal{M}$ is a stable bundle map, cf. Definition 2.3.
To rewrite the above differential equation in an explicit form, we assume the existence of $r>0$ such that $\operatorname{rk} D F(x, t)=n$, for all $t \in \mathbb{R}$ and $x \in B_{r}\left(x_{*}(t)\right)$. Then (2.57) is equivalent to

$$
\begin{equation*}
\dot{x}=D F(x, t)^{-1}\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right) . \tag{2.58}
\end{equation*}
$$

This assumption moreover implies that the smooth zero $x_{*}(t)$ of $F(x, t)$ is isolated, i.e. for $x \in B_{r}\left(x_{*}(t)\right)$ holds: $F(x, t)=0$ if and only if $x=x_{*}(t)$.

### 2.3.1 The tracking algorithms in Euclidean space

At first we consider the continuous case and formulate the Euclidean version of the Riemannian tracking Main Theorem 2.1. Note that the assumptions for the higher order derivatives now turn into a quite simple form, compared to the original conditions.

Theorem 2.9. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a smooth map and $t \mapsto x_{*}(t)$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$. Assume further there exist constants $R, L_{1}, L_{2}, L_{3}>0$ such that for all $t \in \mathbb{R}$ holds:

1. $\left\|D F\left(x_{*}(t), t\right)\right\| \leq L_{1}$,
2. $\left\|D F\left(x_{*}(t), t\right)^{-1}\right\| \leq L_{2}$,
3. $\left\|D^{2} F(x, t)\right\| \leq L_{3}$, for all $\left\|x-x_{*}(t)\right\| \leq R, t \geq 0$.

Then there exists $0<r<R$ such that for any initial condition $x(0)$ with $\| x(0)-$ $x_{*}(0) \| \leq r$ there exists a unique solution $x(t), t \geq 0$ of (2.58) with the properties

1. $\left\|x(t)-x_{*}(t)\right\| \leq R$ for all $t \geq 0$.
2. $\left\|x(t)-x_{*}(t)\right\|$ converges exponentially to 0 .

## Euclidean time-varying Newton algorithm

The discretization scheme introduced in the previous section for the tracking algorithm on Riemannian manifolds can be analogously employed in Euclidean space.
Thus the discrete version of (2.58) at discrete times $t_{k}=k h$ for $\mathcal{M}(x)=-\frac{1}{h} I, k \in \mathbb{N}$ and $h>0$ is given by

$$
\begin{equation*}
x_{k+1}=x_{k}-D F\left(x_{k}, t_{k}\right)^{-1}\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right) \tag{2.59}
\end{equation*}
$$

As done in the previous chapters, we used an approximation $F_{\tau}^{h}(x, t)$ of $\frac{\partial}{\partial t} F(x, t)$, cf. Section 2.1.2.2. The following result follows directly from Main Theorem 2.2 and gives conditions guaranteeing that the above sequence tracks the smooth zero $x_{*}(t)$ of $F(x, t)$ at discrete times $t_{k}$.

Theorem 2.10. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n},(x, t) \mapsto F(x, t)$ be a smooth map and let $t \mapsto x_{*}(t)$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$. Let further there exist constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}, R>0$ such that
(i) $\left\|D F\left(x_{*}(t), t\right)\right\| \leq c_{1},\left\|\frac{\partial}{\partial t} F\left(x_{*}(t), t\right)\right\| \leq c_{2},\left\|D F\left(x_{*}(t), t\right)^{-1}\right\| \leq c_{3}$ for all $t \in \mathbb{R}$,
(ii) $\left\|D^{2} F(x, t)\right\| \leq c_{4},\left\|\frac{\partial^{2}}{\partial t^{2}} F(x, t)\right\| \leq c_{5},\left\|\frac{\partial}{\partial t} D F(x, t)\right\| \leq c_{6}$ for all $x \in B_{R}\left(x_{*}(t)\right)$, $t \in \mathbb{R}$.
(iii) $\left\|F_{\tau}^{h}(x, t)-\frac{\partial F}{\partial t}(x, t)\right\| \leq c_{7} h$, for all $x \in B_{R}\left(x_{*}(t)\right), t \in \mathbb{R}, h>0$.

Then the following statements hold

1. There exist $0<r<R$ and $c_{8}, c_{9}, c_{10}>0$ such that for $t \in \mathbb{R}$

$$
\begin{align*}
& \left\|x-x_{*}(t)\right\| \leq c_{8}\|F(x, t)\|,  \tag{2.60}\\
& \|F(x, t)\| \leq c_{9}\left\|x-x_{*}(t)\right\|, \tag{2.61}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|D F(x, t)^{-1}\right\| \leq c_{10} \tag{2.62}
\end{equation*}
$$

for $x \in B_{r}\left(x_{*}(t)\right)$.
2. The discretization sequence defined in (2.59) with $t_{k}=k h, h>0$ satisfies for some $c_{11}, c_{12}>0$

$$
\begin{equation*}
\left\|x_{k+1}-x_{*}\left(t_{k+1}\right)\right\| \leq c_{11}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2}+c_{12} h^{2} \tag{2.63}
\end{equation*}
$$

for $x_{k} \in B_{r}\left(x_{*}\left(t_{k}\right)\right), k \in \mathbb{N}_{0}$
3. Let $c>0$ be constant and $h$ sufficiently small. For any initial condition $x_{0}$ with $\left\|x_{0}-x_{*}(0)\right\|<$ ch we have

$$
\left\|x_{k}-x_{*}\left(t_{k}\right)\right\| \leq c h
$$

for all $k \in \mathbb{N}_{0}$. Thus, the update scheme (2.59) is well defined and produces estimates for $x_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

It follows, that one can control the global tracking error of the discretization scheme by varying the step size $h$. Note that, in general, one cannot expect more than such a bound of the tracking error being hold, if one discretizes the Newton flow with a fixed step size. In particular, one cannot in general guarantee that the tracking error vanishes asymptotically for $k \rightarrow \infty$, as the next example shows.

Example 2.4. Let $F(x, t):=x-\sin t$. Then $x_{*}(t):=\sin t$ is a smooth isolated zero of $F(x, t), D F(x, t)=\operatorname{id}_{x}$ and $\frac{\partial F}{\partial t}(x, t)=-\cos t$. Hence, a Newton flow is given by

$$
\dot{x}=-x+\sin t+\cos t
$$

Let $t_{k}=2 \pi l$, for some $k, l \in \mathbb{N}, h>0$ and $x_{k}=x_{*}\left(t_{k}\right)=\sin t_{k}=0$. Then

$$
x_{k+1}=x_{k}-\left(x_{k}+\sin t_{k}+\cos t_{k}\right) h=-\cos (2 \pi l) h=-h,
$$

and therefore

$$
\begin{aligned}
\left\|x_{*}\left(t_{k}+h\right)-x_{k+1}\right\| & =\left\|x_{*}(2 \pi l+h)-h\right\|= \\
\|\sin (2 \pi l+h)-h\| & =\|\sin (h)-h\| \geq \frac{h^{3}}{6} .
\end{aligned}
$$

### 2.3.2 Inexact time-varying Newton flow

The tracking of a smooth isolated zero of a map $F$ by using the previously proposed algorithms, requires either to invert a matrix $D F$ or alternatively, to solve a linear system

$$
D F \cdot \dot{x}=r
$$

for $\dot{x} \in \mathbb{R}^{n}$ at each step for some $r \in \mathbb{R}^{n}$. As the size of $D F$ increases quadratically with the dimension $n$ of the image of $F$, these procedures are inappropriate for large $n$. But the computational effort can be reduced significantly, if one only solves the associated linear system approximatively. In Chapter 4.1 and Chapter 4.3, there are two situations, where useful approximations for the inverse of $D F$ are available. This
motivated to provide a theoretical basis for such approaches. Note that this idea is closely related to the so-called inexact Newton method, where zeros of time-invariant maps are determined by using a discrete Newton-type algorithm, cf. [19].
Hence, we now study the convergence properties of the approximative Newton flow of a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}
$$

defined by

$$
(x, t) \mapsto F(x, t)
$$

Again, we assume that $F$ has a smooth isolated zero $x_{*}(t)$, i.e. $t \mapsto x_{*}(t)$ is a smooth curve and $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$.
At first, we consider the perturbed time-varying Newton flow

$$
\begin{equation*}
D F(x, t) \dot{x}+\frac{\partial}{\partial t} F(x, t)=\mathcal{M}(x) F(x, t)+\Pi(x, t) \tag{2.64}
\end{equation*}
$$

where $\mathcal{M}$ is a stable bundle map and $\Pi: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ denotes the perturbation. The next lemma gives conditions such that the norm of $F(x(t), t)$ converges exponentially to zero, where $x(t)$ is a solution of the above ODE.

Lemma 2.6. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ and $\Pi: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ as above and assume the existence of $r, c>0$ such that

$$
\|\Pi(x, t)\| \leq c\|F(x, t)\|
$$

for all $x \in B_{r}\left(x_{*}(t)\right), t \in \mathbb{R}$. Then for some $a, b>0$, any solution $x(t)$ of (2.64) satisfies

$$
\begin{equation*}
\|F(x(t), t)\| \leq a e^{-b t} \tag{2.65}
\end{equation*}
$$

provided that $\mathcal{M}$ is a stable bundle map s.th. $\lambda:=\sup _{v \in \mathbb{R}^{n},\|v\|=1}\langle\mathcal{M}(x) \cdot v, v\rangle$ satisfies $\lambda<-c$.

Proof.

$$
\begin{gathered}
\frac{d}{d t}\|F(x, t)\|^{2}=2\left\langle\frac{d}{d t} F(x, t), F(x, t)\right\rangle=2\left\langle D F(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} F(x, t), F(x, t)\right\rangle= \\
2\langle\mathcal{M}(x) F(x, t)+\Pi(x, t), F(x, t)\rangle=2(\langle\mathcal{M}(x) F(x, t), F(x, t)\rangle+\langle\Pi(x, t), F(x, t)\rangle)
\end{gathered}
$$

Thus

$$
\begin{equation*}
\frac{d}{d t}\|F(x, t)\|^{2} \leq 2\|F(x, t)\|^{2}(\lambda+c) \tag{2.66}
\end{equation*}
$$

where $\lambda=\sup _{v \in \mathbb{R}^{n},\|v\|=1}\langle\mathcal{M}(x) \cdot v, v\rangle<0$. Thus,

$$
\|F(x, t)\| \leq\|F(x(0), 0)\| e^{(c+\lambda) t}
$$

We want to profit from this fact to deduce computationally easier systems to track $x_{*}(t)$.
If $F$ satisfies the conditions of Theorem 2.9, $D F(x, t)$ is invertible for $t \in \mathbb{R}$ and $x \in B_{R}\left(x_{*}(t)\right)$ for some $R>0$ and equation (2.64) can be rewritten as

$$
\begin{equation*}
\dot{x}=D F(x, t)^{-1}\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right)+D F(x, t)^{-1} \Pi(x, t) \tag{2.67}
\end{equation*}
$$

Hence, if we have an approximation $G(x, t): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ of $D F(x, t)^{-1}$ satisfying

$$
D F(x, t) G(x, t)\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right)=\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)+\Pi(x, t)
$$

then

$$
\begin{equation*}
\dot{x}=G(x, t)\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right) \tag{2.68}
\end{equation*}
$$

is equivalent to (2.67) and we can extend Theorem 2.9 for inexact time-varying Newton flows.

Theorem 2.11. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a smooth map and $t \mapsto x_{*}(t)$ be a continuously differentiable isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$. Assume further that there exist constants $R, L_{1}, L_{2}, L_{3}, L_{4}>0$ and an approximation $G(x, t): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ for $D F(x, t)^{-1}$ such that for all $t \geq 0$ holds

1. $\left\|D F\left(x_{*}(t), t\right)\right\| \leq L_{1}$,
2. $\left\|D F\left(x_{*}(t), t\right)^{-1}\right\| \leq L_{2}$,
3. $\left\|D^{2} F(x, t)\right\| \leq L_{3}$, for all $\left\|x-x_{*}(t)\right\| \leq R$,
4. $\left\|(D F(x, t) G(x, t)-I)\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right)\right\| \leq L_{4}\|F(x, t)\|$, for all $\| x-$ $x_{*}(t) \| \leq R$.

Then there exists $0<r<R$ such that for any initial condition $x(0)$ with $\| x(0)-$ $x_{*}(0) \| \leq r$ there exists a unique solution $x(t), t \geq 0$ of (2.68) with the properties

1. $\left\|x(t)-x_{*}(t)\right\| \leq R$ for all $t \geq 0$,
2. $\left\|x(t)-x_{*}(t)\right\|$ converges exponentially to 0 ,
provided that $\lambda:=\sup _{v \in \mathbb{R}^{n},\|v\|=1}\langle\mathcal{M}(x) \cdot v, v\rangle<0$ satisfies $\lambda<-L_{4}$.
Proof. Due to Proposition (2.5.6) of [1], p. 119, there exists a $0<\hat{r} \leq R$ such that for any $t$ the map $x \mapsto F(x, t)$ is a diffeomorphism on $U_{\hat{r}}\left(x_{*}(t)\right):=\left\{x \mid\left\|x-x_{*}(t)\right\| \leq \hat{r}\right\}$. This implies the existence of constants $L_{1}^{\prime}, L_{2}^{\prime}>0$ such that

$$
\|D F(x, t)\| \leq L_{1}^{\prime},
$$

$$
\left\|D F(x, t)^{-1}\right\| \leq L_{2}^{\prime}
$$

for all $\left\|x-x_{*}(t)\right\| \leq \hat{r}, t \geq 0$.
From the mean value theorem we conclude the existence of some $k_{1}, k_{2}>0$ such that for $t \geq 0$

$$
\begin{equation*}
k_{1}\left\|x-x_{*}(t)\right\| \leq\left\|F(x, t)-F\left(x_{*}(t), t\right)\right\| \leq k_{2}\left\|x-x_{*}(t)\right\| \tag{2.69}
\end{equation*}
$$

holds for all $x \in U_{\hat{r}}\left(x_{*}(t)\right)$. Let $x(t)$ denote the maximal solution of (2.68) for $0 \leq t<t_{+}$ and $T:=\sup \left\{t<t_{+} \mid\left\|x(t)-x_{*}(t)\right\| \leq \hat{r}\right\}$. Let $r:=\min \left\{\frac{k_{1} \hat{r}}{k_{2}}, \hat{r}\right\}$ and assume $T<\infty$. Note that $t \mapsto\|F(x(t), t)\|$ is strictly monotonically decreasing, since

$$
\begin{gathered}
\frac{d}{d t}\|F(x, t)\|^{2}=2\left\langle D F(x, t) \dot{x}+\frac{\partial}{\partial t} F(x, t), F(x, t)\right\rangle \\
=2\left\langle D F(x, t) G(x, t)\left(\mathcal{M} F(x, t)-\frac{\partial}{\partial t} F(x, t)\right)+\frac{\partial}{\partial t} F(x, t), F(x, t)\right\rangle \\
=2\left\langle(D F(x, t) G(x, t)-I)\left(\mathcal{M} F(x, t)-\frac{\partial}{\partial t} F(x, t)\right)+\mathcal{M} F(x, t), F(x, t)\right\rangle \\
\leq 2 L_{4}\|F(x, t)\|^{2}+2 \lambda\|F(x, t)\|^{2}=2\left(L_{4}+\lambda\right)\|F(x, t)\|^{2}<0,
\end{gathered}
$$

where we used assumption 4 and (2.68).
Therefore

$$
\begin{equation*}
\left\|x(t)-x_{*}(t)\right\| \leq \frac{1}{k_{1}}\|F(x(t), t)\|<\frac{1}{k_{1}}\|F(x(0), 0)\| \leq \frac{k_{2}}{k_{1}}\left\|x(0)-x_{*}(0)\right\| \leq \hat{r} \tag{2.70}
\end{equation*}
$$

for all $0 \leq t<T,\left\|x(0)-x_{*}(0)\right\| \leq r$. Thus $\left\|x(T)-x_{*}(T)\right\|<\hat{r}$, contradicting the assumed finiteness of $T$. This shows that (2.70) holds for all $t \geq 0$, provided $\left\|x(0)-x_{*}(0)\right\| \leq r$. In particular, the solution $x(t)$ exists for all $t \geq 0$. Since $\|F(x(t), t)\|$ converges exponentially to 0 , cf. Lemma 2.6 , this implies the exponential convergence of $x(t)$ to $x_{*}(t)$.

## Inexact time-varying Newton algorithm

We now consider the Euler discretization of (2.68), which yields a sequence approximating the exact zero of $F$ at discrete times $t_{k}=k h$ for $h>0$ and $k \in \mathbb{N}$. The discrete tracking algorithm is given by

$$
\begin{equation*}
x_{k+1}=x_{k}-G\left(x_{k}, t_{k}\right)\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right), \tag{2.71}
\end{equation*}
$$

where we formulated the update scheme by using an approximation $F_{\tau}^{h}\left(x_{k}, t_{k}\right)$ of $\frac{\partial}{\partial t} F\left(x_{k}, t_{k}\right)$. Note that we again set $\mathcal{M}(x)=-\frac{1}{h} I$, which is crucial to prove the stability result for (2.71) in the next theorem.

Theorem 2.12. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n},(x, t) \mapsto F(x, t)$ be smooth. Let $t \mapsto x_{*}(t)$ be a smooth isolated zero of $F$, i.e. $F\left(x_{*}(t), t\right)=0$ for all $t \in \mathbb{R}$. Let further there exist constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}, R>0$ such that
(i) $\left\|D F\left(x_{*}(t), t\right)\right\| \leq c_{1},\left\|\frac{\partial}{\partial t} F\left(x_{*}(t), t\right)\right\| \leq c_{2},\left\|D F\left(x_{*}(t), t\right)^{-1}\right\| \leq c_{3}$ for all $t \in \mathbb{R}$,
(ii) $\left\|D^{2} F(x, t)\right\| \leq c_{4},\left\|\frac{\partial^{2}}{\partial t^{2}} F(x, t)\right\| \leq c_{5},\left\|\frac{\partial}{\partial t} D F(x, t)\right\| \leq c_{6}$ for all $x \in B_{R}\left(x_{*}(t)\right)$, $t \in \mathbb{R}$.
(iii) $\left\|F_{\tau}^{h}(x, t)-\frac{\partial F}{\partial t}(x, t)\right\| \leq c_{7} h$, for all $x \in B_{R}\left(x_{*}(t)\right), t \in \mathbb{R}, h>0$.

Let further $G(x, t)$ denote an approximation for $D F(x, t)^{-1}$ satisfying for some $c, \tilde{c}>0$

$$
\begin{equation*}
\left\|(D F(x, t) G(x, t)-I)\left(\frac{1}{h} F(x, t)+F_{\tau}^{h}(x, t)\right)\right\| \leq \tilde{c}\|F(x, t)\|, \tag{2.72}
\end{equation*}
$$

for all $h>0$ and $x \in B_{c h}\left(x_{*}(t)\right), t \in \mathbb{R}$.
Then the following statements hold

1. There exists $0<r \leq R$ and $c_{8}, c_{9}, c_{10}>0$ such that for $t \in \mathbb{R}$

$$
\begin{align*}
& \left\|x-x_{*}(t)\right\| \leq c_{8}\|F(x, t)\|,  \tag{2.73}\\
& \|F(x, t)\| \leq c_{9}\left\|x-x_{*}(t)\right\|, \tag{2.74}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|D F(x, t)^{-1}\right\| \leq c_{10} \tag{2.75}
\end{equation*}
$$

for $x \in B_{r}\left(x_{*}(t)\right)$.
2. The discretization sequence $\left(x_{k}\right)$ as defined in (2.71) with $t_{k}=k h, h>0$ satisfies for some $c_{11}, c_{12}>0$

$$
\begin{equation*}
\left\|x_{k+1}-x_{*}\left(t_{k+1}\right)\right\| \leq c_{11}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2}+c_{12} h^{2} \tag{2.76}
\end{equation*}
$$

for $x_{k} \in B_{r}\left(x_{*}\left(t_{k}\right)\right)$ with $r \leq c h, k \in \mathbb{N}_{0}$.
3. Let $c>0$ be constant and $h$ sufficiently small. For any initial condition $x_{0}$ with $\left\|x_{0}-x_{*}(0)\right\|<$ ch we have

$$
\left\|x_{k}-x_{*}\left(t_{k}\right)\right\| \leq c h
$$

for all $k \in \mathbb{N}_{0}$. Thus, the update scheme (2.71) is well defined and produces estimates for $x_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

Proof. This theorem is very similar to Theorem 2.10 such that claim 1) and 3) follow from there. However, the proof of 2 ) differs by additionally perturbation terms.
We show (2.76) by bounding the norm of $F$ at $t=t_{k+1}$. Taylor's Theorem shows that

$$
\begin{equation*}
F\left(x_{k+1}, t_{k+1}\right)=F\left(x_{k}, t_{k}\right)+\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right) h+D F\left(x_{k}, t_{k}\right)\left(x_{k+1}-x_{k}\right)+\mathcal{R}, \tag{2.77}
\end{equation*}
$$

where $\mathcal{R}$ satisfies for $\Delta:=\left\|x_{k+1}-x_{k}\right\|$

$$
\|\mathcal{R}\| \leq\left(c_{4} \Delta^{2}+c_{5} h^{2}+c_{6} \Delta h\right) \leq\left(c_{4}+\frac{c_{6}}{2}\right) \Delta^{2}+\left(c_{5}+\frac{c_{6}}{2}\right) h^{2} .
$$

Using the update scheme (2.71) to replace $x_{k+1}$, (2.77) turns into

$$
\begin{gather*}
F\left(x_{k+1}, t_{k+1}\right)=  \tag{2.78}\\
F\left(x_{k}, t_{k}\right)+\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right) h+D F\left(x_{k}, t_{k}\right)\left(h G\left(x_{k}, t_{k}\right)\left(-\frac{1}{h} F\left(x_{k}, t_{k}\right)-F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right)\right)+\mathcal{R} .
\end{gather*}
$$

Estimate (2.72) implies that

$$
D F(x, t) G(x, t)\left(\frac{1}{h} F(x, t)+F_{\tau}^{h}(x, t)\right)=\left(\frac{1}{h} F(x, t)+F_{\tau}^{h}(x, t)\right)-\Pi(x, t),
$$

for some perturbation term $\Pi(x, t)$ satisfying $\|\Pi(x, t)\| \leq \tilde{c}\|F(x, t)\|$. Thus (2.78) is equivalent to

$$
F\left(x_{k+1}, t_{k+1}\right)=\frac{\partial F}{\partial t}\left(x_{k}, t_{k}\right) h-h F_{\tau}^{h}\left(x_{k}, t_{k}\right)+h \Pi\left(x_{k}, t_{k}\right)+\mathcal{R}
$$

and therefore

$$
\left\|F\left(x_{k+1}, t_{k+1}\right)\right\| \leq c_{7} h^{2}+\left(c_{4}+\frac{c_{6}}{2}\right) \Delta^{2}+\left(c_{5}+\frac{c_{6}}{2}\right) h^{2}+h \tilde{c}\left\|F\left(x_{k}, t_{k}\right)\right\|
$$

implying that

$$
\left\|F\left(x_{k+1}, t_{k+1}\right)\right\| \leq\left(c_{4}+\frac{c_{6}}{2}\right) \Delta^{2}+\left(c_{5}+\frac{c_{6}}{2}+c_{7}\right) h^{2}+\tilde{c} c_{9} h\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|
$$

and

$$
\left\|F\left(x_{k+1}, t_{k+1}\right)\right\| \leq\left(c_{4}+\frac{c_{6}}{2}\right) \Delta^{2}+\left(c_{5}+\frac{c_{6}+\tilde{c} c_{9}}{2}+c_{7}\right) h^{2}+\frac{\tilde{c} c_{9}}{2}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2}
$$

Using (2.73) shows that

$$
\begin{align*}
&\left\|x_{k+1}-x_{*}\left(t_{k+1}\right)\right\| \leq  \tag{2.79}\\
& c_{8}\left(c_{4}+\frac{c_{6}}{2}\right) \Delta^{2}+c_{8}\left(c_{5}+\frac{c_{6}+\tilde{c} c_{9}}{2}+c_{7}\right) h^{2}+\frac{\tilde{c} c_{8} c_{9}}{2}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2} .
\end{align*}
$$

We now inspect $\Delta$ and get

$$
\begin{aligned}
\Delta= & \left\|x_{k+1}-x_{k}\right\|=\left\|h G\left(x_{k}, t_{k}\right)\left(\frac{1}{h} F\left(x_{k}, t_{k}\right)+F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right)\right\| \leq \\
& \left\|D F\left(x_{k}, t_{k}\right)^{-1}\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)+h \Pi\left(x_{k}, t_{k}\right)\right)\right\| .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\Delta \leq c_{10}\left(\left\|F\left(x_{k}, t_{k}\right)\right\|+h\left\|F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right\|+\tilde{c} h\left\|F\left(x_{k}, t_{k}\right)\right\|\right) \tag{2.80}
\end{equation*}
$$

Note that $\left\|F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right\| \leq\left\|\frac{\partial}{\partial t} F\left(x_{k}, t_{k}\right)\right\|+c_{7} h \leq c_{2}+c_{6}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|+c_{7} h$. Thus (2.80) turns into

$$
\Delta \leq c_{10}\left(\left\|F\left(x_{k}, t_{k}\right)\right\|+h\left(c_{2}+c_{6}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|+c_{7} h\right)+\tilde{c} h\left\|F\left(x_{k}, t_{k}\right)\right\|\right)
$$

It follows that

$$
\begin{gathered}
\Delta \leq c_{10}\left(c_{9}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|+h\left(c_{2}+c_{6}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|+c_{7} h\right)+\tilde{c} c_{9} h\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|\right) \leq \\
c_{9} c_{10}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|+c_{10}\left(c_{2}+\left(c_{6}+\tilde{c} c_{9}\right) r+c_{7} h\right) h .
\end{gathered}
$$

By using the abbreviations $k_{1}=c_{9} c_{10}$ and $k_{2}=c_{10}\left(c_{2}+\left(c_{6}+\tilde{c} c_{9}\right) r+c_{7} h\right)$, this equation implies that

$$
\Delta^{2} \leq k_{1}^{2}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2}+k_{2}^{2} h^{2}+2 k_{1} k_{2}\left\|x_{k}-x_{*}\left(t_{k}\right)\right\| h
$$

and hence

$$
\Delta^{2} \leq\left(k_{1}^{2}+k_{1} k_{2}\right)\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2}+\left(k_{2}^{2}+k_{1} k_{2}\right) h^{2} .
$$

Plug this into (2.79) and obtain

$$
\left\|x_{k+1}-x_{*}\left(t_{k+1}\right)\right\| \leq\left(k_{3}\left(k_{1}^{2}+k_{1} k_{2}\right)+k_{4}\right)\left\|x_{k}-x_{*}\left(t_{k}\right)\right\|^{2}+\left(k_{3} k_{2}^{2}+k_{1} k_{2} k_{3}+k_{5}\right) h^{2}
$$

where $k_{3}=c_{8}\left(c_{4}+c_{6} / 2\right), k_{4}=\frac{\tilde{\tilde{c}} c_{8} c_{9}}{2}$ and $k_{5}=c_{8}\left(c_{5}+c_{7}+\frac{c_{6}+\tilde{c} c_{9}}{2}\right)$.

### 2.3.3 Underdetermined Newton flow

We now derive a tracking algorithm for time-varying zeros of non-invertible maps in Euclidean space. This merges the Newton flow for underdetermined constant linear systems, as studied by Tanabe [66], with the Euclidean time-varying Newton flow introduced in this work. At the end of this paragraph, a discrete algorithm will be given, which also includes the inexact case, i.e. we define an update scheme, which is a discretization of an approximative underdetermined Newton flow. Analogously to the previous chapters, the stability of the resulting tracking algorithm will be shown.
We consider a smooth map

$$
F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{m}
$$

defined for $m<n$ by

$$
(x, t) \mapsto F(x, t)
$$

For $t \in \mathbb{R}$, let $\mathcal{X}(t):=\left\{x \in \mathbb{R}^{n} \mid F(x, t)=0\right\}$ denote the zero set of $F$ and assume that it is not empty. Assume further that

$$
\operatorname{rk} D F(x, t)=m
$$

for all $x \in \mathcal{X}(t), t \in \mathbb{R}$. Then 0 is a regular value of $x \mapsto F(x, t)$ and $\mathcal{X}(t) \subset \mathbb{R}^{n}$ is a Riemannian submanifold of dimension $n-m, t \in \mathbb{R}$.
Moreover, $\operatorname{rk}\left(D F(x, t) \frac{\partial}{\partial t} F(x, t)\right)=m$ for all $x \in \mathcal{X}(t), t \in \mathbb{R}$, showing that $\hat{N}:=$ $F^{-1}(0)$ is a smooth Riemannian submanifold of $\mathbb{R}^{n+1}$ of dimension $n-m+1$. Obviously, $\hat{N}=\{(x, t) \mid x \in \mathcal{X}(t), t \in \mathbb{R}\}$. Thus the zero sets considered here are smoothly changing time-varying manifolds instead of isolated curves. This expression is clarified in the next definition.

Definition 2.5. Let $M(t) \subset \mathbb{R}^{n}$ be a family of $k$-dimensional Riemannian submanifolds for $t \in I$. We call $M(t)$ a smooth time-varying manifold, if the set

$$
\hat{M}:=\{(x, t) \mid x \in M(t), t \in I\}
$$

is a smooth Riemannian submanifold of $\mathbb{R}^{n+1}$ for all open intervals $I \subset \mathbb{R}$.
It is obvious, that the family of manifolds $\mathcal{X}(t)$ as defined above, is a smooth timevarying manifold. The goal is to construct a dynamical system, whose solution $x(t)$ converges exponentially to a connected component $\mathcal{X}_{*}(t)$ of $\mathcal{X}(t)$, i.e.

$$
\operatorname{dist}\left(x(t), \mathcal{X}_{*}(t)\right) \leq a e^{-b t}
$$

for some $a, b>0$. Thus, we consider again the time-varying Newton flow

$$
\begin{equation*}
D F(x, t) \cdot \dot{x}+\frac{\partial}{\partial t} F(x, t)=\mathcal{M}(x) F(x, t) \tag{2.81}
\end{equation*}
$$

where $\mathcal{M}$ is a stable bundle map. If there exists a $R>0$ such that $\operatorname{rk} D F(x, t)=m$ for all $x \in U_{R}(t):=\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<R\right\}, t \in \mathbb{R}$, we can locally determine $D F(x, t)^{\dagger}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$, such that

$$
D F(x, t) D F(x, t)^{\dagger}=I_{m}
$$

and we then call $D F(x, t)^{\dagger}$ a pseudo-inverse of $D F(x, t)$. Note that such operators exist under the above conditions, e.g. the Moore-Penrose inverse is given as

$$
D F(x, t)^{\dagger}:=D F(x, t)^{\top}\left(D F(x, t) D F(x, t)^{\top}\right)^{-1} \in \mathbb{R}^{n \times m}
$$

Moreover, the largest singular value of a pseudo-inverse $D F(x, t)^{\dagger}$ satisfies for $t \in \mathbb{R}$ and $x \in \mathbb{R}^{n}$

$$
\sigma_{\max }\left(D F(x, t)^{\dagger}\right)=1 / \sigma_{\min }(D F(x, t))
$$

Using a pseudo inverse, a solution of (2.81) can be found by determining a solution $x(t)$ to

$$
\begin{equation*}
\dot{x}=D F(x, t)^{\dagger}\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right) \tag{2.82}
\end{equation*}
$$

as any solution of (2.82) satisfies (2.81). Moreover, any solution $x(t)$ of (2.81) (and hence any solution of (2.82)) satisfies for all $t \in \mathbb{R}$

$$
\begin{equation*}
\|F(x(t), t)\| \leq a e^{-b t} \tag{2.83}
\end{equation*}
$$

for some $a, b>0$ since $\frac{d}{d t} F(x(t), t)=\mathcal{M}(x(t)) F(x(t), t)$.
To derive the tracking algorithm, we have to be able to estimate the distance of a point to the zero set of $F$ by using the norm of the map $F$. This can be achieved by using the next lemma.

Lemma 2.7. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{m}$ and $\mathcal{X}_{*}(t)$ as above. Let there exist $M, R, S, s>0$ such that the following statements hold:

1. For all $x \in \mathcal{X}_{*}(t), t \in \mathbb{R}$, the singular values $\sigma_{1}(x, t), \ldots, \sigma_{m}(x, t)$ of $D F(x, t)^{\top}$ satisfy

$$
s \leq \sigma_{1}(x, t), \ldots, \sigma_{m}(x, t) \leq S
$$

2. $\left\|D^{2} F(x, t)\right\| \leq M$ for all $x \in U_{R}(t):=\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<R\right\}, t \in \mathbb{R}$.

Then there exist constants $\kappa_{1}, \kappa_{2}>0$ such that for $r=\min \left\{R, \frac{s}{2 M}\right\}$ and all $x \in U_{r}(t)=$ $\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<R\right\}, t \in \mathbb{R}$ holds
(i) $\kappa_{1} \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right) \leq\|F(x, t)\| \leq \kappa_{2} \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)$,
(ii) $\sigma_{\min }\left(D F(x, t)^{\top}\right) \geq \frac{s}{2}$.

Proof. The right side of claim ( $i$ ) is obvious due to assumption 1) and 2). Therefore let for $t \in \mathbb{R}, x_{*} \in \mathcal{X}_{*}(t)$ denote a point of minimal distance to $x$, where $x \in U_{r}(t)$. Thus,

$$
\operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)=\left\|x-x_{*}\right\|
$$

and the vector $h:=x-x_{*}$ is in the normal space of $\mathcal{X}_{*}(t)$ at $x_{*}$ and is orthogonal to the kernel of $D F\left(x_{*}, t\right)$. Thus,

$$
\left\|D F\left(x_{*}, t\right) \cdot h\right\| \geq s\|h\| .
$$

From Taylor's Theorem, we have

$$
F(x, t)=D F\left(x_{*}, t\right) \cdot h+R_{1},
$$

where $R_{1}=\int_{0}^{1} D^{2} F\left(x_{*}+\tau h, t\right) \cdot(h, h) d \tau$. Therefore

$$
\begin{array}{r}
\|F(x, t)\| \geq\left\|D F\left(x_{*}, t\right) \cdot h\right\|-\left\|R_{1}\right\| \\
\geq s\|h\|-M\|h\|^{2}=\|h\|(s-M\|h\|) .
\end{array}
$$

Thus ( $i$ ) holds with $\kappa_{1}=s / 2$, since $\|h\|=\operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right) \leq r \leq \frac{s}{2 M}$.
To prove (ii), let $v \perp \operatorname{ker} D F(x, t)$ and consider

$$
D F(x, t) v=D F\left(x_{*}, t\right) v+\int_{0}^{1} D^{2} F\left(x_{*}+\tau w, t\right) \cdot(w, v) d \tau
$$

where $w=x-x_{*}$. Thus

$$
\begin{gathered}
\|D F(x, t) v\|=\left\|D F\left(x_{*}, t\right) v+\int_{0}^{1} D^{2} F\left(x_{*}+\tau w, t\right) \cdot(w, v) d \tau\right\| \geq \\
\geq\left\|D F\left(x_{*}, t\right) v\right\|-\left\|\int_{0}^{1} D^{2} F\left(x_{*}+\tau w, t\right) \cdot(w, v) d \tau v\right\| \geq(s-M\|w\|)\|v\|
\end{gathered}
$$

Therefore, $\sigma_{\min }\left(D F(x, t)^{\top}\right) \geq s / 2$ for $\|w\| \leq r$.
We now have the necessary tools to prove the following result.

Theorem 2.13. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{m}, m<n$, be a smooth map and let $\mathcal{X}_{*}(t)$ be as above, i.e. $F(x, t)=0$ for $x \in \mathcal{X}_{*}(t), t \in \mathbb{R}$. Assume further the existence of constants $R, L_{1}, L_{2}, L_{3}>0$ such that for all $t \in \mathbb{R}$ holds:

1. $\|D F(x, t)\| \leq L_{1}$, for all $x \in \mathcal{X}_{*}(t)$,
2. $\sigma_{\min }\left(D F(x, t)^{\top}\right)>L_{2}$, for all $x \in \mathcal{X}_{*}(t)$,
3. $\left\|D^{2} F(x, t)\right\| \leq L_{3}$, for all $x \in U_{R}(t):=\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<R\right\}$.

Then there exists $0<r<R$ such that for any initial condition $x(0)$ with $\operatorname{dist}(x(0)$, $\left.\mathcal{X}_{*}(0)\right) \leq r$ there exists a unique solution $x(t)$ of

$$
\begin{equation*}
\dot{x}=D F(x, t)^{\dagger}\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right), \tag{2.84}
\end{equation*}
$$

with the properties

1. $\operatorname{dist}\left(x(t), \mathcal{X}_{*}(t)\right)<R$ for all $t \geq 0$.
2. $\operatorname{dist}\left(x(t), \mathcal{X}_{*}(t)\right)$ converges exponentially to 0 .

Proof. Solutions $x(t)$ of (2.84) satisfy for $x(t) \in U_{r}\left(\mathcal{X}_{*}(t)\right)$

$$
\|F(x(t), t)\| \leq a e^{-b t}
$$

for some $a, b, r>0$, cf. (2.83). Therefore, these statements can be proven analogously to Main Theorem 2.1 by using the results of the previous lemma.

## Underdetermined and inexact time-varying Newton flow

Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{m}, m<n$, as above and consider approximations $G(x, t)$ for $D F(x, t)^{\dagger}$, as described for $m=n$ in the previous section. Hence let $G(x, t) \in \mathbb{R}^{n \times m}$ such that the perturbation term

$$
\Pi(x, t):=\left(D F(x, t) G(x, t)-I_{m}\right)\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right)
$$

satisfies for some $\tilde{c}, R>0$

$$
\|\Pi(x, t)\| \leq \tilde{c}\|F(x, t)\|
$$

for all $x \in U_{R}(t):=\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<R\right\}, t \in \mathbb{R}$. We then approximate the ODE (2.84) by

$$
\begin{equation*}
\dot{x}=G(x, t)\left(\mathcal{M}(x) F(x, t)-\frac{\partial}{\partial t} F(x, t)\right) . \tag{2.85}
\end{equation*}
$$

It is straightforward to show, that the claims made in the previous theorem for equation (2.84) also hold qualitatively for (2.85), if $\mathcal{M}$ is a stable bundle map s.th. $\sup _{v \in \mathbb{R}^{n},\|v\|=1}$ $\langle\mathcal{M}(x) \cdot v, v\rangle<0$ is sufficiently small. We therefore formulate the discretization of the underdetermined Newton flow such that it also includes the inexact case.

## Underdetermined and inexact time-varying Newton algorithm

Let $t_{k}=k h$ for $h>0$ and $k \in \mathbb{N}_{0}$. The discretization of equation (2.85) is given for $\mathcal{M}(x)=-\frac{1}{h}$ by

$$
\begin{equation*}
x_{k+1}=x_{k}-G\left(x_{k}, t_{k}\right)\left(F\left(x_{k}, t_{k}\right)+h F_{\tau}^{h}\left(x_{k}, t_{k}\right)\right), \tag{2.86}
\end{equation*}
$$

where we used an approximation $F_{\tau}^{h}\left(x_{k}, t_{k}\right)$ of $\frac{\partial}{\partial t} F\left(x_{k}, t_{k}\right)$. We arrive at our most general tracking algorithm in Euclidean space.

Main Theorem 2.4. Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{m},(x, t) \mapsto F(x, t)$ be smooth and let $\mathcal{X}_{*}(t)$ as above such that $F(x, t)=0$ for all $x \in \mathcal{X}_{*}(t), t \in \mathbb{R}$. Assume further the existence of constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}, R>0$ such that
(i) $\|D F(x, t)\| \leq c_{1},\left\|\frac{\partial}{\partial t} F(x, t)\right\| \leq c_{2}, \sigma_{\min }\left(D F(x, t)^{\top}\right)>c_{3}$ for all $x \in \mathcal{X}_{*}(t), t \in \mathbb{R}$
(ii) $\left\|D^{2} F(x, t)\right\| \leq c_{4},\left\|\frac{\partial^{2}}{\partial t^{2}} F(x, t)\right\| \leq c_{5},\left\|\frac{\partial}{\partial t} D F(x, t)\right\| \leq c_{6}$ for all $x \in U_{R}(t):=\{x \in$ $\left.\mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<R\right\}, t \in \mathbb{R}$.
(iii) $\left\|F_{\tau}^{h}(x, t)-\frac{\partial F}{\partial t}(x, t)\right\| \leq c_{7} h$, for $x \in U_{R}(t), t \in \mathbb{R}, h>0$.

Let $G(x, t)$ denote an approximation for $D F(x, t)^{\dagger}$ satisfying for some $c, \tilde{c}>0$

$$
\begin{equation*}
\left\|\left(D F(x, t) G(x, t)-I_{m}\right)\left(\frac{1}{h} F(x, t)+F_{\tau}^{h}(x, t)\right)\right\| \leq \tilde{c}\|F(x, t)\|, \tag{2.87}
\end{equation*}
$$

for all $h>0$ and $x \in U_{c h}(t), t \in \mathbb{R}$.
Then the following statements hold

1. There exists $0<r \leq R$ and $c_{8}, c_{9}, c_{10}>0$ such that for $t \in \mathbb{R}$

$$
\begin{align*}
& \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right) \leq c_{8}\|F(x, t)\|  \tag{2.88}\\
& \|F(x, t)\| \leq c_{9} \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right) \tag{2.89}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|D F(x, t)^{\dagger}\right\| \leq c_{10} \tag{2.90}
\end{equation*}
$$

for $x \in U_{r}(t):=\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \mathcal{X}_{*}(t)\right)<r\right\}$.
2. The discretization sequence $\left(x_{k}\right)$ as defined in (2.86) with $t_{k}=k h, h>0$ satisfies for some $c_{11}, c_{12}>0$

$$
\begin{equation*}
\operatorname{dist}\left(x_{k+1}, \mathcal{X}_{*}\left(t_{k+1}\right)\right) \leq c_{11} \operatorname{dist}\left(x_{k}, \mathcal{X}_{*}\left(t_{k}\right)\right)^{2}+c_{12} h^{2} \tag{2.91}
\end{equation*}
$$

for $x_{k} \in U_{r}(t)$ with $r \leq c h, k \in \mathbb{N}_{0}$.
3. Let $c>0$ be constant and $h$ sufficiently small. For any initial condition $x_{0}$ with $\left\|x_{0}-x_{*}(0)\right\|<c h$ we have

$$
\operatorname{dist}\left(x_{k}, \mathcal{X}_{*}\left(t_{k}\right)\right) \leq c h
$$

for all $k \in \mathbb{N}_{0}$. Thus, the update scheme (2.86) is well defined and produces estimates for $x_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size.

Proof. The first claim has been shown in Lemma 2.7. Therefore, claim 2) and 3) can be shown analogously to the proof of the second and third claim of Theorem 2.12.

## Chapter 3

## Application I: Intrinsic Subspace Tracking

In this chapter we apply the general tracking techniques of the previous chapter to derive iterative algorithms for computing the principal subspace of time-varying symmetric matrices. The principal subspace of a symmetric matrix $A \in \mathbb{R}^{n \times n}$ is the $m$-dimensional eigenspace $V$, corresponding to the $m$ largest eigenvalues of $A$ for some $1 \leq m \leq n$.
The proposed algorithms are defined directly on the manifold; i.e. they are constructed either in a coordinate free way or via local coordinates. No Lagrange multiplier techniques are used or needed, nor any projection techniques that attempt to find solutions by projecting back suitable ambient space approximations. For this reason we refer to our algorithms as intrinsic. Our approach is motivated by [33], where new intrinsic implementations of the Newton method on Grassmann manifolds are introduced; thus improving earlier constructions by [23]. This approach can be easily extended to the time-varying problems, as is shown here. This leads us to particularly simple update schemes which robustly perform the tracking task.

### 3.1 Time-varying Newton flow for principal subspace tracking

We now consider the task of determining the non-constant $m$-dimensional principal subspace $V(t)$ of a family of symmetic matrices $A(t) \in \mathbb{R}^{n \times n}, t \in \mathbb{R}$, with eigenvalues $\lambda_{1}(t) \geq \ldots \geq \lambda_{n}(t)$. In order to derive the subspace tracking algorithms, we make the following assumptions:
A1 The map $t \mapsto A(t) \in \operatorname{Sym}(n)$ is $C^{r}$ for some integer $r \geq 2$ and all $t \in \mathbb{R}$.
A2 $\|A(t)\|,\|\dot{A}(t)\|$ and $\|\ddot{A}(t)\|$ are uniformly bounded for $t \in \mathbb{R}$.
A3 The $m$ largest eigenvalues of $A(t)$ are well separated from the others, i.e. there exists $c>0$ such that

$$
\lambda_{i}(t)-\lambda_{j}(t) \geq c,
$$

for $1 \leq i \leq m$ and $m+1 \leq j \leq n, t \in \mathbb{R}$.
Note that conditions (A1) and (A3) imply the existence of a $C^{r}$-curve $t \mapsto R(t) \in O(n)$ of orthogonal transformations such that

$$
R(t)^{\top} A(t) R(t)=\operatorname{diag}\left(D_{1}(t), D_{2}(t)\right)
$$

where $D_{1}(t) \in \operatorname{Sym}(m)$ has the eigenvalues $\lambda_{1}(t), \ldots, \lambda_{m}(t)$ and $D_{2}(t) \in \operatorname{Sym}(n-m)$ has the eigenvalues $\lambda_{m+1}(t), \ldots, \lambda_{n}(t)$ cf. Dieci and Eirola [20]. Note, that the blocks $D_{1}, D_{2}$ are not assumed to be diagonal. Thus for $\left[R_{1}(t) R_{2}(t)\right]:=R(t)$ with $R_{1}(t) \in \mathbb{R}^{n \times m}$ we get $R_{1}(t)^{\top} R_{1}(t)=I_{m}$ and

$$
R_{1}(t)^{\top} A(t) R_{1}(t)=D_{1}(t)
$$

The span of the columns of $R_{1}(t)$ is therefore the principal subspace of $A(t)$, i.e. $V(t)=$ $\operatorname{Im}\left(R_{1}(t)\right)$. Note that for any $Q \in O(m)$, the columns of $R_{1}(t) Q$ also span the principal subspace of $A(t)$.
To eliminate this ambiguity, we work on the Grassmann manifold, or more conveniently, on the Grassmannian $\mathrm{Gr}_{m, n}$. Recall, that the Grassmann manifold $\operatorname{Grass}(m, n)$ is defined as the set of $m$-dimensional subspaces in $\mathbb{R}^{n}$. It is well known that $\operatorname{Grass}(m, n)$ is a compact smooth manifold of dimension $m(n-m)$. In the sequel we prefer to work with an alternative, equivalent definition of the Grassmann manifold via the socalled Grassmannian $\mathrm{Gr}_{m, n}$, which is defined as the set of rank $m$ selfadjoint projection operators in $\mathbb{R}^{n}$ :

$$
\begin{equation*}
\operatorname{Gr}_{m, n}:=\left\{P \in \mathbb{R}^{n \times n} \mid P^{\top}=P, P^{2}=P, \operatorname{tr} P=m\right\} \tag{3.1}
\end{equation*}
$$

It is well known, cf. Helmke and Moore [35], that $f: \operatorname{Gr}_{m, n} \rightarrow \operatorname{Grass}(m, n), P \mapsto$ $\operatorname{Im}(P)$ defines a smooth diffeomorphism. Note, that the Grassmannian $\mathrm{Gr}_{m, n}$ is a Riemannian submanifold of the vector space of all symmetric matrices $\operatorname{Sym}_{n}:=\{S \in$ $\left.\mathbb{R}^{n \times n} \mid S^{\top}=S\right\}$, endowed with the Frobenius inner product. Thus the Frobenius inner product now assumes the role of the Euclidean inner product in $\mathbb{R}^{n}$ and defines a Riemannian metric

$$
<\xi, \eta>:=\operatorname{tr}(\xi \eta)
$$

on each tangent space $T_{P} \mathrm{Gr}_{m, n}$, which is given by

$$
\begin{equation*}
T_{P} \operatorname{Gr}_{m, n}=\left\{[P, \Omega] \mid \Omega \in \mathfrak{s o}_{\mathrm{n}}\right\} \tag{3.2}
\end{equation*}
$$

The information about the principal subspaces of a time-varying family of symmetric matrices $A(t)$ is now fully stored in the $C^{r}$-family of projection operators $P_{*}(t):=$ $R_{1}(t) R_{1}(t)^{\top} \in \operatorname{Gr}_{m, n}$. Thus, in order to characterize the dominant subspaces of $A(t)$, we consider the trace function (Rayleigh quotient function) $f: \operatorname{Gr}_{m, n} \times \mathbb{R} \rightarrow \mathbb{R}$, defined by

$$
\begin{equation*}
f(P, t)=\operatorname{tr}(A(t) P) \tag{3.3}
\end{equation*}
$$

It is well known that the maximum value of $\operatorname{tr}(A(t) P)$ is $\sum_{i=1}^{m} \lambda_{i}(t)$, implying that $P_{*}$ maximizes $f(P, t)$ if and only if $P_{*}=R_{1}(t) R_{1}(t)^{\top}$. Hence, the task of tracking
the principal subspace of $A(t)$ is equivalent to track the points maximizing $f(P, t)$. For this reason, we can characterize the invariant subspaces of $A(t)$ via the zeros of the time-varying gradient vector field grad $f(P, t)$. From [33, 63], explicit forms for the Riemannian gradient grad $f$ and the Riemannian Hessian operator of the Rayleigh quotient function (3.3) are

$$
\begin{align*}
\operatorname{grad} f(P, t) & =[P,[P, A(t)]],  \tag{3.4}\\
H_{f}(P, t) \cdot X & =[P,[X, A(t)]], \quad X \in T_{P} \operatorname{Gr}_{m, n} \tag{3.5}
\end{align*}
$$

The next lemma shows that the points of the curve $P_{*}(t)$, which maximize $f(P, t)$, are well separated from other critical points.

Lemma 3.1. Let $A(t)$ satisfy (A1)-(A3). Then for $t \in \mathbb{R}$ and $P$ sufficiently close to $P_{*}(t)$, the condition grad $f(P, t)=0$ holds if and only if $P=P_{*}(t)$.

Proof. The result follows by assumption on $P$, since $\operatorname{Im}\left(P_{*}(t)\right)$ is an isolated invariant subspace of $A(t)$.

We next derive bounds for the norm of the Riemannian Hessian.
Lemma 3.2. Let $A(t)$ satisfy (A1)-(A3). Then there exist constants $M_{1}, M_{2}>0$ such that the Hessian $H_{f}$ satisfies

$$
M_{1} \leq\left\|H_{f}\left(P_{*}(t), t\right) \cdot \xi\right\| \leq M_{2}
$$

for all $t \in \mathbb{R}$ and all $\xi \in T_{P_{*}(t)} \operatorname{Gr}_{m, n}$ with $\|\xi\|=1$.
Proof. Here and in the following, substitute the symbol $\hat{I}$ to the matrix $\left[\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right]$. Let $P_{*}(t)=: \Theta \hat{I} \Theta^{\top}, \Omega \in \mathfrak{s o}(\mathrm{n})$ and $\xi=\left[P_{*}(t), \Omega\right]$. Consider

$$
\Theta^{\top}\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right) \Theta=-\Theta^{\top}\left[P_{*}(t),\left[A,\left[P_{*}(t), \Omega\right]\right]\right] \Theta=-\left[\hat{I},\left[\Theta^{\top} A \Theta,\left[\hat{I}, \Theta^{\top} \Omega \Theta\right]\right]\right]
$$

Note that $Z:=\Theta^{\top} \Omega \Theta \in \mathfrak{s o}(\mathrm{n})$ satisfies for $Z=\left[\begin{array}{cc}Z_{1} & Z_{2} \\ -Z_{2}^{\top} & Z_{3}\end{array}\right]$

$$
[\hat{I}, Z]=\left[\begin{array}{cc}
0 & Z_{2} \\
Z_{2}^{\top} & 0
\end{array}\right] \in \operatorname{Sym}(n)
$$

Thus,

$$
\Theta^{\top}\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right) \Theta=-\left[\hat{I},\left[N,\left[\begin{array}{cc}
0 & Z_{2} \\
Z_{2}^{\top} & 0
\end{array}\right]\right]\right]
$$

where $N:=\Theta^{\top} A \Theta \in \operatorname{Sym}(n)$. By using $N=\left[\begin{array}{cc}N_{1} & N_{2} \\ N_{2}^{\top} & N_{3}\end{array}\right]$, we obtain

$$
\Theta^{\top}\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right) \Theta=\left[\begin{array}{cc}
0 & Z_{2} N_{3}-N_{1} Z_{2} \\
N_{3} Z_{2}^{\top}-Z_{2}^{\top} N_{1} & 0
\end{array}\right]
$$

showing that

$$
\begin{equation*}
\left\|\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right)\right\|=\left\|\Theta^{\top}\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right) \Theta\right\|=\sqrt{2}\left\|Z_{2} N_{3}-N_{1} Z_{2}\right\| . \tag{3.6}
\end{equation*}
$$

Note that $N_{1}=\Theta_{1}^{\top} A(t) \Theta_{1}$ and $N_{3}=\Theta_{2}^{\top} A(t) \Theta_{2}$, where the columns of $\Theta_{1}$ span the principal subspace of $A(t)$, while $\Theta_{2}$ spans the complementary subspace of $A(t)$. Thus

$$
\left\|Z_{2} N_{3}-N_{1} Z_{2}\right\| \geq \min _{\substack{1 \leq i \leq m \\ m+1 \leq j \leq n}}\left(\lambda_{i}(t)-\lambda_{j}(t)\right)\left\|Z_{2}\right\|
$$

which implies that

$$
\left\|Z_{2} N_{3}-N_{1} Z_{2}\right\| \geq c\left\|Z_{2}\right\|
$$

for some $c>0$, due to assumption (A3). Note further that $\xi=\left[P_{*}(t), \Omega\right] \in T_{P_{*}(t)} \mathrm{Gr}_{m, n}$ satisfies

$$
\Theta^{\top} \xi \Theta=[\hat{I}, Z]=\left[\begin{array}{cc}
0 & Z_{2} \\
Z_{2}^{\top} & 0
\end{array}\right]
$$

which shows, that $\left\|Z_{2}\right\|=\frac{\|\xi\|}{\sqrt{2}}$. Thus,

$$
\left\|\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right)\right\| \geq c\|\xi\|
$$

On the other hand, we get from (3.6), that

$$
\begin{gathered}
\left\|\left(H_{f}\left(P_{*}(t), t\right) \cdot \xi\right)\right\| \leq \sqrt{2}\left\|Z_{2}\right\| \max _{\substack{1 \leq i \leq m \\
m+1 \leq j \leq n}}\left(\lambda_{i}(t)-\lambda_{j}(t)\right) \\
\leq\|\xi\| \max _{\substack{1 \leq \leq \leq \leq \\
m+1 \leq j \leq n}}\left(\lambda_{i}(t)-\lambda_{j}(t)\right) \leq 2\|\xi\|\|A(t)\| .
\end{gathered}
$$

The result follows, using assumption (A2).
We are now able to compute the time-varying Newton flow for the special situation here. Hence, by using (3.4) and (3.5), the differential equation (2.33) becomes the implicit differential equation

$$
\begin{equation*}
[P,[\dot{P}, A(t)]]=-[P,[P, \dot{A}(t)]]-\sigma[P,[P, A(t)]] \tag{3.7}
\end{equation*}
$$

Thus, by applying Theorem 2.3 to this flow, we arrive at the following convergence result for the solutions of (3.7).

Theorem 3.1. Let $A(t)$ satisfy assumptions (A1)-(A3). Then the solution $P(t)$ of (3.7) exists for all $t>0$ and converges exponentially to $P_{*}(t)$, provided that $P(0)$ is chosen sufficiently close to $P_{*}(0)$.

Proof. All we have to check is, whether the function (3.3) satisfies the conditions (1), (2) of Theorem 2.3. This is easily done, using the above Lemma. Since $\mathrm{Gr}_{m, n}$ is a compact Riemannian submanifold of $\mathbb{R}^{n}, \mathrm{Gr}_{m, n}$ is complete with $i^{*}\left(\mathrm{Gr}_{m, n}\right)>0$. Condition (1) follows directly from Lemma 3.2, since $H_{f}(P, t) \cdot \xi=\pi_{P} D \hat{F}(P, t) \cdot \xi$ for $\hat{F}(P, t)=\operatorname{grad} f(P, t)$. Here, $\pi_{P}: \operatorname{Sym}_{n} \rightarrow T_{P} \mathrm{Gr}_{m, n}$ denotes the orthogonal projection onto the tangent space.
To verify Condition (2), consider the derivative of $H_{f}$, which is given by

$$
\pi_{P} D\left(H_{f}(P, t) \cdot \xi\right) \cdot \eta=-\pi_{P}[\eta,[A(t), \xi]]
$$

where $\xi, \eta \in T_{P} \operatorname{Gr}_{m, n}$. Thus for $\|\xi\|=\|\eta\|=1$, we get that

$$
\left\|\pi_{P} D\left(H_{f}(P, t) \cdot \xi\right) \cdot \eta\right\| \leq 4\|A(t)\|
$$

which completes the proof, since assumption (A2) holds.

### 3.2 Subspace tracking algorithms

The above differential equation for subspace tracking is implicit and thus hard to solve numerically. In this section, we therefore abandon the idea of working directly with the continuous time flow (3.7) and focus instead on suitable discretized algorithms. Thus, we specify the general time-varying Newton and parameterized time-varying Newton algorithm of Section 2 to the situation at hand. This leads us to explicit new numerical algorithms (Algorithms 2-4) for subspace tracking. Algorithm 1 is wellknown from the work of [23], [44] and provides the benchmark for our subsequent algorithms. It is implemented by iterative solutions to matrix Sylvester equations, in conjunction with iterative computations of geodesics of the Grassmannian via singular value decompositions. However, no time adaptation step is made, to compensate for the time dependency of the vector fields. Algorithms 2-4 employ solutions to matrix Sylvester equations for smaller scale matrices; Algorithms 3,4 also incorporate adaptive terms to reflect time dependency effects. Instead of working with exact formulas for the geodesics in Algorithms 2,4, we find it more convenient to use approximations of the matrix exponential via the $Q R$-factorization. This has the advantage that the $Q R$-factorization can be exactly computed in finitely many steps, while all algorithms for computing matrix exponentials or singular value decompositions are inherently iterative.

## Algorithm 1: Riemannian Newton

This method uses the standard Riemannian Newton method to track the time-varying extremum $x_{*}(t)$ of a cost function $f: \operatorname{Grass}(m, n) \times \mathbb{R} \rightarrow \mathbb{R}$ on the Grassmann manifold and is due to Lundström and Elden [44]. The authors did not give explicit formulas, but mentioned, that the standard Riemannian Newton algorithm was used to compute the approximation $x_{k+1}$ of $x_{*}\left(t_{k+1}\right)$. Hence, by using the notation of Section 2, the update rule is given by

$$
\begin{equation*}
x_{k+1}=\exp _{x_{k}}\left(-H_{f}\left(x_{k}, t_{k+1}\right)^{-1} \operatorname{grad} f\left(x_{k}, t_{k+1}\right)\right) . \tag{3.8}
\end{equation*}
$$

Note that the use of $t_{k+1}$ in this update rule is crucial to perform a Newton update step towards $x_{*}\left(t_{k+1}\right)$ : If we used $t_{k}$ instead, then the step would go towards $t_{*}\left(t_{k}\right)$ and would lead qualitatively to the same tracking algorithm (up to renumbering). If we used both, i.e. $t_{k}$ in the Hessian and $t_{k+1}$ in the gradient or vice versa, we would not perform a real Newton update step but an inexact Newton method.
Thus the only possible implementation is given by formula (3.8), which obviously works, if all iterates $x_{k}$ lie in the domain of attraction of the Newton method of $\operatorname{grad} f\left(\cdot, t_{k+1}\right)$ for $k \in \mathbb{N}$. The implementation of the algorithm in [44] then follows the computations in Edelman, Arias and Smith [23]. However, the convergence properties of (3.8) for timevarying problems have not been investigated in [44], nor in any previous publication we are aware of.
Thus the Riemannian Newton tracking algorithm is described using matrices $Y(t) \in$ $\mathbb{R}^{n \times m}$ satisfying $Y(t)^{\top} Y(t)=I_{m}$, where the principal subspace of $A(t)$ is given by $\operatorname{Im}(Y(t))$. To compute $Y(t)$ and the corresponding point $P(t)$ on the Grassmannian at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and $h>0$, the task is to maximize the function $f(Y, t):=\frac{1}{2} \operatorname{tr}\left(Y^{\top} A(t) Y\right)$.
As it turned out, this leads to the computation of the solution $\Delta_{k}$ of the Sylvester equation

$$
\Pi_{k} A\left(t_{k+1}\right) \Pi_{k} \Delta_{k}-\Delta_{k} H_{k}=-R_{k},
$$

where $\Pi_{k}=I-Y_{k} Y_{k}^{\top}, H_{k}=Y_{k}^{\top} A\left(t_{k+1}\right) Y_{k}$ and $R_{k}=A\left(t_{k+1}\right) Y_{k}-Y_{k} H_{k}$. Then the sequences $\left(Y_{k}\right)$ and $\left(P_{k}\right)$ are defined by

$$
\begin{gather*}
Y_{k+1}=Y_{k} V_{k} \cos \left(\Sigma_{k}\right) V_{k}^{\top}+U_{k} \sin \left(\Sigma_{k}\right) V_{k}^{\top} \\
P_{k+1}=Y_{k+1} Y_{k+1}^{\top}, \tag{3.9}
\end{gather*}
$$

where $U_{k} \Sigma_{k} V_{k}^{\top}$ is the compact singular value decomposition of $\Delta_{k}$. Thus, this algorithm requires at each step to solve a Sylvester equation for $\Delta \in \mathbb{R}^{n \times m}$ and the computation of the SVD of $\Delta$. Therefore, this method uses an overparameterization of the Grassmannian by the Stiefel manifold.
More efficient implementations of the Riemannian Newton algorithm are possible using parameterized versions of the Newton method as in [33], which in turn is based on the earlier work of [61], [38] and [47]. Since these implementations will also appear in our subsequent algorithms we do not give a parallel treatment here.

## Algorithm 2: Parameterized Riemannian Newton

We now consider a subspace tracking method, which originally was derived for optimization on the Grassmann manifold in [33]. In order to specify this approach for maximization of the time-varying cost function $f: \operatorname{Gr}_{m, n} \times \mathbb{R} \rightarrow \mathbb{R}$, defined by $P \mapsto \operatorname{tr}(A(t) P)$, we consider arbitrary families of smooth local uniform parameterizations $\gamma_{P}: T_{P} \mathrm{Gr}_{m, n} \rightarrow \mathrm{Gr}_{m, n}$ and $\mu_{P}: T_{P} \mathrm{Gr}_{m, n} \rightarrow \operatorname{Gr}_{m, n}$ of the Grassmannian for $P \in \mathrm{Gr}_{m, n}$. The proposed parameterized Riemannian Newton update scheme then is

$$
\begin{equation*}
P_{k+1}=\mu_{P_{k}}\left(-H_{f \circ \hat{\gamma}_{P_{k}}}\left(0, t_{k+1}\right)^{-1} \nabla\left(f \circ \hat{\gamma}_{P_{k}}\right)\left(0, t_{k+1}\right)\right), \tag{3.10}
\end{equation*}
$$

where $\hat{\gamma}_{P}(v, t):=\left(\gamma_{P}(v), t\right)$ for $P \in \operatorname{Gr}_{m, n}, v \in T_{P} \mathrm{Gr}_{m, n}$ and $t \in \mathbb{R}$. Note, that if both families of parameterizations $\mu_{P}$ and $\gamma_{P}$ are chosen to be equal to the Riemannian exponential map $\exp _{P}: T_{P} \mathrm{Gr}_{m, n} \rightarrow \mathrm{Gr}_{m, n}$, then (3.10) becomes equivalent to the Riemannian Newton method (3.8). Other choices of local parameterizations therefore lead to modifications of the Riemannian Newton method. In the sequel, we find it convenient to replace the Riemannian exponential map by $Q R$-coordinates on the Grassmannian. In contrast to this, the parameterization $\gamma_{P}$ is set to the Riemannian exponential map $\exp _{P}$. Then, the parameterized gradient and parameterized Hessian are equal to the Riemannian gradient and Hessian, cf. [33] for details. Thus, (3.10) turns into

$$
\begin{equation*}
P_{k+1}=\mu_{P_{k}}\left(-H_{f}\left(P_{k}, t_{k+1}\right)^{-1} \operatorname{grad} f\left(P_{k}, t_{k+1}\right)\right) \tag{3.11}
\end{equation*}
$$

which leads to the following tracking algorithm for the principal subspace $P_{k}$ of a time-varying symmetric matrix $A(t)$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and $h>0$. Let $P_{0} \in \mathrm{Gr}_{m, n}$ with $\Theta_{0} \in O(n)$ such that

$$
P_{0}=\Theta_{0}\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] \Theta_{0}^{\top} .
$$

Then, assuming that $\Theta_{k}$ has been computed already, we define

$$
\left[\begin{array}{ll}
N_{1} & N_{2} \\
N_{2}^{\top} & N_{3}
\end{array}\right]:=\Theta_{k}^{\top} A\left(t_{k+1}\right) \Theta_{k}
$$

Let $Z_{k} \in \mathbb{R}^{m \times(n-m)}$ denote the solution to the Sylvester equation

$$
N_{1} Z_{k}-Z_{k} N_{3}=N_{2}
$$

Then the next iteration step is given as

$$
P_{k+1}=\Theta_{k+1}\left[\begin{array}{cc}
I_{m} & 0  \tag{3.12}\\
0 & 0
\end{array}\right] \Theta_{k+1}^{\top}
$$

where

$$
\Theta_{k+1}=\Theta_{k}\left[\begin{array}{cc}
I_{m} & -Z_{k} \\
Z_{k}^{\top} & I_{n-m}
\end{array}\right]_{\mathrm{Q}}
$$

Hence to use this algorithm, one needs at each step to solve a Sylvester equation for $Z \in \mathbb{R}^{m \times(n-m)}$ and the execution of the QR-algorithm for a $m \times n$ and a $(n-m) \times n$ matrix, cf. Remark 3.1. Therefore, this algorithm has computationally advantages, compared to Algorithm 1, which requires that a Sylvester equation is solved on matrix space of dimension $m n$. In contrast, the Sylvester equation in Algorithm 2 has to be solved on a matrix space of dimension $m(n-m)$. Since the dimension of the Grassmann manifold is $m(n-m)$, this is the minimal number of parameters that have to be computed. This property of working with the minimal number of parameters is also true for the subsequent algorithms. The resulting advantages are confirmed by numerical examples in the next section.

Remark 3.1. The computation of $\left[\begin{array}{cc}I_{m} & -Z_{k} \\ Z_{k}^{\top} & I_{n-m}\end{array}\right]_{\mathrm{Q}}$ can be effectively done by computing the $Q$-factor of the block columns separately, i.e.

$$
\left[\begin{array}{cc}
I_{m} & -Z_{k} \\
Z_{k}^{\top} & I_{n-m}
\end{array}\right]_{\mathrm{Q}}=\left(\left[\begin{array}{c}
I_{m} \\
Z_{k}^{\top}
\end{array}\right]_{\mathrm{Q}}\left[\begin{array}{c}
-Z_{k} \\
I_{n-m}
\end{array}\right]_{\mathrm{Q}}\right)
$$

This relation holds since the first block column $\left[\begin{array}{ll}I_{m} & Z_{k}\end{array}\right]^{\top}$ is orthogonal to $\left[-Z_{k}^{\top} I_{n-m}\right]^{\top}$.

## Algorithm 3: Time-varying Newton

In contrast to the previous two methods, this method is derived from a truly timevarying approach. It comes from the discretization of the Newton flow (3.7) and computes approximations $P_{k}$ of the principal subspace $P_{*}\left(t_{k}\right)$ of $A\left(t_{k}\right)$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and step size $h>0$. It is given by

$$
\begin{equation*}
P_{k+1}=\exp _{P_{k}}\left(-H_{f}\left(P_{k}, t_{k}\right)^{-1}\left(\operatorname{grad} f\left(P_{k}, t_{k}\right)+h G_{h}\left(P_{k}, t_{k}\right)\right)\right) \tag{3.13}
\end{equation*}
$$

where $\exp _{P_{k}}$ denotes the exponential map of $\mathrm{Gr}_{m, n}$ at $P_{k}$ and $G_{h}(P, t)$ is a suitable approximation of $\frac{\partial}{\partial t} \operatorname{grad} f(P, t)$. Thus, by using an approximation $A_{h}(t)$ of $\dot{A}(t)$, we set $G_{h}\left(P_{k}, t_{k}\right)=\left[P_{k},\left[P_{k}, A_{h}\left(t_{k}\right)\right]\right]$.
To implement the discrete tracking algorithm (3.13) however, we need formulas for the inverse Hessian operator and the exponential map. Note, that for $\xi=[P, \Omega](\Omega \in \mathfrak{s o}(\mathrm{n}))$ the equation

$$
H_{f}(P, t) \xi=-\operatorname{grad} f(P, t)-h G_{h}(P, t)
$$

becomes equivalent to

$$
[P,[A(t),[P, \Omega]]]=\left[P,\left[P, A(t)+h A_{h}(t)\right]\right],
$$

and thus to

$$
\Theta^{\top}[P,[A(t),[P, \Omega]]] \Theta=\Theta^{\top}\left[P,\left[P, A(t)+h A_{h}(t)\right]\right] \Theta, \quad \text { where } \Theta \in \mathrm{O}(\mathrm{n})
$$

Thus, for $P=: \Theta \hat{I} \Theta^{\top}$, the above equation turns into

$$
\begin{equation*}
\left[\hat{I},\left[\Theta^{\top} A(t) \Theta,\left[\hat{I}, \Theta^{\top} \Omega \Theta\right]\right]\right]=\left[\hat{I},\left[\hat{I}, \Theta^{\top}\left(A(t)+h A_{h}(t)\right) \Theta\right]\right] . \tag{3.14}
\end{equation*}
$$

Let $N:=\Theta^{\top} A(t) \Theta \in \operatorname{Sym}(n), N(t)=\left[\begin{array}{cc}N_{1} & N_{2} \\ N_{2}^{\top} & N_{3}\end{array}\right]$ and let $M:=\Theta^{\top}(A(t)+$ $\left.h A_{h}(t)\right) \Theta \in \operatorname{Sym}(n), M(t)=\left[\begin{array}{ll}M_{1} & M_{2} \\ M_{2}^{\top} & M_{3}\end{array}\right]$. Note that $Z:=\Theta \Omega \Theta^{\top} \in \mathfrak{s o}(\mathrm{n}), Z=$ $\left[\begin{array}{cc}Z_{1} & Z_{2} \\ -Z_{2}^{\top} & Z_{3}\end{array}\right]$ satisfies

$$
[\hat{I}, Z]=\left[\begin{array}{cc}
0 & Z_{2} \\
Z_{2}^{\top} & 0
\end{array}\right] \in \operatorname{Sym}(n)
$$

Thus, the equation (3.14) is equivalent to

$$
\left[\hat{I},\left[N,\left[\begin{array}{cc}
0 & Z_{2} \\
Z_{2}^{\top} & 0
\end{array}\right]\right]\right]=[\hat{I},[\hat{I}, M]]
$$

which shows, that the inverse of $H_{f}$ is obtained by solving the following Sylvester equation for $Z_{2}$ :

$$
\begin{equation*}
N_{1} Z_{2}-Z_{2} N_{3}=M_{2} \tag{3.15}
\end{equation*}
$$

This is the first result needed for the implementation of the discrete update scheme. We also need the formula of the exponential map of $\mathrm{Gr}_{m, n}$, which is given at $P=$ $\Theta\left[\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right] \Theta^{\top}, \Theta \in O(n)$, by

$$
\exp _{P}(\xi)=\Theta\left[\begin{array}{c}
\cos \sqrt{Z_{2} Z_{2}^{\top}}  \tag{3.16}\\
-\frac{\sin \sqrt{Z_{2}^{\top} Z_{2}}}{\sqrt{Z_{2}^{\top} Z_{2}}} Z_{2}^{\top}
\end{array}\right]\left[\begin{array}{ll}
\cos \sqrt{Z_{2} Z_{2}^{\top}} & \left.-Z_{2} \frac{\sin \sqrt{Z_{2}^{\top} Z_{2}}}{\sqrt{Z_{2}^{\top} Z_{2}}}\right] \Theta^{\top},, ~, ~
\end{array}\right.
$$

cf. [33]. Here, $Z_{2}$ is also defined for $\xi=[P, \Omega] \in T_{P} \mathrm{Gr}_{m, n}$ by $Z:=\Theta^{\top} \Omega \Theta \in \mathfrak{s o ( n )}$ with $Z=\left[\begin{array}{cc}Z_{1} & Z_{2} \\ -Z_{2}^{\top} & Z_{3}\end{array}\right]$.
Thus, the update scheme (3.13) can be rewritten as

$$
P_{k+1}=\Theta_{k}\left[\begin{array}{c}
\cos \sqrt{Z_{2} Z_{2}^{\top}}  \tag{3.17}\\
-\frac{\sin \sqrt{Z_{2}^{\top} Z_{2}}}{\sqrt{Z_{2}^{\top} Z_{2}}} Z_{2}^{\top}
\end{array}\right]\left[\cos \sqrt{Z_{2} Z_{2}^{\top}}-Z_{2} \frac{\sin \sqrt{Z_{2}^{\top} Z_{2}}}{\sqrt{Z_{2}^{\top} Z_{2}}}\right] \Theta_{k}^{\top}
$$

where $Z_{2}$ solves the Sylvester equation (3.15) and $\Theta_{k} \in O(n)$ satisfies

$$
P_{k}=\Theta_{k}\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] \Theta_{k}^{\top} .
$$

The convergence property of this update scheme is characterized in the next theorem.
Theorem 3.2. Let $A(t)$ satisfy (A1)-(A3). Let $A_{h}(t)=A_{h}(t)^{\top}, t \in \mathbb{R}$, be an arbitrary family of symmetric matrices such that $\left\|\dot{A}(t)-A_{h}(t)\right\|<\tilde{\text { ch }}$ holds for all $h>0, t \in \mathbb{R}$ and some constant $\tilde{c}>0$. Then for $c>0$ and sufficiently small $h>0$, the update scheme (3.17) satisfies for $k \in \mathbb{N}$

$$
\operatorname{dist}\left(P_{k}, P_{*}\left(t_{k}\right)\right) \leq c h
$$

provided that $\operatorname{dist}\left(P_{0}, P_{*}(0)\right) \leq$ ch.
Proof. With $f$ defined as in (3.3), we obviously have that $G_{h}(P, t):=\left[P,\left[P, A_{h}(t)\right]\right]$ is an approximation of $\frac{\partial}{\partial t} \operatorname{grad} f(P, t)$ such that for some $R, \tilde{C}>0$

$$
\left\|G_{h}(P, t)-\frac{\partial}{\partial t} \operatorname{grad} f(P, t)\right\| \leq \tilde{C} h
$$

for all $h>0, P \in \mathcal{B}_{R}\left(P_{*}(t)\right), t \in \mathbb{R}$. Moreover, it has been already shown in the proof of Theorem 3.1, that the assumptions of Theorem 2.3 are satisfied under these conditions. Note that condition 1 of Theorem 2.3 implies in particular, that $\left\|\pi_{T_{x *(t)} M} D \hat{F}\left(x_{*}(t), t\right)^{-1}\right\|$ is bounded for $t \in \mathbb{R}$, where we used the notation of Theorem 2.3.

It remains only to establish bounds on the norm of some partial derivatives of the gradient that appear in Theorem 2.4. But this follows immediately from the identities

$$
\frac{\partial}{\partial t} \operatorname{grad} f(P, t)=[P,[P, \dot{A}(t)]]
$$

and

$$
\frac{\partial^{2}}{\partial t^{2}} \operatorname{grad} f(P, t)=[P,[P, \ddot{A}(t)]]
$$

together with the uniform boundedness of $\|P\|,\|\dot{A}(t)\|$ and $\|\ddot{A}(t)\|$ for $P \in \operatorname{Gr}_{m, n}$ and $t \in \mathbb{R}$. Thus the assumptions of Theorem 2.4 are satisfied and the result follows from Theorem 2.4.

The update scheme (3.17) can be implemented as follows.

## Implementation of Algorithm 3 (Time-varying Newton)

1. Choose the step size $h>0$ and $P_{0} \approx P_{*}(0)$ with $P_{0} \in \mathrm{Gr}_{m, n}$ and set $k=0$.
2. Pick an orthogonal matrix $\Theta_{k} \in O(n)$ such that

$$
P_{k}=\Theta_{k}\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] \Theta_{k}^{\top} .
$$

3. Compute for $t_{k}=k h$

$$
\left[\begin{array}{ll}
N_{1} & N_{2} \\
N_{2}^{\top} & N_{3}
\end{array}\right]=\Theta_{k}^{\top} A\left(t_{k}\right) \Theta_{k}
$$

and

$$
\left[\begin{array}{ll}
M_{1} & M_{2} \\
M_{2}^{\top} & M_{3}
\end{array}\right]=\Theta_{k}^{\top}\left(A\left(t_{k}\right)+h A_{h}\left(t_{k}\right)\right) \Theta_{k}
$$

4. Solve the Sylvester equation

$$
N_{1} Z_{k}-Z_{k} N_{3}=M_{2}
$$

for $Z_{k} \in \mathbb{R}^{m \times(n-m)}$.
5. Compute

$$
P_{k+1}=\Theta_{k}\left[\begin{array}{c}
\cos \sqrt{Z_{k} Z_{k}^{\top}} \\
-\frac{\sin \sqrt{Z_{k}^{\top} Z_{k}}}{\sqrt{Z_{k}^{\top} Z_{k}}} Z_{k}^{\top}
\end{array}\right]\left[\begin{array}{ll}
\cos \sqrt{Z_{k} Z_{k}^{\top}} & -Z_{k} \frac{\sin \sqrt{Z_{k}^{\top} Z_{k}}}{\sqrt{Z_{k}^{\top} Z_{k}}}
\end{array} \Theta_{k}^{\top},\right.
$$

6. Set $k=k+1$ and proceed with 2 ).

## Algorithm 4: Parameterized time-varying Newton

Here we introduce a tracking algorithm for the time-varying principal subspace $P_{*}(t)$ of $A(t)$ by using parameterizations of the Grassmannian. It will turn out, that this approach leads to a much simpler update scheme than the formulas derived for Algorithm 3.

For $P \in \mathrm{Gr}_{m, n}$, we consider the family of smooth local parameterizations

$$
\begin{gathered}
\mu_{P}: T_{P} \mathrm{Gr}_{m, n} \rightarrow \mathrm{Gr}_{m, n}, \\
\xi \mapsto(I+[\xi, P])_{Q} P(I+[\xi, P])_{Q}^{\top},
\end{gathered}
$$

where $(A)_{Q}$ denotes the $Q$ factor of the $Q R$-factorization $A=Q R=(A)_{Q} R$ of $A$. For this reason, we also call this parameterization QR-coordinates on the Grassmannian. It is easily seen, cf. [33], that the map $\mu_{P}$ is smooth on the tangent space $T_{P} \mathrm{Gr}_{m, n}$ with $\mu_{P}(0)=P$ and the derivative of the parameterization $D \mu_{P}(0): T_{P} \mathrm{Gr}_{m, n} \rightarrow T_{P} \mathrm{Gr}_{m, n}$ is equal to the identity map id. Moreover,

$$
\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} \varepsilon^{2}} \mu_{P}(\varepsilon \xi)\right|_{\varepsilon=0}=\Theta\left[\begin{array}{cc}
-2 Z Z^{\top} & 0  \tag{3.18}\\
0 & 0
\end{array}\right] \Theta^{\top}
$$

where $\xi=\Theta\left[\begin{array}{cc}0 & Z \\ Z^{\top} & 0\end{array}\right] \Theta^{\top}$ for $P=\Theta\left[\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right] \Theta^{\top}$.
To generate a sequence $\left\{P_{k}\right\}$, which tracks the maximum $P_{*}(t)$ of $f$ at discrete times $t=t_{k}$ for $k \in \mathbb{N}, h>0$, we consider the parameterized time-varying Newton algorithm

$$
P_{k+1}=\mu_{P_{k}}\left(-H_{f}\left(P_{k}, t_{k}\right)^{-1}\left(\operatorname{grad} f\left(P_{k}, t_{k}\right)+h G_{h}\left(P_{k}, t_{k}\right)\right)\right)
$$

where $G_{h}\left(P_{k}, t\right)$ denotes an approximation of $\frac{\partial}{\partial t} \operatorname{grad} f\left(P_{k}, t\right)$, cf. equation (2.36). Note that we set the second parameterization $\gamma_{P}$ in (2.36) to be equal to the Riemannian normal coordinates, which enabled us to replace the parameterized gradient and Hessian of $f$ by the Riemannian gradient and Hessian in the above formula, cf. [33] for details. We now attempt to derive a more explicit form of this algorithm. Using an approximation $A_{h}(t)$ for $\dot{A}(t)$ and setting $G_{h}(P, t)$ to $\left[P,\left[P, A_{h}(t)\right]\right.$, the above equation is equivalent to

$$
P_{k+1}=\mu_{P_{k}}\left(\left(\operatorname{ad}_{P} \circ \operatorname{ad}_{A\left(t_{k}\right)}\right)^{-1}\left(\left[P,\left[P, A\left(t_{k}\right)+h A_{h}\left(t_{k}\right)\right]\right]\right)\right) .
$$

In the previous section, it has been shown, that $\left(\operatorname{ad}_{P} \circ \operatorname{ad}_{A(t)}\right)^{-1}\left(\left[P,\left[P, A(t)+h A_{h}(t)\right]\right]\right)$ equals $\Theta\left[\begin{array}{rr}0 & Z \\ Z^{\top} & 0\end{array}\right] \Theta^{\top}$, where $Z \in \mathbb{R}^{m \times(n-m)}$ solves equation (3.15). The update scheme therefore simplifies to

$$
P_{k+1}=\mu_{P_{k}}\left(\Theta_{k}\left[\begin{array}{cc}
0 & Z \\
Z^{\top} & 0
\end{array}\right] \Theta_{k}^{\top}\right)
$$

which can be conveniently rewritten as follows:

$$
P_{k+1}=\Theta_{k}\left[\begin{array}{cc}
I_{m} & -Z  \tag{3.19}\\
Z^{\top} & I_{n-m}
\end{array}\right]_{Q}\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
I_{m} & -Z \\
Z^{\top} & I_{n-m}
\end{array}\right]_{Q}^{\top} \Theta_{k}^{\top}
$$

The convergence properties of the algorithm are stated in the next result.
Theorem 3.3. Under the same assumption as for Theorem 3.2, for $c>0$ and sufficiently small $h>0$, the sequence (3.19) satisfies

$$
\operatorname{dist}\left(P_{k}, P_{*}\left(t_{k}\right)\right) \leq c h
$$

for all $k \in \mathbb{N}$ and $t_{k}=k h$, provided that $P_{0}$ is sufficiently close to $P_{*}(0)$.

Proof. In order to apply Main Theorem 2.3, we check first the conditions regarding the parameterization $\mu_{P}(\xi)=(I+[\xi, P])_{Q} P(I+[\xi, P])_{Q}^{\top}$.
As mentioned before, the map $\mu_{P}$ is smooth on the tangent space $T_{P} \mathrm{Gr}_{m, n}$ with $\mu_{P}(0)=$ $P$ and the derivative of the parameterization $D \mu_{P}(0): T_{P} \operatorname{Gr}_{m, n} \rightarrow T_{P} \mathrm{Gr}_{m, n}$ is equal to the identity map id. Thus, it remains to check, if the $\left\|D^{2} \mu_{P}(\xi)\right\|$ is uniformly bounded for $\xi \in B_{R}(0), P \in \mathrm{Gr}_{m, n}$ for some fixed $R>0$.
For $P=\Theta\left[\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right] \Theta^{\top}$, and $\xi=\Theta\left[\begin{array}{cc}0 & Z \\ Z^{\top} & 0\end{array}\right] \Theta^{\top}$, we have $[\xi, P]=\Theta\left[\begin{array}{cc}0 & -Z \\ Z^{\top} & 0\end{array}\right] \Theta^{\top}$ and the parameterization turns into

$$
\mu_{P}\left(\Theta\left[\begin{array}{cc}
0 & Z \\
Z^{\top} & 0
\end{array}\right] \Theta^{\top}\right)=\left(\Theta\left[\begin{array}{cc}
I & -Z \\
Z^{\top} & I
\end{array}\right] \Theta^{\top}\right)_{Q} P\left(\left(\Theta\left[\begin{array}{cc}
I & -Z \\
Z^{\top} & I
\end{array}\right] \Theta^{\top}\right)_{Q}\right)^{\top}
$$

which can be rewritten as

$$
\mu_{P}\left(\Theta\left[\begin{array}{cc}
0 & Z \\
Z^{\top} & 0
\end{array}\right] \Theta^{\top}\right)=\Theta\left[\begin{array}{cc}
I & -Z \\
Z^{\top} & I
\end{array}\right]_{Q}\left[\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right]\left(\left[\begin{array}{cc}
I & -Z \\
Z^{\top} & I
\end{array}\right]_{Q}\right)^{\top} \Theta^{\top}
$$

Now let $R: \mathbb{R}^{m \times(n-m)} \rightarrow O(n)$ be defined by $Z \mapsto\left[\begin{array}{cc}I & -Z \\ Z^{\top} & I\end{array}\right]_{Q}$ and note that $\left[\begin{array}{cc}I & -Z \\ Z^{\top} & I\end{array}\right]$ is invertible for all $Z \in \mathbb{R}^{m \times(n-m)}$. Since the QR factorization is smooth for general invertible matrices, cf. [33], we conclude, that the derivatives of $R$ exist and the norms of the derivatives $D R(Z): \mathbb{R}^{m \times(n-m)} \rightarrow s o(n)$ and $D^{2} R(Z)$ : $\mathbb{R}^{m \times(n-m)} \times \mathbb{R}^{m \times(n-m)} \rightarrow s o(n)$ are uniformly bounded for $Z \in B_{R}(0)$ for arbitrary but fixed $R>0$. Since $\|\Theta\|=1$, we get that $\left\|D^{2} \mu_{P}(\xi)\right\|$ is bounded for $\|\xi\| \leq \sqrt{2} R$ and all $P \in \mathrm{Gr}_{m, n}$. This shows that the parameterization satisfies the necessary conditions.
With $f$ defined as in (3.3), we obviously have that ${\underset{\tilde{C}}{h}}(P, t):=\left[P,\left[P, A_{h}(t)\right]\right]$ is an approximation of $\frac{\partial}{\partial t} \operatorname{grad} f(P, t)$ such that for some $R, \tilde{C}>0$

$$
\left\|G_{h}(P, t)-\frac{\partial}{\partial t} \operatorname{grad} f(P, t)\right\| \leq \tilde{C} h
$$

for all $h>0, P \in \mathcal{B}_{R}\left(P_{*}(t)\right), t \in \mathbb{R}$.
Hence, to employ Main Theorem 2.3, it remains to show for some $\tilde{R}>0$ the boundedness of

1. $\left\|H_{f}\left(P_{*}(t), t\right)\right\|^{-1}$ for all $t \in \mathbb{R}$,
2. $\left\|H_{f}\left(P_{*}(t), t\right)\right\|$ for all $t \in \mathbb{R}$,
3. $\left\|\frac{\partial}{\partial t} \operatorname{trad} f(P, t)\right\|$ for all $P \in \mathcal{B}_{\tilde{R}}\left(P_{*}(t)\right), t \in \mathbb{R}$,
4. $\left\|D H_{f}(P, t)\right\|,\left\|\frac{\partial^{2}}{\partial t^{2}} \operatorname{grad} f(P, t)\right\|,\left\|\frac{\partial}{\partial t} H_{f}(P, t)\right\|$ for all $P \in \mathcal{B}_{\tilde{R}}\left(P_{*}(t)\right), t \in \mathbb{R}$.

To see (1) it suffices to note Lemma 3.2. The second claim (2) follows from (3.5) and the boundedness of $\|A(t)\|$ and $\left\|P_{*}(t)\right\|$. The remaining conditions can be easily seen by computing the derivatives of (3.4) and (3.5), since $\|\dot{A}(t)\|$ and $\|\ddot{A}(t)\|$ are bounded.

## Implementation of Algorithm 4 (Parameterized time-varying Newton)

The update scheme (3.19) defines the following tracking algorithm.

1. Choose the step size $h>0, P_{0} \approx P_{*}(0)$ with $P_{0} \in \mathrm{Gr}_{m, n}$ and pick an orthogonal matrix $\Theta_{0} \in O(n)$ such that

$$
P_{0}=\Theta_{0}\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] \Theta_{0}^{\top},
$$

and set $k=0$.
2. Compute for $t_{k}=k h$

$$
\left[\begin{array}{ll}
N_{1} & N_{2} \\
N_{2}^{\top} & N_{3}
\end{array}\right]=\Theta_{k}^{\top} A\left(t_{k}\right) \Theta_{k}
$$

and

$$
\left[\begin{array}{ll}
M_{1} & M_{2} \\
M_{2}^{\top} & M_{3}
\end{array}\right]=\Theta_{k}^{\top}\left(A\left(t_{k}\right)+h A_{h}\left(t_{k}\right)\right) \Theta_{k}
$$

3. Solve the Sylvester equation

$$
N_{1} Z_{k}-Z_{k} N_{3}=M_{2}
$$

for $Z_{k} \in \mathbb{R}^{m \times(n-m)}$.
4. Compute

$$
\Theta_{k+1}=\Theta_{k}\left[\begin{array}{ll}
I_{m} & -Z_{k} \\
Z_{k}^{\top} & I_{n-m}
\end{array}\right]_{\mathrm{Q}} \quad \text { and } \quad P_{k+1}=\Theta_{k+1}\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] \Theta_{k+1}^{\top}
$$

5. Set $k=k+1$ and proceed with 2).

Note that the implementation of this algorithm is considerably cheaper than the method defined by Theorem 3.2. In particular, the computation of $\Theta_{k+1}$ is much simpler than in Algorithm 3.

Remark 3.2. Minor subspace tracking
Computing the minor components of a matrix frequently arises in signal processing applications. Here the $m$-dimensional minor subspace of the symmetric matrix $A(t)$, is defined by the space spanned by the $m$ smallest eigenvectors of $A(t)$. Since the
algorithms for the principal subspace tracking are derived by maximizing the cost function $f(P, t)=\operatorname{tr}(A(t) P)$, it is trivial to use such algorithms for minor subspace analysis. In fact, we just have apply the above methods to the matrix $-A(t)$, since the principal subspace of $-A(t)$ is the minor subspace of $A(t)$. Therefore, the above algorithms can be used both for principal and minor component analysis.

### 3.3 Numerical results

All simulations were performed in Matlab, version 6.5. If not stated otherwise, we used $N=40$ steps, step size $h=0.025$, and considered the matrix

$$
\begin{equation*}
A(t)=X_{*}(t) K(t) X_{*}(t)^{\top} \tag{3.20}
\end{equation*}
$$

for $K(t)=\operatorname{diag}\left(a_{10}+\sin (10 t), \ldots, a_{1}+\sin (1 t)\right)$,

$$
X_{*}(t)=R^{\top}\left[\begin{array}{ccc}
\cos (t) & \sin (t) & 0  \tag{3.21}\\
-\sin (t) & \cos (t) & 0 \\
0 & 0 & I_{8}
\end{array}\right] R
$$

Here, $R \in O(10)$ is a fixed random orthogonal matrix and $a_{i}:=2.5 i$ for $i=1, \ldots, 10$. We always used a 2 nd order approximation $A_{h}(t)$ for $\dot{A}(t)$.
Example 1: Investigation of the time-varying subspace tracking algorithms In the first simulation, we track the 3-dimensional principal subspace of $A\left(t_{k}\right)$ at discrete times $t_{k}=k h$ for $k=1, \ldots, 40$. We applied the parameterized time-varying Newton method (Algorithm 4) to track $P_{*}\left(t_{k}\right)$, which significantly simplifies the computations, compared to Algorithm 3. In order to test the error correction of the method, we generate perturbed initial values $P^{\prime}:=P_{*}(0)+B$, where $B$ is a random matrix with entries in $(-0.2,0.2)$. Then the perturbed starting point $P_{0}$ is obtained by orthogonalizing $P^{\prime}$ via the QR -algorithm.
From the error plot, where $\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$ is shown, we observe a fast convergence to zero, cf. Figure 3.1, indicating the robustness of the chosen method. The mean error $\frac{1}{10} \sum_{k=31}^{40}\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$ of the 10 last points was about $1.2 \cdot 10^{-4}$.
In Figure 3.2, the trace of $A\left(t_{k}\right) P_{k}$ is compared to the sum of the first three principal eigenvalues $\lambda_{1}\left(t_{k}\right), \ldots, \lambda_{3}\left(t_{k}\right)$. We observe that after a few initial steps, these magnitudes are practically equal, confirming that $P_{k}$ approximatively maximizes $\operatorname{tr}\left(A\left(t_{k}\right) P\right)$.
Note that Algorithm 4 computes a matrix $\Theta_{k}$ and sets $P_{k}=\Theta_{k}\left[\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right] \Theta_{k}^{\top}$. This orthogonal matrix $\Theta_{k}$ has the property, that the leading columns $\Theta_{k}\left[I_{3} 0\right]^{\top} \in \mathbb{R}^{10 \times 3}$ approximatively span the principal subspace of $A\left(t_{k}\right)$. We therefore computed the eigenvalues of $\left[I_{3} 0\right] \Theta_{k}^{\top} A\left(t_{k}\right) \Theta_{k}\left[I_{3} 0\right]^{\top}$ and compared them with the dominant eigenvalues of $A\left(t_{k}\right)$, cf. Figure 3.3. Here fast convergence of the eigenvalues of $\left[I_{3} 0\right] \Theta_{k}^{\top} A\left(t_{k}\right) \Theta_{k}\left[I_{3} 0\right]^{\top}$ to the principal eigenvalues of $A\left(t_{k}\right)$ is observed.
Next, we investigate the influence of the step size on the accuracy of Algorithm 4 by changing the step size after each run. We use perfect initial conditions, i.e. $P_{0}=P_{*}(0)$


Figure 3.1: The evolution of the error $\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$. The parameterization method (3.19) was used.

| Step size h | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.1 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Accuracy | $2.1 \cdot 10^{-5}$ | $7.0 \cdot 10^{-5}$ | $1.4 \cdot 10^{-4}$ | $3.4 \cdot 10^{-4}$ | $4.7 \cdot 10^{-4}$ | $6.1 \cdot 10^{-3}$ |

Table 3.1: The accuracy of Algorithm 4 for different step sizes.


Figure 3.2: The evolution of $\operatorname{tr}\left(P_{k} A\left(t_{k}\right)\right)$ (dotted) compared to the sum of the principal eigenvalues $\lambda_{1}\left(t_{k}\right), \lambda_{2}\left(t_{k}\right), \lambda_{3}\left(t_{k}\right)$, corresponding to Figure 3.1.
and define the accuracy by $\frac{1}{40} \sum_{k=1}^{40}\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$. The results are given in Table 3.1 and show, that the error is increasing overproportionally to the step size.

## Example 2: Behavior near coalescing principal and minor eigenvalues

Note that we needed to assume that the smallest principal eigenvalue is well separated from the minor eigenvalues, to prove the convergence of the tracking algorithms. Thus, we also checked the algorithm's behavior in the case of "almost coalescing principal and minor eigenvalues". Since the algorithm also works in case of some identical eigenvalues we considered the following setup:
The matrix $A(t)$ was defined as in (3.20), where now $K(t)=\operatorname{diag}\left(a_{1}(t), \ldots, a_{10}(t)\right)$ for $a_{1}(t)=a_{2}(t)=a_{3}(t)=2.001-\sin (t)$ and $a_{4}(t)=\ldots=a_{10}(t)=\sin (t)$. We computed the 3-dimensional principal subspace $P_{k} \approx P_{*}\left(t_{k}\right)$ of $A\left(t_{k}\right)$ for $k=1, \ldots, 80$ by using Algorithm 4. For $t=\pi / 2$, we have $\lambda_{3}(t)=1.001$ and $\lambda_{4}(t)=1$. Thus for $k=63$, we can expect a perturbation in the algorithm's output, since $t_{63}=63 \times 0.025=1.575 \simeq \pi / 2$. Figure 3.4 exhibits the error $\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$ of the algorithm's output. In fact, we observe a perturbation behavior around $k=63$, which, however, does not cause a breakdown of the algorithm. This again reflects the robustness of the used method.

Example 3: Subspace tracking using the parameterized Newton algorithm Using the same setups as in the above numerical examples, we checked, if the parameterized Newton algorithm (Algorithm 2) is also able to track the time-varying principal subspace of $A(t)$. It turned out, that this is true for all considered examples, and in


Figure 3.3: The eigenvalues of $\left[I_{3} 0\right] \Theta_{k}^{\top} A\left(t_{k}\right) \Theta_{k}\left[I_{3} 0\right]^{\top}$ (dotted) compared to the principal eigenvalues of $A\left(t_{k}\right)$, corresponding to Figure 3.1.


Figure 3.4: Almost coalescing eigenvalues: The error plot $\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$.
addition, the accuracy of the computed values was better than the results of Algorithm 4. E.g. for step size 0.025 and $A(t)$ as defined in Example 1, we observed an accuracy of $3.2 \cdot 10^{-6}$ which is significantly better than $1.2 \cdot 10^{-4}$ for Algorithm 4 .
This is a phenomenon, which we have observed also in other simulations: if the situation is such, that the standard (parameterized) Newton method is also able to perform the tracking task, then the results have a better accuracy than those based on the timevarying approach. The main advantage of the time-varying Newton update scheme is, that it is more robust under perturbations and allows larger step sizes.
We therefore increased the step sizes to 0.1 and increased the time-dependency of the principal subspace by 5 times; i.e. we used $\tilde{X}_{*}(t):=X_{*}(5 t)$ instead of $X_{*}(t)$ in equation (3.20). We computed 40 steps for 100 test runs using different random matrices $R$ in (3.21) and started with perfect initial conditions in each test.

Then we observed exactly what is expected: The time-varying Newton algorithm is still able to perform the tracking task with an accuracy of $1.1 \cdot 10^{-1}$ in all test runs. The parameterized Newton algorithm (Algorithm 2) showed in $75 \%$ of all cases a higher accuracy, but in the remaining $25 \%$, the algorithm completely failed. The failure could be observed in the error plots, where the values arbitrarily varied between 0 and 1 .
In order to combine the robustness of the time-varying Newton (Algorithm 4) with the accuracy of the parameterized Newton update scheme (Algorithm 2), we suggest to merge these methods. Thus Algorithm 4 is extended by an additional corrector step. The implementation is as follows:

## Algorithm 4': Extended parameterized time-varying Newton

For $P_{k} \in \mathrm{Gr}_{m, n}$ and $\Theta_{k} \in O(n)$ with $P_{k}=\Theta_{k}\left[\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right] \Theta_{k}^{\top}$, compute $P_{k+1}$ and $\Theta_{k+1}$ in two steps:

1. Obtain estimates $P_{k+1}^{\prime}$ and $\Theta_{k+1}^{\prime}$ of $P_{k+1}$ and $\Theta_{k+1}$ by applying one step of Algorithm 4 (i.e. by evaluating equation (3.19)).
2. $P_{k+1}$ and $\Theta_{k+1}$ are given for $\left[\begin{array}{cc}N_{1} & N_{2} \\ N_{2}^{\top} & N_{3}\end{array}\right]=\left(\Theta_{k+1}^{\prime}\right)^{\top} A\left(t_{k+1}\right) \Theta_{k+1}^{\prime}$ by

$$
P_{k+1}=\Theta_{k+1}\left[\begin{array}{cc}
I_{m} & 0  \tag{3.22}\\
0 & 0
\end{array}\right] \Theta_{k+1}^{\top}
$$

and

$$
\Theta_{k+1}=\Theta_{k}^{\prime}\left[\begin{array}{cc}
I_{m} & -Z_{k} \\
Z_{k}^{\top} & I_{n-m}
\end{array}\right]_{\mathrm{Q}}
$$

where $Z_{k} \in \mathbb{R}^{m \times(n-m)}$ solves the Sylvester equation

$$
N_{1} Z_{k}-Z_{k} N_{3}=N_{2}
$$

## Example 4: Comparison of different subspace tracking methods

We have seen in the previous examples, that the methods based on the time-varying and time-invariant Riemannian Newton algorithm are well suitable for tracking. We

|  | Riemannian Newton <br> (Algorithm 1) | Parameterized <br> Newton (Algorithm <br> 2 ) | Extended <br> parameterized <br> time-varying Newton <br> (Algorithm 4') |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Comp.timeMean error | Comp.timeMean error | Comp.timeMean error |$|$

Table 3.2: The computing time and mean error of the algorithms for different $n$. We used $m=3$.
therefore compare the tracking results of Algorithm 1, Algorithm 2 and Algorithm 4' with each other, where we observe the computing time and accuracy.
In order to do so, we used different $n, m \in \mathbb{N}$, step size $h=0.025, t_{k}=k h, k=1, \ldots, 40$, and

$$
A(t)=X_{*}(t) K(t) X_{*}(t)^{\top} \in \mathbb{R}^{n \times n}
$$

for $K(t)=\operatorname{diag}\left(a_{n}+\sin (n t), \ldots, a_{1}+\sin (1 t)\right), X_{*}(t)=R^{\top}\left[\begin{array}{ccc}\cos (t) & \sin (t) & 0 \\ -\sin (t) & \cos (t) & 0 \\ 0 & 0 & I_{n-2}\end{array}\right] R$.
Here, $R \in O(n)$ is a fixed random orthogonal matrix and $a_{i}:=2.5 i$ for $i=1, \ldots, n$.
As before, the task is to compute estimates $P_{k}$ of the principal subspace $P_{*}\left(t_{k}\right)$ of $A\left(t_{k}\right)$. To measure the accuracy of the algorithm's output, we use the formula $\frac{1}{40} \sum_{k=1}^{40} \| P_{k}-$ $P_{*}\left(t_{k}\right) \|$.
In Table 3.2, we see the computing time and accuracy of the algorithms for fixed $m=3$ and perfect initial conditions, whereas in Table 3.3, we modified $m$ for fixed $n=80$. We observe, that all algorithms are able to track the subspace of $A\left(t_{k}\right)$ at a reasonable accuracy. However, Algorithm 2 shows the best performance regarding the computing time and Algorithm 4' yields the most accurate results.

|  | Riemannian Newton <br> (Algorithm 1) | Parameterized <br> Newton (Algorithm <br> $2)$ | Extended <br> parameterized <br> time-varying Newton <br> (Algorithm 4') |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| m | Comp.timeMean error | Comp.timeMean error | Comp.timeMean error |

Table 3.3: The computing time and mean error of the algorithms for different $m$. We used $n=80$.

## Chapter 4

## Application II: Tracking Matrix Decompositions

In this chapter we apply the previously introduced tracking methods to the task of determining certain decompositions of time-varying matrices. At first we consider the eigenvalue decomposition (EVD) of time-varying symmetric matrices in the case of simple eigenvalues. Robust tracking algorithms for this purpose will be derived by using the time-varying Newton flow. Since it is a common situation to have symmetric matrices with distinct groups of eigenvalues of constant multiplicities, we will furthermore investigate this case. Then we are able to use a well known relation between the singular value decomposition (SVD) and the EVD to modify these algorithms such that they determine the time-varying SVD of non-square matrices. The resulting tracking algorithm then can be used to derive related matrix factorizations. Thus we give a SVD-based method to compute the polar decomposition of a family of invertible matrices. At the end of this chapter we reexamine the minor and principal eigenvector tracking of time-varying matrices.
In the following sections, some well known conditions guaranteeing the existence of a smooth SVD (EVD) of time-varying (symmetric) matrices will be cited. To get efficient tracking algorithms for the decomposition, however, the standard eigenvalue algorithms for constant matrices, see e.g. Horn [36] are not suited to track the desired orthogonal factors, since these methods are not designed to profit from the smoothness of the orthogonal factors.
Differential equations to track the time-varying EVD and SVD can be found in numerous publications, see e.g. Wright [70], Bell [9] or in the paper of Dieci [20], where the latter provides a good overview for such methods. By using discretization techniques, recursive update schemes can be derived from these ODEs. To guarantee a reasonable accuracy of the algorithm's output, however, one needs to execute intermediate corrector methods, since the discretization error accumulates at each step. Otherwise, the update scheme would produce senseless results after a number of steps, depending on the setup of the problem and the discretization technique chosen.
In contrast to this, the methods derived in this chapter for the EVD and SVD automatically perform error correction up to a certain accuracy. In particular, the tracking
error does not accumulate at each step but remains at a fixed level, which is a major benefit of using an approach based on the time-varying Newton flow.

### 4.1 Eigenvalue and singular value decomposition

In this section we initially consider the problem of diagonalizing a smooth family of symmetric matrices $A(t)$. Thus, we want to determine a smooth map $t \mapsto X(t) \in O(n)$ such that for all $t \in \mathbb{R}$ holds

$$
A(t)=X(t) D(t) X(t)^{\top}
$$

where $D(t)$ is a diagonal matrix. In the case, that $A(t)$ has distinct eigenvalues, the desired transformations are locally unique and can be determined via our theory by applying the standard (approximative) Newton flow to a suitable vector field, cf. [6]. Subsequently, we extend this first result to symmetric matrices with a group of equal eigenvalues. As the diagonalizing transformations are not uniquely determined then, we have to modify the original approach and use the tracking algorithm for underdetermined systems. Finally, these results are used to derive an update scheme, which performs the singular value decomposition of a sequence of non-square matrices.

### 4.1.1 Diagonalization of symmetric matrices with distinct eigenvalues

Let $t \mapsto A(t) \in \mathbb{R}^{n \times n}$, be a $C^{r}$-family $(r \geq 2)$ of real symmetric matrices, with eigenvalues $\lambda_{1}(t), \ldots, \lambda_{n}(t), t \in \mathbb{R}$. If these eigenvalues are distinct for all $t \in \mathbb{R}$, there exists a $C^{r}$-family of real orthogonal transformations $X_{*}(t)$, such that $X_{*}(t)^{\top} A(t) X_{*}(t)$ is diagonal for all $t \in \mathbb{R}$, cf. [62]. Our goal is to track such transformations by using the time-varying Newton flow.
In order to do so, we further require that $A(t)$ satisfies the following conditions:

1. $\|A(t)\|,\|\dot{A}(t)\|$ and $\|\ddot{A}(t)\|$ are uniformly bounded on $\mathbb{R}$.
2. There exists a constant $c>0$ such that $\left|\lambda_{i}(t)-\lambda_{j}(t)\right| \geq c$ for $i \neq j$ and all $t \in \mathbb{R}$.

We now reformulate the original eigenvector tracking task into a zero-finding problem. Consider therefore the time-varying vector field

$$
\begin{equation*}
F: \mathbb{R}^{n \times n} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n} \tag{4.1}
\end{equation*}
$$

defined by

$$
\begin{equation*}
F(X, t)=\left[N, X^{\top} A(t) X\right]+X^{\top} X-I, \tag{4.2}
\end{equation*}
$$

where $I$ is the identity matrix, $N=\operatorname{diag}(1, \ldots, n)$ and $[$,$] is the Lie-Bracket product$ defined as $[A, B]:=A B-B A$ for $A, B \in \mathbb{R}^{n \times n}$.

Lemma 4.1. $F(X, t)=0$ if and only if $X$ is an orthogonal matrix such that $X^{\top} A(t) X$ is diagonal.

Proof. Note that the first summand of $F$ is skew symmetric while the second one is symmetric. Thus $F$ vanishes if and only if the two summands vanish, i.e. if and only if $X$ is orthogonal and

$$
\left[N, X^{\top} A(t) X\right]=0
$$

Since $N$ is diagonal with distinct eigenvalues, the result follows.

Hence, the task of finding an orthogonal transformation $X$ such that $X^{\top} A(t) X$ is diagonal, is equivalent to that of finding a zero of $F(X, t)$. In order to use the timevarying Newton flow, certain technical assumptions have to be checked. This is done in the next lemma.

Lemma 4.2. Let $A(t)$ and $F: \mathbb{R}^{n \times n} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ be as above. There exists a continuously differentiable isolated solution $X_{*}(t)$ to $F(X, t)=0 . F(X, t)$ is $C^{\infty}$ in $X$ and $C^{2}$ in $(X, t)$. There exist constants $M_{1}, M_{2}, M_{3}, M_{4}>0$ such that

1. $\left\|D^{2} F(X, t)\right\| \leq M_{1}$, for all $X \in \mathbb{R}^{n \times n}$
2. $\left\|D F\left(X_{*}(t), t\right)\right\| \leq M_{2}$,
3. $\left\|\frac{\partial}{\partial t} D F(X, t)\right\| \leq M_{3}$, for all $X \in B_{r}\left(X_{*}(t)\right)$ for some $r>0$.
4. $\left\|D F\left(X_{*}(t), t\right)^{-1}\right\| \leq M_{4}$,
holds for all $t \in \mathbb{R}$.
Proof. The claim concerning the differentiability properties of $F(X, t)$ is obvious.
The first and second partial derivatives of $F$ w.r.to $X$ are the linear and bilinear maps $D F(X, t)$ and $D^{2} F(X, t)$ respectively, given as

$$
\begin{gather*}
D F(X, t) \cdot H=\left[N, H^{\top} A(t) X+X^{\top} A(t) H\right]+H^{\top} X+X^{\top} H,  \tag{4.3}\\
D^{2} F(X, t) \cdot(H, \hat{H})=\left[N, H^{\top} A(t) \hat{H}+\hat{H}^{\top} A(t) H\right]+H^{\top} \hat{H}+\hat{H}^{\top} H, \tag{4.4}
\end{gather*}
$$

and the partial derivatives of $F(X, t)$ and $D F(X, t)$ w.r.to $t$ are

$$
\begin{equation*}
\frac{\partial}{\partial t} F(X, t)=\left[N, X^{\top} \dot{A}(t) X\right] \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial t} D F(X, t) \cdot H=\left[N, H^{\top} \dot{A}(t) X+X^{\top} \dot{A}(t) H\right] \tag{4.6}
\end{equation*}
$$

From this we deduce the operator norm estimates

$$
\begin{gather*}
\|D F(X, t)\| \leq 2(1+2 a\|N\|)\|X\|  \tag{4.7}\\
\left\|\frac{\partial}{\partial t} D F(X, t)\right\| \leq 4 d\|N\|\|X\| \tag{4.8}
\end{gather*}
$$

and $\left\|D^{2} F(X, t)\right\| \leq 2(1+2 a\|N\|)$, where $a$ denotes the infinity-norm of $A$ and $d$ denotes the infinity-norm of $\dot{A}$. This shows 1$)-3$ ).
We next show, that the partial derivative operator $\operatorname{DF}\left(X_{*}, t\right)$ is invertible for any solution $\left(X_{*}, t\right)$ of $F(X, t)=0$. In particular, $X_{*}$ is orthogonal and

$$
\begin{equation*}
D F\left(X_{*}, t\right) \cdot H=\left[N, H^{\top} A(t) X_{*}+X_{*}^{\top} A(t) H\right]+H^{\top} X_{*}+X_{*}^{\top} H \tag{4.9}
\end{equation*}
$$

Substituting $H=X_{*} \cdot \xi$, for $\xi \in \mathbb{R}^{n \times n}$ arbitrary, we obtain

$$
\begin{gather*}
D F\left(X_{*}, t\right) \cdot\left(X_{*} \xi\right)=\left[N, \xi^{\top} X_{*}^{\top} A(t) X_{*}+X_{*}^{\top} A(t) X_{*} \xi\right]+\xi^{\top} X_{*}^{\top} X_{*}+X_{*}^{\top} X_{*} \xi  \tag{4.10}\\
=\left[N, \xi^{\top} D+D \xi\right]+\xi^{\top}+\xi
\end{gather*}
$$

where $D=X_{*}^{\top} A(t) X_{*}$ is diagonal. Thus $X_{*} \xi$ is in the kernel of $D F\left(X_{*}, t\right)$ if and only if $\xi$ is skew symmetric and $[N,[D, \xi]]=0$. Hence $[D, \xi]$ must be diagonal and since $D$ has distinct diagonal entries we conclude that $\xi=0$. This shows that $D F\left(X_{*}, t\right)$ is invertible for any zero of $F$. By the implicit function Theorem it follows that for every orthogonal $X_{0}$ with $X_{0}^{\top} A(0) X_{0}$ diagonal, there exists a unique $C^{2}$-curve $X_{*}(t)$ of orthogonal matrices with $X_{*}(0)=X_{0}$. This shows the first claim.
To prove 4), we derive a lower bound for the singular values of $D F\left(X_{*}, t\right)$. Let $\xi_{p q}$ denote the entry of $\xi$ with the largest absolute value. Assuming that the norm of $\xi$ is equal to one, the absolute value of $\xi_{p q}$ is at least $\frac{1}{n^{2}}$. The smallest singular value of $D F\left(X_{*}, t\right)$ is lower bounded by the sum of squares

$$
\left(\xi_{p q} \lambda_{p}(p-q)+\xi_{q p} \lambda_{q}(p-q)\right)^{2}+\left(\xi_{p q}+\xi_{q p}\right)^{2}
$$

of the $p q$-entries of $\left[N, \xi^{\top} D+D \xi\right]$ and $\xi^{\top}+\xi$. For $p=q$ this is lower bounded by $\frac{4}{n^{4}}$, while otherwise it is lower bounded by $\left(\xi_{p q} \lambda_{p}+\xi_{q p} \lambda_{q}\right)^{2}+\left(\xi_{p q}+\xi_{q p}\right)^{2}$.
The latter is a quadratic function in $\xi_{q p}$ with minimum:

$$
\frac{\xi_{p q}^{2}\left(\lambda_{p}-\lambda_{q}\right)^{2}}{1+\lambda_{q}^{2}} \geq \frac{\left(\lambda_{q}-\lambda_{p}\right)^{2}}{n^{4}\left(1+\lambda_{q}^{2}\right)}
$$

This is the desired lower bound for the singular values of $D F\left(X_{*}, t\right)$. Thus 4) follows with

$$
M_{4}=n^{2} \max \left(\frac{1}{2}, \frac{1+a}{m}\right) .
$$

It follows, that $F$ satisfies the conditions of Theorem 2.9. Thus, the solution $X(t)$ of the differential equation

$$
\begin{equation*}
\dot{X}=D F(X, t)^{-1}\left(\mathcal{M}(X) F(X, t)-\frac{\partial}{\partial t} F(X, t)\right) \tag{4.11}
\end{equation*}
$$

exists for all $t \in \mathbb{R}$ and converges exponentially to $X_{*}(t)$, provided $X(0)$ is sufficiently close to $X_{*}(0)$ and $\mathcal{M}$ is a stable bundle map.

Moreover, the necessary conditions of the discrete Newton flow are satisfied, cf. Theorem 2.10. Recall that the algorithms works at discrete times $t_{k}=k h$ for $h>0$, $\mathcal{M}(X)=-\frac{1}{h} I$ and $k \in \mathbb{N}$.
Therefore, the sequence

$$
\begin{equation*}
X_{k+1}=X_{k}-D F\left(X_{k}, t_{k}\right)^{-1}\left(F\left(X_{k}, t_{k}\right)+h F_{\tau}^{h}\left(X_{k}, t_{k}\right)\right) \tag{4.12}
\end{equation*}
$$

is well defined and produces estimates $X_{k}$ for $X_{*}\left(t_{k}\right)$, whose accuracy can be controlled by the step size. Here, the approximation $F_{\tau}^{h}(X, t)$ of $\frac{\partial}{\partial t} F(X, t)$ can be chosen as described in Section 2.1.2.2.

## Vectorizing the algorithm

In order to implement the above algorithm, we need a way to compute the inverse of $D F$. One possibility is to employ the well known VEC operation and the Kronecker product, cf. appendix.
Consider the vectorization of equation (4.12)

$$
\begin{equation*}
\operatorname{VEC}\left(X_{k+1}\right)=\operatorname{VEC}\left(X_{k}\right)-H\left(X_{k}, t_{k}\right)^{-1} \operatorname{VEC}\left(F\left(X_{k}, t_{k}\right)+h F_{\tau}^{h}\left(X_{k}, t_{k}\right)\right) \tag{4.13}
\end{equation*}
$$

where, $H$ is a matrix representation of $D F$, which can be determined by considering

$$
\begin{gathered}
H(X, t) \cdot \operatorname{VEC}(H)=\operatorname{VEC}\left(\left[N, H^{\top} A(t) X+X^{\top} A(t) H\right]+H^{\top} X+X^{\top} H\right)= \\
\operatorname{VEC}\left(N H^{\top} A(t) X+N X^{\top} A(t) H-H^{\top} A(t) X N-X^{\top} A(t) H N+H^{\top} X+X^{\top} H\right)= \\
\left(\left(X^{\top} A(t) \otimes N\right) \pi+I \otimes N X^{\top} A(t)-\left(N X^{\top} A(t) \otimes I\right) \pi-N \otimes X^{\top} A(t)+\right. \\
\left.+\left(X^{\top} \otimes I\right) \pi+I \otimes X^{\top}\right) \operatorname{VEC}(H),
\end{gathered}
$$

where $\otimes$ denotes the Kronecker product and $\pi \in \mathbb{R}^{n^{2} \times n^{2}}$ is such that for all $Z \in \mathbb{R}^{n \times n}$ holds

$$
\pi \operatorname{VEC}(Z)=\operatorname{VEC}\left(Z^{\top}\right)
$$

Hence, the matrix representation of $D F$ is given as

$$
\begin{gathered}
H(X, t)= \\
\left(X^{\top} A(t) \otimes N-N X^{\top} A(t) \otimes I+X^{\top} \otimes I\right) \pi+I \otimes N X^{\top} A(t)-N \otimes X^{\top} A(t)+I \otimes X^{\top} .
\end{gathered}
$$

By noting the results from Lemma 4.2, the next theorem directly follows from Theorem 2.10.

Theorem 4.1. Let $A(t), N$ and $F: \mathbb{R}^{n \times n} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ as above and let $X_{*}(t)$ denote a $C^{2}$-family of orthogonal matrices such that $F\left(X_{*}(t), t\right)=0$ for all $t$. Let further $F_{\tau}^{h}(X, t)$ denote an approximation of $\frac{\partial}{\partial t} F(X, t)$ of order $p \geq 1$ and let

$$
\begin{gathered}
H(X, t):= \\
\left(X^{\top} A(t) \otimes N-N X^{\top} A(t) \otimes I+X^{\top} \otimes I\right) \pi+I \otimes N X^{\top} A(t)-N \otimes X^{\top} A(t)+I \otimes X^{\top} .
\end{gathered}
$$

Then the sequence $\left(X_{k}\right)_{k \in \mathbb{N}}$, defined by

$$
\begin{equation*}
\operatorname{VEC}\left(X_{k+1}\right)=\operatorname{VEC}\left(X_{k}\right)-H\left(X_{k}, t_{k}\right)^{-1} \operatorname{VEC}\left(F\left(X_{k}, t_{k}\right)+h F_{\tau}^{h}\left(X_{k}, t_{k}\right)\right) \tag{4.14}
\end{equation*}
$$

satisfies for fixed $c>0$ and sufficiently small $h>0$

$$
\left\|X_{k}-X_{*}\left(t_{k}\right)\right\| \leq c h
$$

for all $k \in \mathbb{N}$, provided that $\left\|X_{0}-X_{*}(0)\right\|<c h$.
Note that the above defined algorithm needs the inversion of a matrix of size $n^{2} \times$ $n^{2}$ which implies, that this procedure is not practical for large $n$. Therefore, it will be studied in the following, how to approximatively invert the linear map $D F(X, t)$ without computing its matrix representation.

## Solving the Sylvester equation

To replace the differential (4.11) equation by one of the form $\dot{X}=X \Omega$, consider

$$
D F(X, t) \cdot X \Omega=\left[N, \Omega^{\top} X^{\top} A(t) X+X^{\top} A(t) X \Omega\right]+X^{\top} X \Omega+\Omega^{\top} X^{\top} X=K+Y(4.15)
$$

where $K, Y$ are given skew symmetric and symmetric matrices, respectively. Equation (4.15) is equivalent to the following equations

$$
\begin{gather*}
X^{\top} X \Omega+\Omega^{\top} X^{\top} X=Y  \tag{4.16}\\
{\left[N, \Omega^{\top} X^{\top} A(t) X+X^{\top} A(t) X \Omega\right]=K} \tag{4.17}
\end{gather*}
$$

According to [3], a general solution to (4.16) is given by

$$
\begin{equation*}
\Omega=\left(X^{\top} X\right)^{-1}\left(Z+\frac{1}{2} Y\right) \tag{4.18}
\end{equation*}
$$

where $Z=-Z^{\top}$ is the only remaining variable. We insert this equation for $\Omega$ into (4.17) and obtain

$$
\left[N,\left(-Z+\frac{1}{2} Y\right) X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top}\left(Z+\frac{1}{2} Y\right)\right]=K
$$

which is equivalent to

$$
\begin{gather*}
{\left[N,-Z X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Z\right]=}  \tag{4.19}\\
K-\frac{1}{2}\left[N, Y X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Y\right]
\end{gather*}
$$

We use an approximation for $\frac{\partial}{\partial t} F(X, t)$, which is given by $F_{\tau}^{h}=\left[N, X^{\top} A_{\tau}^{h}(t) X\right]$, where $A_{\tau}^{h}(t)$ is a step size-dependent approximation of $\dot{A}(t)$. Note further, that in our situation, $K, Y$ are the skew symmetric and symmetric part of $-\frac{1}{h} F(X, t)-F_{\tau}^{h}(X, t)$,
respectively. Thus, $K=\left[N,-\frac{1}{h} X^{\top} A(t) X-X^{\top} A_{\tau}^{h}(t) X\right], Y=-\frac{1}{h}\left(X^{\top} X-I\right)$ and (4.19) can be written as

$$
\begin{array}{r}
{\left[N,-Z X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Z\right]=}  \tag{4.20}\\
{\left[N,-\frac{1}{h} X^{\top} A(t) X-X^{\top} A_{\tau}^{h}(t) X-\frac{1}{2}\left(Y X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Y\right)\right] .}
\end{array}
$$

This yields the following condition for the off-diagonal entries:

$$
\begin{equation*}
-Z X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Z=R \tag{4.21}
\end{equation*}
$$

where $R=-\frac{1}{h} X^{\top} A(t) X-X^{\top} A_{\tau}^{h}(t) X-\frac{1}{2}\left(Y X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Y\right)$.
Since $R$ is symmetric, this is a set of $n(n-1) / 2$ linear equations in the entries of Z, which uniquely determines the skew symmetric matrix $Z$.
For $t \in \mathbb{R}$, let $X_{*}=X_{*}(t)$. Then (4.21) turns for $X=X_{*}$ into

$$
\begin{equation*}
-Z X_{*}^{\top} A(t) X_{*}+X_{*}^{\top} A(t) X_{*} Z=R_{*} \tag{4.22}
\end{equation*}
$$

$R_{*}=-\frac{1}{h} X_{*}^{\top} A(t) X_{*}-X_{*}^{\top} A_{\tau}^{h}(t) X_{*}-\frac{1}{2}\left(Y X_{*}^{\top} A(t) X_{*}+X_{*}^{\top} A(t) X_{*} Y\right)$, and therefore

$$
Z_{i j}=\left\{\begin{array}{cc}
\frac{\left(R_{*}\right)_{i j}}{\lambda_{i}-\lambda_{j}}, & i \neq j  \tag{4.23}\\
0, & i=j
\end{array}\right.
$$

This shows in particular, that the linear system (4.21) is solvable and well conditioned in $X=X_{*}$, since the eigenvalues $\lambda_{i}$ of $X_{*}^{\top} A(t) X_{*}$ are well separated. Thus (4.21) is robust under small changes of the left and right sides, for $X$ sufficiently close to $X_{*}$. For this reason, we replace in (4.21) $X^{-1}$ by the approximation $X^{\top}$ and $X^{\top} A(t) X$ by its diagonal part $D:=\operatorname{diag}\left(\left(X_{\tilde{Z}}^{\top} A(t) X\right)_{11}, \ldots,\left(X^{\top} A(t) X\right)_{n n}\right)$ and obtain an explicit formula for the approximation $\tilde{Z}$ of $Z$ :

$$
\tilde{Z}_{i j}=\left\{\begin{array}{cl}
\frac{R_{i j}}{D_{i i}-D_{j j}}, & i \neq j  \tag{4.24}\\
0, & i=j .
\end{array}\right.
$$

We arrive at the following tracking algorithm. Note that the corresponding algorithm of Dieci [20] only consists of the first summand $\Omega_{i j}^{e}$ of our algorithm. Thus, the additional terms stabilize the algorithm s.th. it is robust under perturbations.

Theorem 4.2. Let $A(t)$ as above and let $A_{\tau}^{h}(t)$ denote an approximation of $\dot{A}(t)$ of order $p \geq 1$. Let further $t \mapsto X_{*}(t)$ denote a $C^{2}$ curve of orthogonal matrices such that $X_{*}(t)^{\top} A(t) X_{*}(t)$ is diagonal. Define for $X \in \mathbb{R}^{n \times n}, t \in \mathbb{R}$ and $h>0, Y(X, t):=\frac{1}{h}(I-$ $\left.X^{\top} X\right), d_{i}(X, t):=\left(X^{\top} A(t) X\right)_{i i}$ for $i=1, \ldots, n, D(X, t):=\operatorname{diag}\left(d_{1}(X, t), \ldots, d_{n}(X, t)\right)$ and

$$
\Omega(X, t):=\Omega^{e}(X, t)+\Omega^{d}(X, t)+\Omega^{o}(X, t)
$$

where

1. $\Omega_{i j}^{e}(X, t)=\left\{\begin{array}{cl}\frac{\left(X^{\top} A_{r}^{h}(t) X\right)_{i j}}{d_{j}(X, t)-d_{i}(X, t)} & , i \neq j, \\ 0 & , i=j .\end{array}\right.$
2. $\Omega_{i j}^{d}(X, t)=\left\{\begin{array}{cl}\frac{\left(\frac{1}{h} X^{\top} A(t) X+\frac{1}{2}(Y(X, t) D(X, t)+D(X, t) Y(X, t))\right)_{i j}}{d_{j}(X, t)-d_{i}(X, t)} & , i \neq j \\ 0 & , i=j\end{array}\right.$
3. $\Omega^{o}(X, t)=\frac{1}{2} Y(X, t)$.

Then for $c>0$ and sufficiently small $h>0$, the sequence

$$
\begin{equation*}
X_{k+1}=X_{k}+h X_{k} \Omega\left(X_{k}, t_{k}\right) \tag{4.25}
\end{equation*}
$$

satisfies for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\left\|X_{k}-X_{*}\left(t_{k}\right)\right\| \leq c h
$$

provided $X_{0}$ is sufficiently close to $X_{*}(0)$.
Proof. We have derived an explicit expression $X\left(\tilde{Z}+\frac{1}{2} Y\right)$ for $G(X, t)\left(F_{\tau}^{h}(X, t)+\right.$ $\frac{1}{h} F(X, t)$ ), where $F(X, t)=\left[N, X^{\top} A(t) X\right]+X^{\top} X-I, F_{\tau}^{h}(X, t)=\left[N, X^{\top} A_{\tau}^{h}(t) X\right]$ and $G$ denotes the used approximation for $D F^{-1}$.
In order to apply Theorem 2.4 for the derived tracking algorithm, we consider the perturbation term, which is given by

$$
\begin{equation*}
\Pi(X, t)=(I-D F(X, t) G(X, t))\left(F_{\tau}^{h}(X, t)+\frac{1}{h} F(X, t)\right) \tag{4.26}
\end{equation*}
$$

We have to show, that

$$
\begin{equation*}
\|(\Pi(X, t))\| \leq c\|F(X, t)\| \tag{4.27}
\end{equation*}
$$

for some constant $c>0$ and all $\left\|X-X_{*}(t)\right\| \leq r, t \geq 0$. By Lemma 4.2, there exist constants $M, R>0$ such that for all $\left\|X-X_{*}(t)\right\| \leq R, t \geq 0$ holds

$$
\begin{equation*}
\|D F(X, t)\| \leq M \tag{4.28}
\end{equation*}
$$

Therefore, using (4.26)

$$
\begin{gathered}
\|\Pi(X, t)\|=\left\|D F(X, t)\left(D F(X, t)^{-1}-G(X, t)\right)\left(F_{\tau}^{h}(X, t)+\frac{1}{h} F(X, t)\right)\right\| \leq \\
M\left\|\left(D F(X, t)^{-1}-G(X, t)\right)\left(F_{\tau}^{h}(X, t)+\frac{1}{h} F(X, t)\right)\right\|= \\
M\left\|\left(X^{\top}\right)^{-1}\left(Z+\frac{1}{2} Y\right)-X\left(\tilde{Z}+\frac{1}{2} Y\right)\right\|
\end{gathered}
$$

where $\operatorname{DF}(X, t)^{-1}\left(-\frac{1}{h} F(X, t)-F_{\tau}^{h}(X, t)\right)=\left(X^{\top}\right)^{-1}\left(Z+\frac{1}{2} Y\right)$, cf. equation (4.18) and also $G(X, t)\left(-\frac{1}{h} F(X, t)-F_{\tau}^{h}(X, t)\right)=X\left(\tilde{Z}+\frac{1}{2} Y\right)$, since $G$ is an approximation of $D F^{-1}$.

We get that

$$
\begin{equation*}
\|\Pi(X, t)\| \leq M\left(\left\|\frac{1}{2}\left(\left(X^{\top}\right)^{-1}-X\right) Y\right\|+\left\|X(Z-\tilde{Z})+\left(\left(X^{\top}\right)^{-1}-X\right) Z\right\|\right) \tag{4.29}
\end{equation*}
$$

where $Z$ and $\tilde{Z}$ are skew symmetric matrices satisfying

$$
\begin{gather*}
\text { offdiag }\left(-Z X^{-1} A(t) X+X^{\top} A(t)\left(X^{\top}\right)^{-1} Z\right)=  \tag{4.30}\\
\text { offdiag }\left(-\frac{1}{h} X^{\top} A(t) X-X^{\top} A_{\tau}^{h}(t) X-\frac{1}{2}\left(Y X^{-1} A(t) X+X^{\top} A(t)\left(X^{-1}\right)^{\top} Y\right)\right)
\end{gather*}
$$

and

$$
\begin{gather*}
\text { offdiag }\left(-\tilde{Z} \operatorname{diag}\left(X^{\top} A(t) X\right)+\operatorname{diag}\left(X^{\top} A(t) X\right) \tilde{Z}\right)=  \tag{4.31}\\
\text { offdiag }\left(-\frac{1}{h} X^{\top} A(t) X-X^{\top} A_{\tau}^{h}(t) X-\frac{1}{2}\left(Y X^{\top} A(t) X+X^{\top} A(t) X Y\right)\right)
\end{gather*}
$$

respectively. We assume that for some $c, h>0$ and all $t \in \mathbb{R},\left\|X-X_{*}(t)\right\|=: \delta \leq c h$. Then we can estimate the terms in (4.29) as follows:

1. $\left\|\left(X^{\top}\right)^{-1}-X\right\| \leq c_{1} \delta$ for some $c_{1}>0$ :

We use that $X=X_{*}(t)(I+E)$, where $\|E\| \leq \delta$. Thus

$$
\begin{gathered}
\left(X^{\top}\right)^{-1}-X=X_{*}(t)(I+E)^{-T}(I+E)^{-T}-X_{*}(t)(I+E)= \\
X_{*}(t)\left((I+E)^{-T}-I-E\right)=X_{*}(t)\left((I+E)^{-T}-(I+E)^{-T}(I+E)^{T}-E\right)= \\
X_{*}(t)\left((I+E)^{-T}\left(I-(I+E)^{T}\right)-E\right)
\end{gathered}
$$

Thus

$$
\begin{gathered}
\left\|\left(X^{\top}\right)^{-1}-X\right\| \leq\left\|(I+E)^{-T} E^{T}\right\|+\|E\| \leq\|E\|\left(\left\|(I+E)^{-1}\right\|+1\right) \leq \\
\|E\|\left(\frac{1}{1-\|E\|}+1\right) \leq \delta\left(\frac{1}{1-\delta}+1\right)
\end{gathered}
$$

provided $\delta \leq 1$.
2. $\|Y\| \leq c_{2}$ for some $c_{2}>0$ :

$$
X^{\top} X=\left(I+E^{\top}\right) X_{*}(t)^{\top} X_{*}(t)(I+E)=I+E^{\top} E+E^{\top}+E
$$

Hence,

$$
\|Y\|=\frac{1}{h}\left\|I-X^{\top} X\right\|=\frac{1}{h}\left\|E^{\top} E+E^{\top}+E\right\| \leq \frac{\delta}{h}(\delta+2) \leq c(\delta+2)
$$

3. $\|Z\| \leq c_{3}$ for some $c_{3}>0$ :
$Z$ is the solution of the linear system (4.30), which is of the form

$$
L(X, t) \cdot Z=B(X, t)
$$

As mentioned before, this system is well conditioned in $X=X_{*}(t)$. Moreover, it is easily seen that $D L\left(X_{*}(t), t\right)$ and $D^{2} L(X, t)$ are uniformly bounded on $B_{R}\left(X_{*}(t)\right)$, $t \in \mathbb{R}$. Thus $\left\|L(X, t)^{-1}\right\|$ is bounded for $X \in B_{r}\left(X_{*}(t)\right)$ for some $r>0$ and all $t \in \mathbb{R}$. Since $B(X, t)=$ offdiag $\left(-\frac{1}{h} X^{\top} A(t) X-X^{\top} A_{\tau}^{h}(t) X-\frac{1}{2}\left(Y X^{-1} A(t) X+\right.\right.$ $\left.X^{\top} A(t)\left(X^{-1}\right)^{\top} Y\right)$ ) and the off-diagonal elements of $X^{\top} A(t) X$ and $h Y$ are of order $h$, the norm of $B$ is bounded. This shows the boundedness of $\|Z\|=$ $\left\|L(X, t)^{-1} \cdot B(X, t)\right\|$.
4. $\|Z-\tilde{Z}\| \leq c_{4} \delta$, for some $c_{4}>0$

First notice that $\tilde{Z}$ is the solution of the linear system (4.31), which is of the form

$$
\tilde{L}(X, t) \cdot \tilde{Z}=\tilde{B}(X, t)
$$

Then we use the familiar estimate for solutions of linear systems (see e.g. [64]) and get:

$$
\|Z-\tilde{Z}\| \leq\left\|L^{-1}\right\|\|B-\tilde{B}\|+\frac{\left\|L^{-1}\right\|\|\tilde{B}\|\|L-\tilde{L}\|}{1-\|L-\tilde{L}\|}
$$

From this inequality we conclude the claim, as $\|B-\tilde{B}\|=O(\delta)$ and $\|L-\tilde{L}\|=$ $O(\delta)$.

Thus (4.29) implies that

$$
\|\Pi(X, t)\| \leq \delta M\left(\frac{1}{2} c_{1} c_{2}+c_{4}\|X\|+c_{1} c_{3}\right)
$$

for all $\left\|X-X_{*}(t)\right\| \leq c h, t \geq 0$. Thus

$$
\|\Pi(X, t)\| \leq \delta M\left(\frac{1}{2} c_{1} c_{2}+c_{4} \frac{1}{1-c h}+c_{1} c_{3}\right)
$$

Note that under the assumptions on $F$, we have that $\|F(X, t)\| \geq \kappa\left\|X-X_{*}(t)\right\|$ for some $\kappa, r>0$ for all $t$ and $X \in B_{r}\left(X_{*}(t)\right)$ (cf. Theorem 2.12, claim 1).
We get that

$$
\|\Pi(X, t)\| \leq \frac{M}{\kappa}\|F(X, t)\|\left(\frac{1}{2} c_{1} c_{2}+c_{4} \frac{1}{1-c h}+c_{1} c_{3}\right)
$$

This shows that the necessary conditions of Theorem 2.12 are satisfied, which proves the stability claim for (4.25).

Note that $X_{*}(t)$ is no longer uniquely defined, if $A(t)$ has multiple eigenvalues, as eigenspaces of dimension $>1$ occur. Thus, the tracking algorithm of Theorem 4.2 is not applicable in this form and needs further modifications. These are derived in the following section.

### 4.1.2 Diagonalization of symmetric matrices with multiple eigenvalues

An important extension of the previously introduced EVD tracking algorithms for timevarying symmetric matrices is to derive methods, working also with multiple eigenvalues. This is an obvious demand, since it is a natural situation to have one or more groups of identical eigenvalues. We therefore make the following assumptions for the time-varying matrix $A(t)$.

A1 The map $t \mapsto A(t) \in \operatorname{Sym}(n)$ is $C^{r}$ with $r \geq 2$.
A2 For some fixed $m \in \mathbb{N}, m<n$, the eigenvalues of $A(t)$ satisfy for all $t \in \mathbb{R}$

$$
\lambda_{1}(t) \neq \ldots \neq \lambda_{m+1}(t)
$$

and

$$
\lambda_{m+1}(t)=\ldots=\lambda_{n}(t) .
$$

A3 The norms $\|A(t)\|,\|\dot{A}(t)\|$ and $\|\ddot{A}(t)\|$ are uniformly bounded on $\mathbb{R}$.
A4 There exists a constant $c>0$ such that for all $t \in \mathbb{R}$ holds

$$
\left|\lambda_{i}(t)-\lambda_{j}(t)\right| \geq c, \quad \text { for } i \neq j \text { and } 1 \leq i, j \leq m+1
$$

The next proposition shows, that under the conditions A1 and A2, there exists a $C^{r}$-map $t \mapsto Q(t) \in O(n)$, such that $Q(t)^{\top} A(t) Q(t)=\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{n}(t)\right)$ for all $t \in \mathbb{R}$.

Proposition 4.1. Let $A(t) \in \mathbb{R}^{n \times n}, t \in \mathbb{R}$ denote a family of symmetic matrices with eigenvalues $\lambda_{1}(t), \ldots, \lambda_{n}(t)$.

1. If $t \mapsto A(t)$ is $C^{r}, r \geq 1$, and $\lambda_{i}(t) \neq \lambda_{j}(t)$ for $i \neq j$ and $t \in \mathbb{R}$, then there exists a $C^{r}$-eigenvalue decomposition, i.e. there exists a $C^{r}$-family of orthogonal matrices $Q(t)$, such that $Q(t)^{\top} A(t) Q(t)$ is diagonal.
2. In the case that $A(t)$ has $q$ groups of identical eigenvalues, we subsumize the identical eigenvalues by defining $\lambda_{1}(t)=\ldots=\lambda_{p_{1}}(t)=: \Lambda_{1}(t), \ldots, \lambda_{p_{q-1}+1}(t)=$ $\ldots=\lambda_{p_{p q}}(t)=: \Lambda_{q}(t)$ for $1 \leq p_{1}<\ldots<p_{q}=n$ for some $1 \leq q \leq n$. If $t \mapsto A(t)$ is $C^{r}, r \geq 1$, and $\Lambda_{i}(t) \neq \Lambda_{j}(t)$ for $i \neq j$ and $t \in \mathbb{R}$, then there exists a $C^{r}$-eigenvalue decomposition of $A(t)$.
3. If $A(t)$ is real analytic in $t$, then there exist a real analytic eigenvalue decomposition.

Proof. The first and second claim can be found in Sibuya [62], while the last one has been shown by Kato [41].

Our goal is to track a diagonalizing $C^{r}$-transformation $Q(t)$ of $A(t)$, which, however, is neither unique nor isolated: Any curve

$$
\tilde{Q}(t):=Q(t)\left[\begin{array}{ll}
I_{m} & \\
& R
\end{array}\right],
$$

where $R \in O(n-m)$ yields an other diagonalizing transformation of $A(t)$. But the first $m$ columns of $Q(t)$ are unique except for their sign. It is therefore appropriate to define the set of curves, which contain $Q(t)$ and whose elements all diagonalize $A(t)$ :

$$
\mathcal{X}_{*}(t):=\left\{\left.Q(t)\left(\begin{array}{ll}
I_{m} &  \tag{4.32}\\
& R
\end{array}\right) \right\rvert\, R \in O(n-m)\right\} .
$$

Thus, $X^{\top} A(t) X$ is diagonal for all $X \in \mathcal{X}_{*}(t), t \in \mathbb{R}$. Other orthogonal matrices diagonalizing $A(t)$ are well separated from $\mathcal{X}_{*}(t)$, since they have at least one different sign in one of the first $m$ columns.
In the sequel, we construct a dynamical system, whose solution $X(t)$ converges exponentially to $\mathcal{X}_{*}(t)$, i.e.

$$
\operatorname{dist}\left(X(t), \mathcal{X}_{*}(t)\right) \leq a e^{-b t} \quad \text { for some } a, b>0
$$

We therefore consider the map

$$
F: \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times(n-m)} \times \mathbb{R} \rightarrow\left(\begin{array}{cc}
\mathbb{R}^{m \times m} & \mathbb{R}^{m \times(n-m)} \\
\mathbb{R}^{(n-m) \times m} & \operatorname{Sym}(n-m)
\end{array}\right)
$$

defined by

$$
F\left(X_{1}, X_{2}, t\right)=\left[N,\left(\begin{array}{cc}
X_{1}^{\top} A(t) X_{1} & X_{1}^{\top} A(t) X_{2}  \tag{4.33}\\
X_{2}^{\top} A(t) X_{1} & 0
\end{array}\right)\right]+\left(\begin{array}{ll}
X_{1} & X_{2}
\end{array}\right)^{\top}\left(X_{1} X_{2}\right)-I_{n}
$$

where $I_{n}$ is the identity matrix, $N=\operatorname{diag}(1, \ldots, n)$, [,] denotes the Lie bracket and $\left(X_{1} X_{2}\right)$ denotes the $n \times n$ matrix, which results from concatenating $X_{1}$ and $X_{2}$.
The next lemma shows that the zeros of $F(\cdot, t)$ are the desired diagonalizing transformations of $A(t)$.
Lemma 4.3. Let $A(t)$ satisfy the assumptions A1-A4, let $F\left(X_{1}, X_{2}, t\right)$ and $\mathcal{X}_{*}(t)$ as above and let $\left(X_{1}^{*} X_{2}^{*}\right) \in \mathcal{X}_{*}(t)$ for some $t \in \mathbb{R}$. Then for sufficiently small $r>0$ and $X_{1} \in B_{r}\left(X_{1}^{*}\right)$ holds that $F\left(X_{1}, X_{2}, t\right)=0$ if and only if $\left(X_{1} X_{2}\right)$ is orthogonal and $X_{1}=X_{1}^{*}$.
Proof. As the first summand of $F$ is skew symmetric and the second is symmetric, $F$ vanishes only, if the summands themselves vanish. The second one is zero, if and only if $\left(X_{1}, X_{2}\right)$ is orthogonal, while the first one vanishes, if $N$ commutes with $G:=$ $\left(\begin{array}{cc}X_{1}^{\top} A(t) X_{1} & X_{1}^{\top} A(t) X_{2} \\ X_{2}^{\top} A(t) X_{1} & 0\end{array}\right)$, i.e. $G$ is diagonal. This is fulfilled, if the columns of ( $X_{1} X_{2}$ ) are pairwise orthogonal eigenvectors of $A(t)$. In particular, the columns of $X_{1}$ are the eigenvectors of $A(t)$ to the pairwise distinct eigenvalues $\lambda_{1}(t), \ldots, \lambda_{m}(t)$, whose multiplicity is 1 . They are therefore locally unique, i.e. $X_{1}=X_{1}^{*}$. Since the eigenspace of $\lambda_{m+1}(t)$ has dimension $n-m, X_{2}$ can be any matrix such that $\left(X_{1} X_{2}\right)$ is orthogonal.
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In order to track the zero of $F$, we want to employ the time-varying Newton flow and need therefore the following result.

Lemma 4.4. Let $A(t)$ satisfy the assumptions A1- $A 4$, let $F\left(X_{1}, X_{2}, t\right)$ and $\mathcal{X}_{*}(t)$ as above. Then there exist some $M_{1}, M_{2}, M_{3}, M_{4}>0$ such that following statements hold:

1. $\left\|D^{2} F\left(X_{1}, X_{2}, t\right)\right\| \leq M_{1}$, for all $\left(X_{1}, X_{2}\right) \in \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times(n-m)}, t \in \mathbb{R}$.
2. $\left\|D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right\| \leq M_{2}$, for all $\left(X_{1}^{*} X_{2}^{*}\right) \in \mathcal{X}_{*}(t), t \in \mathbb{R}$.
3. $\left\|\frac{\partial}{\partial t} D F\left(X_{1}, X_{2}, t\right)\right\| \leq M_{3}$, for all $\left(X_{1} X_{2}\right) \in U_{r}(t)=\left\{X \in \mathbb{R}^{n \times n} \mid \operatorname{dist}\left(X, \mathcal{X}_{*}(t)\right)<\right.$ $r\}, t \in \mathbb{R}$ and some fixed $r>0$.
4. $\operatorname{ker}\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right)=\left\{\left.\left(X_{1}^{*} X_{2}^{*}\right)\left(\begin{array}{cc}0 & 0 \\ 0 & Z\end{array}\right) \right\rvert\, Z \in \mathfrak{s o}(\mathrm{n}-\mathrm{m})\right\}$, for all $\left(X_{1}^{*} X_{2}^{*}\right) \in$ $\mathcal{X}_{*}(t), t \in \mathbb{R}$.
5. $\operatorname{rk} D F\left(X_{1}^{*}, X_{2}^{*}, t\right)=n^{2}-\frac{1}{2}(n-m)(n-m-1)$, for all $\left(X_{1}^{*} X_{2}^{*}\right) \in \mathcal{X}_{*}(t), t \in \mathbb{R}$.
6. $\sigma_{\min }\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)^{\top}\right) \geq M_{4}$ for all $\left(X_{1}^{*} X_{2}^{*}\right) \in \mathcal{X}_{*}(t), t \in \mathbb{R}$.

Here, $D F$ and $D^{2} F$ denote the derivatives of $F$ with respect to $\left(X_{1} X_{2}\right)$ and $\sigma_{\min }(B)$ denotes the smallest singular value of $B \in \mathbb{R}^{n \times m}$.

Proof. Consider at first the derivatives of $F$ with respect to $\left(X_{1} X_{2}\right)=: X$, where $H:=\left(\begin{array}{ll}H_{1} & H_{2}\end{array}\right)$ denotes a tangent vector of $\mathbb{R}^{n \times m} \times \mathbb{R}^{n \times(n-m)}$.

$$
\begin{gathered}
D F\left(X_{1}, X_{2}, t\right) \cdot H=D F\left(X_{1}, X_{2}, t\right) \cdot\left(H_{1} H_{2}\right)= \\
{\left[N,\left(\begin{array}{cc}
H_{1}^{\top} A(t) X_{1}+X_{1}^{\top} A(t) H_{1} & H_{1}^{\top} A(t) X_{2}+X_{1}^{\top} A(t) H_{2} \\
H_{2}^{\top} A(t) X_{1}+X_{2}^{\top} A(t) H_{1} & 0
\end{array}\right)\right]+H^{\top} X+X^{\top} H .} \\
D^{2} F\left(X_{1}, X_{2}, t\right) \cdot\left(\left(H_{1} H_{2}\right),\left(\hat{H}_{1} \hat{H}_{2}\right)\right)= \\
{\left[N,\left(\begin{array}{cc}
H_{1}^{\top} A(t) \hat{H}_{1}+\hat{H}_{1}^{\top} A(t) H_{1} & H_{1}^{\top} A(t) \hat{H}_{2}+\hat{H}_{1}^{\top} A(t) H_{2} \\
H_{2}^{\top} A(t) \hat{H}_{1}+\hat{H}_{2}^{\top} A(t) H_{1} & 0
\end{array}\right)\right]+H^{\top} \hat{H}+\hat{H}^{\top} H .}
\end{gathered}
$$

Moreover,

$$
\frac{\partial}{\partial t} D F\left(X_{1}, X_{2}, t\right) \cdot\left(H_{1} H_{2}\right)=\left[N,\left(\begin{array}{cc}
H_{1}^{\top} \dot{A} X_{1}+X_{1}^{\top} \dot{A} H_{1} & H_{1}^{\top} \dot{A} X_{2}+X_{1}^{\top} \dot{A} H_{2} \\
H_{2}^{\top} \dot{A} X_{1}+X_{2}^{\top} \dot{A} H_{1} & 0
\end{array}\right)\right] .
$$

Thus, the claims 1)-3) are obvious, as $\left\|\left(X_{1} X_{2}\right)\right\|,\|A(t)\|$ and $\|\dot{A}(t)\|$ are uniformly bounded for $\left(X_{1} X_{2}\right) \in U_{r}(t), t \in \mathbb{R}$.
To show 4) we use for tangent vectors $H=: X \xi$ with $X=\left(X_{1} X_{2}\right)$ and $\xi=\left(\xi_{1} \xi_{2}\right)$ and consider

$$
\begin{gathered}
D F\left(X_{1}, X_{2}, t\right) \cdot H=D F\left(X_{1}, X_{2}, t\right) \cdot\left(H_{1} H_{2}\right)= \\
{\left[N,\left(\begin{array}{cc}
H_{1}^{\top} A(t) X_{1}+X_{1}^{\top} A(t) H_{1} & H_{1}^{\top} A(t) X_{2}+X_{1}^{\top} A(t) H_{2} \\
H_{2}^{\top} A(t) X_{1}+X_{2}^{\top} A(t) H_{1} & 0
\end{array}\right)\right]+H^{\top} X+X^{\top} H=}
\end{gathered}
$$

$$
\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top} X^{\top} A(t) X_{1}+X_{1}^{\top} A(t) X \xi_{1} & \xi_{1}^{\top} X^{\top} A(t) X_{2}+X_{1}^{\top} A(t) X \xi_{2} \\
\xi_{2}^{\top} X^{\top} A(t) X_{1}+X_{2}^{\top} A(t) X \xi_{1} & 0
\end{array}\right)\right]+\xi^{\top} X^{\top} X+X^{\top} X \xi
$$

Let $D=\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{n}(t)\right)$ and consider for $t \in \mathbb{R}$ the derivative of $F$ in $X=$ $\left(X_{1}^{*} X_{2}^{*}\right) \in \mathcal{X}_{*}(t):$

$$
\begin{gathered}
D F\left(X_{1}^{*}, X_{2}^{*}, t\right) \cdot\left(X_{1}^{*} X_{2}^{*}\right)\left(\xi_{1} \xi_{2}\right)= \\
{\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top}\left(X_{*}\right)^{\top} A(t) X_{1}^{*}+\left(X_{1}^{*}\right)^{\top} A(t) X_{*} \xi_{1} & \xi_{1}^{\top}\left(X_{*}\right)^{\top} A(t) X_{2}^{*}+\left(X_{1}^{*}\right)^{\top} A(t) X_{*} \xi_{2} \\
\xi_{2}^{\top}\left(X_{*}\right)^{\top} A(t) X_{1}^{*}+\left(X_{2}^{*}\right)^{\top} A(t) X_{*} \xi_{1} & 0
\end{array}\right]+\xi^{\top}+\xi\right.} \\
=: K+Y
\end{gathered}
$$

This is a sum of a skew symmetric $(K)$ and a symmetric term $(Y)$, which is zero, if each summand vanishes. To have $Y=0$ we need $\xi^{\top}=-\xi$. Now consider $K$ and use $D_{1}=$ $\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{m}(t)\right), \hat{D}_{1}:=\binom{D_{1}}{0} \in \mathbb{R}^{n \times m}$ and $D_{2}=\operatorname{diag}\left(\lambda_{m+1}(t), \ldots, \lambda_{m+1}(t)\right)$, $\hat{D}_{2}:=\binom{0}{D_{2}} \in \mathbb{R}^{n \times(n-m)}:$

$$
K=\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top} \hat{D}_{1}+\hat{D}_{1}^{\top} \xi_{1} & \xi_{1}^{\top} \hat{D}_{2}+\hat{D}_{1}^{\top} \xi_{2} \\
\xi_{2}^{\top} \hat{D}_{1}+\hat{D}_{2}^{\top} \xi_{1} & 0
\end{array}\right)\right] .
$$

By using $\xi_{1}=\binom{\xi_{11}}{\xi_{21}}$ and $\xi_{2}=\binom{\xi_{12}}{\xi_{22}}$, where $\xi_{11} \in \mathbb{R}^{m \times m}$ and $\xi_{22} \in \mathbb{R}^{(n-m) \times(n-m)}$ are skew symmetric and $\xi_{12}^{\top}=-\xi_{21} \in \mathbb{R}^{(n-m) \times m}$, the above equation is equivalent to

$$
K=\left[N,\left(\begin{array}{cc}
\xi_{11}^{\top} D_{1}+D_{1} \xi_{11} & \xi_{21}^{\top} D_{2}+D_{1} \xi_{12} \\
\xi_{12}^{\top} D_{1}+D_{2} \xi_{21} & 0
\end{array}\right)\right]
$$

Recall that $N$ only commutes with diagonal matrices. Hence, it is a necessary condition that the skew symmetric (sub-)matrix $\xi_{11}=0$ to have $K=0$, as the diagonal entries of $D_{1}$ are distinct. Now consider the position $(i, j)$ of the matrix $\xi_{21}^{\top} D_{2}+D_{1} \xi_{12}$ :

$$
\begin{gathered}
\left(\xi_{21}^{\top} D_{2}+D_{1} \xi_{12}\right)_{i j}=-\left(\xi_{12}\right)_{i j}\left(D_{2}\right)_{j j}+\left(D_{1}\right)_{i i}\left(\xi_{12}\right)_{i j}= \\
-\left(\xi_{12}\right)_{i j} \lambda_{m+1}+\lambda_{i}\left(\xi_{12}\right)_{i j}=\left(\xi_{12}\right)_{i j}\left(\lambda_{i}-\lambda_{m+1}\right)
\end{gathered}
$$

This shows, that $K=0$ only if $\xi_{12}=0$. Hence, the only degree of freedom is the choice of $\xi_{22}=-\xi_{22}^{\top}$ and the kernel of $D F$ is given by

$$
\operatorname{ker}\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right)=\left\{\left.\left(X_{1}^{*} X_{2}^{*}\right)\left(\begin{array}{cc}
0 & 0 \\
0 & Z
\end{array}\right) \right\rvert\, Z \in \mathfrak{s o}(\mathrm{n}-\mathrm{m})\right\}
$$

Thus,

$$
\operatorname{dim} \operatorname{ker}\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right)=\frac{1}{2}(n-m)(n-m-1)
$$

which shows 4).
5) follows immediately from 4).
6) To show the last claim, let $H \perp \operatorname{ker}\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right)$ and $\|H\|=1$. $H$ can be written as

$$
H=X_{*} \xi=: X_{*}\left(\begin{array}{ll}
\xi_{11} & \xi_{12} \\
\xi_{21} & \xi_{22}
\end{array}\right)
$$

As $H$ is orthogonal to the kernel of $D F$, we must have $\xi_{22}=\xi_{22}^{\top}$, cf. above. Let $(i, j)$ denote the position of the biggest entry of $\xi$. As $\|H\|=1$ and $X_{*}$ is orthogonal we have $\|\xi\|=1$ and thus $\left|\xi_{i j}\right| \geq \frac{1}{n^{2}}$. With the notation of above, we have

$$
D F\left(X_{1}^{*}, X_{2}^{*}, t\right) \cdot X_{*} \xi=K+\xi+\xi^{\top}
$$

where $K^{\top}=-K$ and

$$
K=\left[N,\left(\begin{array}{cc}
\xi_{11}^{\top} D_{1}+D_{1} \xi_{11} & \xi_{21}^{\top} D_{2}+D_{1} \xi_{12} \\
\xi_{12}^{\top} D_{1}+D_{2} \xi_{21} & 0
\end{array}\right)\right] .
$$

Hence,

$$
K=\left[N,\left(\begin{array}{cc}
D_{1} & \\
& D_{2}
\end{array}\right)\left(\begin{array}{cc}
\xi_{11} & \xi_{12} \\
\xi_{21} & 0
\end{array}\right)+\left(\begin{array}{cc}
\xi_{11}^{\top} & \xi_{21}^{\top} \\
\xi_{12}^{\top} & 0
\end{array}\right)\left(\begin{array}{ll}
D_{1} & \\
& D_{2}
\end{array}\right)\right] .
$$

Note that $\xi+\xi^{\top}$ is symmetric and therefore

$$
\left\|D F\left(X_{1}^{*}, X_{2}^{*}, t\right) \cdot X_{*} \xi\right\|^{2}=\|K\|^{2}+\left\|\xi+\xi^{\top}\right\|^{2}
$$

since $K \perp\left(\xi^{\top}+\xi\right)$. To lower bound the smallest singular value of $D F\left(X_{1}^{*}, X_{2}^{*}, t\right)^{\top}$, we consider the entry of $\operatorname{DF}\left(X_{1}^{*}, X_{2}^{*}, t\right) \cdot X_{*} \xi$ at position $(i, j)$ and distinguish two cases:
(i) $i \leq m \vee j \leq m$

Then

$$
K_{i j}=(i-j)\left(\lambda_{i} \xi_{i j}+\lambda_{j} \xi_{j i}\right),
$$

where $\lambda_{i}$ denotes the $i$ th eigenvalue of $A(t)$. Therefore,

$$
\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right) \cdot X_{*} \xi\right)_{i j}=(i-j)\left(\lambda_{i} \xi_{i j}+\lambda_{j} \xi_{j i}\right)+\xi_{i j}+\xi_{j i} .
$$

Let $s$ denote the smallest singular value of $D F^{\top}$. Thus

$$
s^{2} \geq(i-j)^{2}\left(\lambda_{i} \xi_{i j}+\lambda_{j} \xi_{j i}\right)^{2}+\left(\xi_{i j}+\xi_{j i}\right)^{2} .
$$

If $i \neq j$, then

$$
s^{2} \geq\left(\lambda_{i} \xi_{i j}+\lambda_{j} \xi_{j i}\right)^{2}+\left(\xi_{i j}+\xi_{j i}\right)^{2}
$$

which is a quadratic function in $\xi_{j i}$ for $\left|\xi_{j i}\right| \leq\left|\xi_{i j}\right|$ with minimum

$$
\frac{\xi_{i j}^{2}\left(\lambda_{i}-\lambda_{j}\right)^{2}}{1+\lambda_{j}^{2}} \geq \frac{\left(\lambda_{j}-\lambda_{i}\right)^{2}}{n^{4}\left(1+\lambda_{j}^{2}\right)} .
$$

For $i=j$, then $s^{2} \geq\left(\xi_{i i}+\xi_{i i}\right)^{2} \geq \frac{4}{n^{4}}$.
(ii) $i>m \wedge j>m$

Here $K_{i j}=0$ and since the (22) block of $\xi\left(=\xi_{22}\right)$ is symmetric we have that

$$
\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right) \cdot X_{*} \xi\right)_{i j}=\xi_{i j}+\xi_{j i}=2 \xi_{i j} \geq \frac{2}{n^{2}}
$$

Thus the smallest singular value $s$ of $D F^{\top}$ satisfies $s^{2} \geq \frac{4}{n^{4}}$.

The previous lemma shows that $F$ satisfies the conditions of Theorem 2.13. Thus with $X=\left(X_{1} X_{2}\right)$, the solution $X(t)=\left(X_{1}(t) X_{2}(t)\right)$ of the differential equation

$$
\begin{equation*}
\dot{X}=D F\left(X_{1}, X_{2}, t\right)^{\dagger}\left(\mathcal{M}(X) F\left(X_{1}, X_{2}, t\right)-\frac{\partial}{\partial t} F\left(X_{1}, X_{2}, t\right)\right) \tag{4.34}
\end{equation*}
$$

exists for all $t \in \mathbb{R}$ and converges exponentially to $\mathcal{X}_{*}(t)$, provided $X(0)$ is sufficiently close to $\mathcal{X}_{*}(0)$. Here $D F^{\dagger}$ denotes a pseudo inverse of $D F$, cf. Chapter 2.3.3.
Furthermore, the discrete algorithm of Theorem 2.4 is applicable, which works at discrete times $t_{k}=k h$ for $h>0$ and $k \in \mathbb{N}$. Hence for $X_{k}=\left(X_{k}^{1} X_{k}^{2}\right)$, the sequence

$$
\begin{equation*}
X_{k+1}=X_{k}-D F\left(X_{1}^{k}, X_{2}^{k}, t_{k}\right)^{\dagger}\left(F\left(X_{1}^{k}, X_{2}^{k}, t_{k}\right)+h F_{\tau}^{h}\left(X_{1}^{k}, X_{2}^{k}, t_{k}\right)\right) \tag{4.35}
\end{equation*}
$$

is well defined and the accuracy of $X_{k}$ can be controlled by the step size. Note that the approximation $F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)$ of $\frac{\partial}{\partial t} F\left(X_{1}, X_{2}, t\right)$ is given by

$$
F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)=\left[N,\left(\begin{array}{cc}
X_{1}^{\top} A_{\tau}^{h}(t) X_{1} & X_{1}^{\top} A_{\tau}^{h}(t) X_{2} \\
X_{2}^{\top} A_{\tau}^{h}(t) X_{1} & 0
\end{array}\right)\right]
$$

where $A_{\tau}^{h}(t)$ is an approximation of $\dot{A}(t)$.
Analogously to the previous section, one now has to vectorize the matrices $X_{k}, X_{k+1}$ and $\left(F\left(X_{1}^{k}, X_{2}^{k}, t_{k}\right)+h F_{\tau}^{h}\left(X_{1}^{k}, X_{2}^{k}, t_{k}\right)\right)$ and compute the pseudo-inverse of a matrix representation of $D F$, which can be done by employing the VEC-operation and the Kronecker product. However, the matrix associated with $D F$ has the size $\left(n^{2}-\frac{(n-m)(n-m-1)}{2}\right) \times$ $\left(n^{2}-\frac{(n-m)(n-m-1)}{2}\right)$, which shows, that this way of implementing the algorithm is not really practical. Thus, we now concentrate on solving the implicit linear equation, associated with (4.35), without computing a matrix representation of $D F$.

## Approximatively solving the implicit equation.

The implicit form of (4.34) can be written for $\mathcal{M}(X)=-\frac{1}{h} I$ as

$$
\begin{equation*}
D F\left(X_{1}, X_{2}, t\right) \cdot \dot{X}=-\frac{1}{h} F\left(X_{1}, X_{2}, t\right)-F_{\tau}^{h}\left(X_{1}, X_{2}, t\right) \tag{4.36}
\end{equation*}
$$

Let $K$ and $Y$ denote the skew symmetric and symmetric part of $-\frac{1}{h} F\left(X_{1}, X_{2}, t\right)-$ $F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)$, respectively. Then the above equation reads

$$
\begin{equation*}
D F\left(X_{1}, X_{2}, t\right) \cdot \dot{X}=K+Y \tag{4.37}
\end{equation*}
$$
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We now determine an approximative solution of equation (4.37) and then formulate the tracking algorithm by using Theorem 2.4.
Let for $t \in \mathbb{R}, X_{*}=\left(X_{1}^{*} X_{2}^{*}\right)$ such that

$$
X_{*}^{\top} A(t) X_{*}=\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{n}(t)\right) .
$$

Then the derivative of $F$ with respect to $X:=\left(X_{1} X_{2}\right)$ is a linear map, which acts on elements of the tangent space $\left(X_{1} X_{2}\right)\left(\xi_{1} \xi_{2}\right)$ in the following manner

$$
\begin{gathered}
D F\left(X_{1}, X_{2}, t\right) \cdot\left(X_{1} X_{2}\right)\left(\xi_{1} \xi_{2}\right)= \\
{\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top} X^{\top} A(t) X_{1}+X_{1}^{\top} A(t) X \xi_{1} & \xi_{1}^{\top} X^{\top} A(t) X_{2}+X_{1}^{\top} A(t) X \xi_{2} \\
\xi_{2}^{\top} X^{\top} A(t) X_{1}+X_{2}^{\top} A(t) X \xi_{1} & 0
\end{array}\right)\right]+\xi^{\top} X^{\top} X+X^{\top} X \xi}
\end{gathered}
$$

Thus for $\dot{X}=\left(X_{1} X_{2}\right)\left(\xi_{1} \xi_{2}\right)$ equation (4.37) can be written as

$$
\begin{gathered}
{\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top} X^{\top} A(t) X_{1}+X_{1}^{\top} A(t) X \xi_{1} & \xi_{1}^{\top} X^{\top} A(t) X_{2}+X_{1}^{\top} A(t) X \xi_{2} \\
\xi_{2}^{\top} X^{\top} A(t) X_{1}+X_{2}^{\top} A(t) X \xi_{1} & 0
\end{array}\right)\right]+\xi^{\top} X^{\top} X+X^{\top} X \xi} \\
=K+Y
\end{gathered}
$$

Inspecting the symmetry properties of the occurring terms shows, that the above equation is satisfied, if

$$
\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top} X^{\top} A(t) X_{1}+X_{1}^{\top} A(t) X \xi_{1} & \xi_{1}^{\top} X^{\top} A(t) X_{2}+X_{1}^{\top} A(t) X \xi_{2}  \tag{4.38}\\
\xi_{2}^{\top} X^{\top} A(t) X_{1}+X_{2}^{\top} A(t) X \xi_{1} & 0
\end{array}\right)\right]=K
$$

and

$$
\begin{equation*}
\xi^{\top} X^{\top} X+X^{\top} X \xi=Y \tag{4.39}
\end{equation*}
$$

A solution to (4.39) is given as

$$
\begin{equation*}
\xi=\left(X^{\top} X\right)^{-1}\left(Z+\frac{1}{2} Y\right) \tag{4.40}
\end{equation*}
$$

for an arbitrary skew symmetric matrix $Z$. To get a solution of (4.38), consider this equation for $X=X_{*}=\left[X_{1}^{*} X_{2}^{*}\right]$ and obtain

$$
\left[N,\left(\begin{array}{cc}
\xi_{1}^{\top} \hat{D}_{1}+\hat{D}_{1}^{\top} \xi_{1} & \xi_{1}^{\top} \hat{D}_{2}+\hat{D}_{1}^{\top} \xi_{2}  \tag{4.41}\\
\xi_{2}^{\top} \hat{D}_{1}+\hat{D}_{2}^{\top} \xi_{1} & 0
\end{array}\right)\right]=K
$$

where $\hat{D}_{1}=X_{*}^{\top} A(t) X_{1}^{*}=\binom{D_{1}}{0}, D_{1}=\left(X_{1}^{*}\right)^{\top} A(t) X_{1}^{*}$ and $\hat{D}_{2}=X_{*}^{\top} A(t) X_{2}^{*}=$ $\binom{0}{D_{2}}, D_{2}=\left(X_{2}^{*}\right)^{\top} A(t) X_{2}^{*}$. By using $\xi_{1}=\binom{\xi_{11}}{\xi_{21}}$ and $\xi_{2}=\binom{\xi_{12}}{\xi_{22}}$, equation (4.38) simplifies to

$$
\left[N,\left(\begin{array}{cc}
\xi_{11}^{\top} D_{1}+D_{1} \xi_{11} & \xi_{21}^{\top} D_{2}+D_{1} \xi_{12}  \tag{4.42}\\
\xi_{12}^{\top} D_{1}+D_{2} \xi_{21} & 0
\end{array}\right)\right]=K
$$

Due to equation (4.40), $\xi=Z+\frac{1}{2} Y$ for $Z^{\top}=-Z$ in $X=X_{*}$. Thus

$$
\left(\begin{array}{ll}
\xi_{11} & \xi_{12} \\
\xi_{21} & \xi_{22}
\end{array}\right)=\left(\begin{array}{cc}
Z_{11} & Z_{12} \\
-Z_{12}^{\top} & Z_{22}
\end{array}\right)+\frac{1}{2}\left(\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{12}^{\top} & Y_{22}
\end{array}\right)
$$

Plug this into (4.42) and get

$$
\begin{gather*}
{\left[N,\left(\begin{array}{cc}
-Z_{11} D_{1}+D_{1} Z_{11} & -Z_{12} D_{2}+D_{1} Z_{12} \\
Z_{12}^{\top} D_{1}-D_{2} Z_{12}^{\top} & 0
\end{array}\right)\right]=} \\
K-\frac{1}{2}\left[N,\left(\begin{array}{cc}
Y_{11} D_{1}+D_{1} Y_{11} & Y_{12} D_{2}+D_{1} Y_{12} \\
Y_{12}^{\top} D_{1}+D_{2} Y_{12}^{\top} & 0
\end{array}\right)\right] \tag{4.43}
\end{gather*}
$$

As $K$ is the skew symmetric part of $-\frac{1}{h} F\left(X_{1}, X_{2}, t\right)-F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)$, we can use that

$$
K=-\left[N, \frac{1}{h}\left(\begin{array}{cc}
X_{1}^{\top} A(t) X_{1} & X_{1}^{\top} A(t) X_{2} \\
X_{2}^{\top} A(t) X_{1} & 0
\end{array}\right)+\left(\begin{array}{cc}
X_{1}^{\top} A_{\tau}^{h}(t) X_{1} & X_{1}^{\top} A_{\tau}^{h}(t) X_{2} \\
X_{2}^{\top} A_{\tau}^{h}(t) X_{1} & 0
\end{array}\right)\right]
$$

where $A_{\tau}^{h}$ denotes an approximation of $\dot{A}$. Therefore, (4.43) reads

$$
\begin{gather*}
{\left[N,\left(\begin{array}{cc}
-Z_{11} D_{1}+D_{1} Z_{11} & -Z_{12} D_{2}+D_{1} Z_{12} \\
Z_{12}^{\top} D_{1}-D_{2} Z_{12}^{\top} & 0
\end{array}\right)\right]=}  \tag{4.44}\\
-\left[N,\left(\begin{array}{cc}
X_{1}^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X_{1} & X_{1}^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X_{2} \\
X_{2}^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X_{1} & 0
\end{array}\right)+\right. \\
\left.\frac{1}{2}\left(\begin{array}{cc}
Y_{11} D_{1}+D_{1} Y_{11} & Y_{12} D_{2}+D_{1} Y_{12} \\
Y_{12}^{\top} D_{1}+D_{2} Y_{12}^{\top} & 0
\end{array}\right)\right]
\end{gather*}
$$

If we assume, $\left(X_{*} \xi\right) \perp \operatorname{ker}\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right)$, then $Z_{22}=0$, cf. Lemma 4.4. Thus, the above equation uniquely determines the non-zero entries of the skew symmetric matrix Z:

$$
Z_{i j}=\left\{\begin{array}{cl}
\frac{R_{i j}}{D_{i i}-D_{j j}}, & \text { for } i \neq j \text { and } i \leq m \vee j \leq m  \tag{4.45}\\
0, & \text { else. }
\end{array}\right.
$$

Here, $D=X_{*}^{\top} A(t) X_{*}=\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{n}(t)\right)$ and

$$
\begin{gathered}
R=-\left(\begin{array}{cc}
X_{1}^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X_{1} & X_{1}^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X_{2} \\
X_{2}^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X_{1} & 0
\end{array}\right)- \\
\frac{1}{2}\left(\begin{array}{cc}
Y_{11} D_{1}+D_{1} Y_{11} & Y_{12} D_{2}+D_{1} Y_{12} \\
Y_{12}^{\top} D_{1}+D_{2} Y_{12}^{\top} & 0
\end{array}\right)
\end{gathered}
$$

This shows that the solution $\dot{X}=X \xi$ of (4.37) is uniquely determined in $X=X_{*}$, if one assumes that $\dot{X}$ is orthogonal to $\operatorname{ker}\left(D F\left(X_{1}^{*}, X_{2}^{*}, t\right)\right)$. Moreover, this system is well conditioned in $X=X_{*}$, as the differences $\left|\lambda_{i}(t)-\lambda_{j}(t)\right|$ are assumed to be lower bounded for $i \neq j$ and $i \leq m \vee j \leq m$.
Therefore, the solutions of (4.38) and (4.39) are robust under relatively small changes of the entries. To be able to solve these equations for $X \neq X_{*}$, we replace $X^{\top} X$ by $I$ in
(4.40) and in (4.38) we approximate $X^{\top} A(t) X_{1}$ by $\binom{\tilde{D}_{1}}{0}, \tilde{D}_{1}=\operatorname{diag}\left(\left(X^{\top} A(t) X_{1}\right)_{1,1}\right.$, $\left.\ldots,\left(X^{\top} A(t) X_{1}\right)_{m, m}\right)$ and $X^{\top} A(t) X_{2}$ by $\binom{0}{\tilde{D}_{2}}$ where $\tilde{D}_{2}=\operatorname{diag}\left(\left(X^{\top} A(t) X_{2}\right)_{m+1,1}, \ldots\right.$, $\left.\left(X^{\top} A(t) X_{1}\right)_{n,(n-m)}\right)$.
We therefore approximate $\dot{X}=\left(X^{\top}\right)^{-1}\left(Z+\frac{1}{2} Y\right)$ by $X\left(\tilde{Z}+\frac{1}{2} Y\right)$, for $X$ sufficiently close to $\mathcal{X}_{*}(t)$, where $\tilde{Z}=-\tilde{Z}^{\top}$ is given for $D=\operatorname{diag}\left(\left(X^{\top} A(t) X\right)_{11}, \ldots,\left(X^{\top} A(t) X\right)_{n n}\right)$ by

$$
\tilde{Z}_{i j}=\left\{\begin{array}{cl}
\frac{R_{i j}}{D_{i i}-D_{j j}}, & \text { for } i \neq j \text { and } i \leq m \vee j \leq m  \tag{4.46}\\
0, & \text { else. }
\end{array}\right.
$$

Note that we can determine the relevant entries of $R$ by the equation

$$
R_{i j}=\hat{R}_{i j} \quad \text { for } i \leq m \vee j \leq m,
$$

where $\hat{R}=-X^{\top}\left(\frac{1}{h} A(t)+A_{\tau}^{h}(t)\right) X-\frac{1}{2}(Y D+D Y)$. The use of this formula simplifies the explicit expression of the update scheme in the following theorem.
Note that also in the case of multiple eigenvalues, a similar algorithm can be found in [20], which however lacks the corrector terms $\Omega_{i j}^{d}, \Omega_{i j}^{0}$ in the formula.

Theorem 4.3. Let $A(t)$ satisfy the assumptions A1-A4, let $\mathcal{X}_{*}(t)$ as defined in (4.32) and let $A_{\tau}^{h}(t)$ denote an approximation of $\dot{A}(t)$ of order $p \geq 1$. Define for $X \in \mathbb{R}^{n \times n}$, $t \in \mathbb{R}$ and $h>0, Y(X, t):=\frac{1}{h}\left(I-X^{\top} X\right), d_{i}(X, t):=\left(X^{\top} A(t) X\right)_{i i}, D(X, t):=$ $\operatorname{diag}\left(d_{1}(X, t), \ldots, d_{n}(X, t)\right)$ and

$$
\Omega(X, t):=\Omega^{e}(X, t)+\Omega^{d}(X, t)+\Omega^{o}(X, t)
$$

where

1. $\Omega_{i j}^{e}(X, t)=\left\{\begin{array}{cl}\frac{\left(X^{\top} A_{r}^{h}(t) X\right)_{i j}}{d_{j}(X, t)-d_{i}(X, t)} & , i \neq j \text { and } i \leq m \vee j \leq m \\ 0 & , \text { else. }\end{array}\right.$
2. $\Omega_{i j}^{d}(X, t)=\left\{\begin{array}{cl}\frac{\left(\frac{1}{h} X^{\top} A(t) X+\frac{1}{2}(Y(X, t) D(X, t)+D(X, t) Y(X, t))\right)_{i j}}{d_{j}(X, t)-d_{i}(X, t)} & , i \neq j, i \leq m \vee j \leq m \\ 0 & , \text { else }\end{array}\right.$
3. $\Omega^{o}(X, t)=\frac{1}{2} Y(X, t)$.

Then for $c>0$ and sufficiently small $h>0$, the sequence

$$
\begin{equation*}
X_{k+1}=X_{k}+h X_{k} \Omega\left(X_{k}, t_{k}\right) \tag{4.47}
\end{equation*}
$$

satisfies for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\operatorname{dist}\left(X_{k}, \mathcal{X}_{*}\left(t_{k}\right)\right) \leq c h
$$

provided $X_{0}$ is sufficiently close to $\mathcal{X}_{*}(0)$.

Proof. We have derived an explicit expression $X\left(\tilde{Z}+\frac{1}{2} Y\right)$ for

$$
G\left(X_{1}, X_{2}, t\right)\left(F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)+\frac{1}{h} F\left(X_{1}, X_{2}, t\right)\right)
$$

where $X=\left(X_{1} X_{2}\right)$,

$$
\begin{gathered}
F\left(X_{1}, X_{2}, t\right)=\left[N,\left(\begin{array}{cc}
X_{1}^{\top} A(t) X_{1} & X_{1}^{\top} A(t) X_{2} \\
X_{2}^{\top} A(t) X_{1} & 0
\end{array}\right)\right]+\left(\begin{array}{ll}
X_{1} X_{2}
\end{array}\right)^{\top}\left(X_{1} X_{2}\right)-I_{n}, \\
F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)=\left[N,\left(\begin{array}{cc}
X_{1}^{\top} A_{\tau}^{h}(t) X_{1} & X_{1}^{\top} A_{\tau}^{h}(t) X_{2} \\
X_{2}^{\top} A_{\tau}^{h}(t) X_{1} & 0
\end{array}\right)\right]
\end{gathered}
$$

and $G$ denotes the used approximation for $D F^{\dagger}$.
In order to apply Theorem 2.4 for the derived tracking algorithm, we consider the perturbation term, which is given by

$$
\begin{gather*}
\Pi\left(X_{1}, X_{2}, t\right)=  \tag{4.48}\\
\left(I-D F\left(X_{1}, X_{2}, t\right) G\left(X_{1}, X_{2}, t\right)\right)\left(\frac{1}{h} F\left(X_{1}, X_{2}, t\right)+F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)\right)
\end{gather*}
$$

We have to show, that

$$
\begin{equation*}
\left\|\left(\Pi\left(X_{1}, X_{2}, t\right)\right)\right\| \leq c\left\|F\left(X_{1}, X_{2}, t\right)\right\| \tag{4.49}
\end{equation*}
$$

for some constant $c>0$ and all $\left\|X-X_{*}(t)\right\| \leq r, t \geq 0$.
By Lemma 4.4, there exist constants $M, R>0$ such that for all $\left\|X-X_{*}(t)\right\| \leq R$, $t \geq 0$

$$
\begin{equation*}
\left\|D F\left(X_{1}, X_{2}, t\right)\right\| \leq M \tag{4.50}
\end{equation*}
$$

Therefore, using (4.48)

$$
\begin{gathered}
\left\|\Pi\left(X_{1}, X_{2}, t\right)\right\|=\| D F\left(X_{1}, X_{2}, t\right)\left(D F\left(X_{1}, X_{2}, t\right)^{\dagger}-G\left(X_{1}, X_{2}, t\right)\right) \\
\left(F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)+\frac{1}{h} F\left(X_{1}, X_{2}, t\right)\right) \| \leq \\
M\left\|\left(D F\left(X_{1}, X_{2}, t\right)^{\dagger}-G\left(X_{1}, X_{2}, t\right)\right)\left(F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)+\frac{1}{h} F\left(X_{1}, X_{2}, t\right)\right)\right\|= \\
M\left\|\left(X^{\top}\right)^{-1}\left(Z+\frac{1}{2} Y\right)-X\left(\tilde{Z}+\frac{1}{2} Y\right)\right\|
\end{gathered}
$$

where, cf. equation (4.40), $D F\left(X_{1}, X_{2}, t\right)^{\dagger}\left(-\frac{1}{h} F\left(X_{1}, X_{2}, t\right)-F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)\right)=\left(X^{\top}\right)^{-1}$ $\left(Z+\frac{1}{2} Y\right)$ and $G\left(X_{1}, X_{2}, t\right) \cdot\left(-\frac{1}{h} F\left(X_{1}, X_{2}, t\right)-F_{\tau}^{h}\left(X_{1}, X_{2}, t\right)\right)=X\left(\tilde{Z}+\frac{1}{2} Y\right)$.
Thus, we have the same situation as in the proof of Theorem 4.2 and the rest proceeds as there.
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### 4.1.3 Singular value decomposition

We now consider the task of tracking the singular value decomposition (SVD) of a $C^{r}$-family $(r \geq 2)$ of real matrices $t \mapsto M(t) \in \mathbb{R}^{m \times n}$, where $m \geq n$.
Thus, we want to determine a family of left singular vectors $V_{*}(t) \in O(m)$ and right singular vectors $U_{*}(t) \in O(n)$ of $M(t)$ such that

$$
V_{*}^{\top}(t) M(t) U_{*}(t)=\hat{\Sigma}(t),
$$

where

$$
\hat{\Sigma}(t)=\left[\begin{array}{c}
\Sigma(t) \\
0_{(m-n) \times n}
\end{array}\right], \quad \Sigma(t)=\operatorname{diag}\left(\sigma_{1}(t), \ldots, \sigma_{n}(t)\right) .
$$

Note that in the case $m>n$, the orthogonal factor $V_{*}(t)$ is not unique. To see this, we use the partition $V_{*}(t)=:\left[V_{1}^{*}(t) V_{2}^{*}(t)\right]$, where $V_{1}^{*} \in \mathbb{R}^{m \times n}, V_{2}^{*}(t) \in \mathbb{R}^{m \times(m-n)}$ and consider

$$
\left[V_{1}^{*}(t) V_{2}^{*}(t)\right]^{\top} M(t) U_{*}(t)=\left[\begin{array}{c}
V_{1}^{*}(t)^{\top} M(t) U_{*}(t) \\
V_{2}^{*}(t)^{\top} M(t) U_{*}(t)
\end{array}\right]=\left[\begin{array}{c}
\Sigma(t) \\
0_{(m-n) \times n}
\end{array}\right]
$$

Hence, for any $R \in O(m-n)$, the matrix

$$
\tilde{V}_{*}(t):=V_{*}(t)\left[\begin{array}{ll}
I & \\
& R
\end{array}\right]=\left[V_{1}^{*}(t) V_{2}^{*}(t) R\right]
$$

is an other orthogonal matrix such that

$$
\tilde{V}_{*}^{\top}(t) M(t) U_{*}(t)=\hat{\Sigma}(t)
$$

Therefore, we define for given $V_{*}(t)=\left[V_{1}^{*}(t) V_{2}^{*}(t)\right]$ a family of sets of orthogonal matrices

$$
\mathcal{V}_{*}(t):=\left\{\left[V_{1}^{*}(t) V_{2}^{*}(t) R\right] \mid R \in O(m-n)\right\},
$$

whose elements are all left singular vectors of $M(t)$.
It is a well known fact, that the singular value decomposition of $M(t)$ can be obtained by determining an orthogonal diagonalizing transformation $\hat{V}_{*}(t)$ of the matrix

$$
\hat{M}(t):=\left[\begin{array}{cc}
0 & M(t) \\
M(t)^{\top} & 0
\end{array}\right],
$$

such that

$$
\hat{V}(t)_{*}^{\top} \hat{M}(t) \hat{V}_{*}(t)=\left[\begin{array}{lll}
\Sigma(t) & & \\
& -\Sigma(t) & \\
& & 0
\end{array}\right] .
$$

Then the orthogonal factors $U_{*}(t), V_{*}(t)=\left[V_{1}^{*}(t) V_{2}^{*}(t)\right]$ for the SVD of $M(t)$ are given by

$$
\hat{V}_{*}(t)=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
V_{1}^{*}(t) & V_{1}^{*}(t) & \sqrt{2} V_{2}^{*}(t) \\
U_{*}(t) & -U_{*}(t) & 0
\end{array}\right] \in \mathbb{R}^{(m+n) \times(m+n)}
$$

where $V_{1}^{*}(t) \in \mathbb{R}^{m \times n}$ and $V_{2}^{*}(t) \in \mathbb{R}^{m \times(m-n)}$. In the case that the non-zero eigenvalues of $\hat{M}(t)$ are pairwise distinct, the columns of $V_{1}^{*}(t)$ and $U_{*}(t)$ are uniquely determined, up to their sign. Thus the (locally unique) set of orthogonal matrices, which diagonalize $\hat{M}(t)$, and which contains $\hat{V}_{*}(t)$, is given by

$$
\mathcal{W}_{*}(t)=\left\{\left.\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
V_{1}^{*}(t) & V_{1}^{*}(t) & \sqrt{2} V_{2}^{*}(t) R  \tag{4.51}\\
U_{*}(t) & -U_{*}(t) & 0
\end{array}\right] \right\rvert\, R \in O(m-n)\right\} .
$$

We now derive the SVD algorithm by using the EVD-results of the previous chapter for $\hat{M}(t)$. In order to guarantee the applicability of Theorem 4.3, we have to assume, that $\hat{M}(t)$ satisfies the assumptions A1-A4 made in the previous chapter, which implies, that we have to impose the following conditions on $M(t)$ :

M1 The map $t \mapsto M(t) \in \mathbb{R}^{m \times n}, m \geq n$, is $C^{r}$ with $r \geq 2$.
M2 The singular values $\sigma_{1}(t), \ldots, \sigma_{n}(t)$ of $M(t)$ satisfy $\sigma_{i}(t) \neq \sigma_{j}(t)$ for $i \neq j$ and $t \in \mathbb{R}$.

M3 $\|M(t)\|,\|\dot{M}(t)\|$ and $\|\ddot{M}(t)\|$ are uniformly bounded on $\mathbb{R}$.
M4 There exists $c>0$ such that the singular values of $M(t)$ satisfy for all $t \in \mathbb{R}$

$$
\left|\sigma_{i}(t)-\sigma_{j}(t)\right| \geq c, \quad i \neq j
$$

The following result shows that a $C^{r}$-singular value decomposition of $M(t)$ already exists under weaker assumptions than M1 and M2.

Proposition 4.2. Let $M(t) \in \mathbb{R}^{m \times n}, m \geq n$ and let $\sigma_{1}(t), \ldots, \sigma_{n}(t)$ denote the singular values of $M(t), t \in \mathbb{R}$. In the case that $M(t)$ has $q$ groups of identical singular values, we define $\sigma_{1}(t)=\ldots=\sigma_{p_{1}}(t)=: \hat{\sigma}_{1}(t), \ldots, \sigma_{p_{q-1}+1}(t)=\ldots=\sigma_{p_{q}}(t)=: \hat{\sigma}_{q}(t)$ for $1 \leq p_{1}<\ldots<p_{q}=n$ and some $q \in \mathbb{N}$.

1. If $t \mapsto M(t)$ is $C^{r}, r \geq 1$, and $\sigma_{i}(t) \neq \sigma_{j}(t)$ for $i \neq j$ and $t \in \mathbb{R}$, then there exists a $C^{r}$-singular value decomposition, i.e. there exists $C^{r}$-families of orthogonal matrices $V(t) \in \mathbb{R}^{m \times m}, U(t) \in \mathbb{R}^{n \times n}$ such that $V(t)^{\top} M(t) U(t)=\hat{\Sigma}(t)$ where $\hat{\Sigma}(t)=\left[\begin{array}{c}\operatorname{diag}\left(\sigma_{1}(t), \ldots, \sigma_{n}(t)\right) \\ 0_{n-m}\end{array}\right]$.
2. If $t \mapsto M(t)$ is $C^{r}, r \geq 1$, and has $q$ groups of identically singular values satisfying $\hat{\sigma}_{i}(t) \neq \hat{\sigma}_{j}(t)$ for $i \neq j$ and all $t \in \mathbb{R}$, then there exists a $C^{r}$-singular value decomposition of $M(t)$.
3. If $M(t)$ is real analytic, then there exist a real analytic singular value decomposition.

Proof. Claim 1 and 2 can be found in a publication of Dieci [20], while the 3rd has been shown by Bunse-Gerstner [14].

Note that in the case of dealing with the real analytic singular value decomposition, we would have to allow negative singular values. Thus, we would have to modify assumption M2 and M4 such that the absolute values of the singular values are assumed to be different.
However, we assume M1-M4 and formulate the SVD tracking theorem for a $C^{r}$ family of matrices for $r \geq 2$. This result is a generalization of the algorithm given in [6], since the new method also works for non-square matrices $M(t)$.

Theorem 4.4. Let $M(t)$ satisfy M1-M4, let $U_{*}(t)$ and $\mathcal{V}_{*}(t)$ as above and let $M_{\tau}^{h}(t)$ denote an approximation of $\frac{\partial}{\partial t} M(t)$ of order $p \geq 1$. Let further for $V_{1} \in \mathbb{R}^{m \times n}, V_{2} \in$ $\mathbb{R}^{m \times(m-n)}, U \in \mathbb{R}^{n \times n}, t \in \mathbb{R}$ and $h>0$,

$$
\begin{gathered}
Y_{1}\left(V_{1}, U\right)=\frac{1}{2}\left(2 I_{n}-V_{1}^{\top} V_{1}-U^{\top} U\right), \\
Y_{2}\left(V_{1}, U\right)=\frac{1}{2}\left(U^{\top} U-V_{1}^{\top} V_{1}\right), \\
Y_{3}\left(V_{1}, V_{2}\right)=-\frac{\sqrt{2}}{2} V_{1}^{\top} V_{2}, \\
Y_{4}\left(V_{2}\right)=I_{m-n}-V_{2}^{\top} V_{2}, \\
B_{1}\left(V_{1}, U, t\right)= \\
\frac{1}{2}\left(U^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right)^{\top} V_{1}+V_{1}^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right) U+D(t) Y_{1}\left(V_{1}, U\right)+Y_{1}\left(V_{1}, U\right) D(t)\right), \\
B_{2}\left(V_{1}, U, t\right)= \\
\frac{1}{2}\left(U^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right)^{\top} V_{1}-V_{1}^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right) U+D(t) Y_{2}\left(V_{1}, U\right)-Y_{2}\left(V_{1}, U\right) D(t)\right), \\
B_{3}\left(V_{1}, V_{2}, U, t\right)=\frac{\sqrt{2}}{2} U^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right)^{\top} V_{2}+\frac{1}{2} D\left(V_{1}, U, t\right) Y_{3}\left(V_{1}, V_{2}\right),
\end{gathered}
$$

where

$$
D\left(V_{1}, U, t\right):=\operatorname{diag}\left(\left(U^{\top} M(t)^{\top} V_{1}\right)_{11}, \ldots,\left(U^{\top} M(t)^{\top} V_{1}\right)_{n n}\right),
$$

and $d_{i}\left(V_{1}, U, t\right)=\left(D\left(V_{1}, U, t\right)\right)_{i i}, i=1, \ldots, n$. Let moreover $Z_{1}\left(V_{1}, U, t\right)=-Z_{1}\left(V_{1}, U, t\right)^{\top}$ $\in \mathbb{R}^{n \times n}, Z_{2}\left(V_{1}, U, t\right)=-Z_{2}\left(V_{1}, U, t\right)^{\top} \in \mathbb{R}^{n \times n}$ and $Z_{3}\left(V_{1}, V_{2}, U, t\right) \in \mathbb{R}^{n \times(m-n)}$ be defined

$$
\begin{gathered}
\left(Z_{1}\left(V_{1}, U, t\right)\right)_{i j}=\left\{\begin{array}{cc}
\left(B_{1}\left(V_{1}, U, t\right)\right)_{i j}\left(d_{j}\left(V_{1}, U, t\right)-d_{i}\left(V_{1}, U, t\right)\right)^{-1}, & i \neq j \\
0, & \text { else }
\end{array}\right. \\
\left(Z_{2}\left(V_{1}, U, t\right)\right)_{i j}=-\left(B_{2}\left(V_{1}, U, t\right)\right)_{i j}\left(d_{j}\left(V_{1}, U, t\right)+d_{i}\left(V_{1}, U, t\right)\right)^{-1}, \quad i, j=1, \ldots, n \\
\left(Z_{3}\left(V_{1}, V_{2}, U, t\right)\right)_{i j}=-\left(B_{3}\left(V_{1}, V_{2}, U, t\right)\right)_{i j} d_{i}\left(V_{1}, U, t\right)^{-1}, \quad i=1, \ldots, n, j=1, \ldots, m-n
\end{gathered}
$$

Then for $c>0$ and sufficiently small $h>0$, the sequence $\left(V_{k}, U_{k}\right)$, defined for $V_{k}:=$ $\left[V_{1}^{k} V_{2}^{k}\right]$ by

$$
\begin{gathered}
V_{1}^{k+1}=V_{1}^{k}+V_{1}^{k}\left(Z_{1}\left(V_{1}^{k}, U_{k}, t_{k}\right)+Z_{2}\left(V_{1}^{k}, U_{k}, t_{k}\right)+\frac{1}{2}\left(Y_{1}\left(V_{1}^{k}, U_{k}\right)+Y_{2}\left(V_{1}^{k}, U_{k}\right)\right)\right)+ \\
\sqrt{2} V_{2}^{k}\left(-Z_{3}\left(V_{1}^{k}, V_{2}^{k}, U_{k}, t_{k}\right)^{\top}+\frac{1}{2} Y_{3}\left(V_{1}^{k}, V_{2}^{k}\right)^{\top}\right) \\
V_{2}^{k+1}=V_{2}^{k}+\frac{1}{2}\left(\sqrt{2} V_{1}^{k}\left(2 Z_{3}\left(V_{1}^{k}, V_{2}^{k}, U_{k}, t_{k}\right)+Y_{3}\left(V_{1}^{k}, V_{2}^{k}\right)\right)+V_{2}^{k} Y_{4}\left(V_{2}^{k}\right)\right) \\
U_{k+1}=U_{k}+U_{k}\left(Z_{1}\left(V_{1}^{k}, U_{k}, t_{k}\right)+\frac{1}{2} Y_{1}\left(V_{1}^{k}, U_{k}\right)-Z_{2}\left(V_{1}^{k}, U_{k}, t_{k}\right)-\frac{1}{2} Y_{2}\left(V_{1}^{k}, U_{k}\right)\right)
\end{gathered}
$$

satisfies for all $k \in \mathbb{N}$

$$
\operatorname{dist}\left(V_{k}, \mathcal{V}_{*}\left(t_{k}\right)\right)^{2}+\left\|U_{k}-U_{*}\left(t_{k}\right)\right\|^{2} \leq c^{2} h^{2}
$$

provided $\left(V_{0}, U_{0}\right)$ is sufficiently close to $\left(\mathcal{V}_{*}(0), U_{*}(0)\right)$.
Proof. To use Theorem 4.3, let $\hat{V}_{k}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}V_{1}^{k} & V_{1}^{k} & \sqrt{2} V_{2}^{k} \\ U_{k} & -U_{k} & 0\end{array}\right]$, $Y=\frac{1}{h}\left(I-\hat{V}_{k}^{\top} \hat{V}_{k}\right)$, $\hat{M}(t)=\left[\begin{array}{cc}0 & M(t) \\ M(t)^{\top} & 0\end{array}\right], \hat{D}:=\operatorname{diag}\left(\left(\hat{V}_{k} \hat{M}\left(t_{k}\right) \hat{V}_{k}\right)_{1,1}, \ldots,\left(\hat{V}_{k} \hat{M}\left(t_{k}\right) \hat{V}_{k}\right)_{2 n, 2 n}, 0, \ldots, 0\right) \in$ $\mathbb{R}^{(n+m) \times(m+n)}$ and $\hat{d}_{i}=\hat{D}_{i i}$ for $i=1, \ldots, n$
Let $\hat{M}_{\tau}^{h}(t)=\left[\begin{array}{cc}0 & M_{\tau}^{h}(t) \\ M_{\tau}^{h}(t)^{\top} & 0\end{array}\right]$ such that $B:=\hat{V}_{k}^{\top}\left(\hat{M}_{\tau}^{h}\left(t_{k}\right)+\frac{1}{h} \hat{M}\left(t_{k}\right)\right) \hat{V}_{k}+\frac{1}{2}(Y \hat{D}+$ $\hat{D} Y)$, let $\mathcal{W}_{*}(t)$ as defined in (4.51) and let $Z \in \mathbb{R}^{(m+n) \times(m+n)}$ be defined by

$$
Z_{i j}:=\left\{\begin{array}{cl}
B_{i j}\left(\hat{d}_{j}-\hat{d}_{i}\right)^{-1}, & i \neq j \text { and } i \leq 2 n \wedge j \leq 2 n \\
0, & \text { else }
\end{array}\right.
$$

Then for $c>0$ and sufficiently small $h>0$, the sequence

$$
\begin{equation*}
\hat{V}_{k+1}=\hat{V}_{k}+h \hat{V}_{k}\left(Z+\frac{1}{2} Y\right) \tag{4.52}
\end{equation*}
$$

satisfies for $k \in \mathbb{N}$

$$
\operatorname{dist}\left(\hat{V}_{k}, \mathcal{W}_{*}\left(t_{k}\right)\right) \leq c h
$$

if $\hat{V}_{0}$ is sufficiently close to $\mathcal{W}_{*}(0)$, cf. Theorem 4.3.
Due to the fact, that each $\hat{V}_{k}$ consists of the orthogonal factors for the SVD of $M\left(t_{k}\right)$, we derive the claimed update scheme from the finding above. We therefore study the structure of the terms in (4.52):
Let therefore $\hat{V}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}V_{1} & V_{1} & \sqrt{2} V_{2} \\ U & -U & 0\end{array}\right]$ and we get that

$$
\hat{V}^{\top} \hat{M} \hat{V}=\frac{1}{2}\left[\begin{array}{ccc}
U^{\top} M^{\top} V_{1}+V_{1}^{\top} M U & U^{\top} M^{\top} V_{1}-V_{1}^{\top} M U & \sqrt{2} U^{\top} M^{\top} V_{2} \\
V_{1}^{\top} M U-U^{\top} M^{\top} V_{1} & -U^{\top} M^{\top} V_{1}-V_{1}^{\top} M U & -\sqrt{2} U^{\top} M^{\top} V_{2} \\
\sqrt{2} V_{2}^{\top} M U & -\sqrt{2} V_{2}^{\top} M U & 0
\end{array}\right]
$$

Thus for $D:=\operatorname{diag}\left(\left(U^{\top} M^{\top} V_{1}\right)_{11}, \ldots,\left(U^{\top} M^{\top} V_{1}\right)_{n n}\right)$, the diagonal entries of $\hat{V}^{\top} \hat{M} \hat{V}$ are given by

$$
\hat{D}:=\left[\begin{array}{lll}
D & & \\
& -D & \\
& & 0
\end{array}\right] .
$$

We consider

$$
\begin{gathered}
h Y=I-\hat{V}^{\top} \hat{V}= \\
I-\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
V_{1}^{\top} & U^{\top} \\
V_{1}^{\top} & -U^{\top} \\
\sqrt{2} V_{2}^{\top} & 0
\end{array}\right] \frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
V_{1} & V_{1} & \sqrt{2} V_{2} \\
U & -U & 0
\end{array}\right]= \\
\frac{1}{2}\left[\begin{array}{ccc}
2 I-V_{1}^{\top} V_{1}-U^{\top} U & -V_{1}^{\top} V_{1}+U^{\top} U & -\sqrt{2} V_{1}^{\top} V_{2} \\
-V_{1}^{\top} V_{1}+U^{\top} U & 2 I-V_{1}^{\top} V_{1}-U^{\top} U & -\sqrt{2} V_{1}^{\top} V_{2} \\
-\sqrt{2} V_{2}^{\top} V_{1} & -\sqrt{2} V_{2}^{\top} V_{1} & 2 I-2 V_{2}^{\top} V_{2}
\end{array}\right] .
\end{gathered}
$$

Thus, $Y$ has the following structure:

$$
Y=\left[\begin{array}{rrr}
Y_{1} & Y_{2} & Y_{3} \\
Y_{2}^{\top} & Y_{1} & Y_{3} \\
Y_{3}^{\top} & Y_{3}^{\top} & Y_{4}
\end{array}\right]
$$

where $Y_{1}^{\top}=Y_{1}, Y_{2}^{\top}=Y_{2}, Y_{4}^{\top}=Y_{4}$.
Moreover,

$$
\hat{D} Y+Y \hat{D}=\left[\begin{array}{ccc}
D Y_{1}+Y_{1} D & D Y_{2}-Y_{2} D & D Y_{3} \\
-D Y_{2}^{\top}+Y_{2}^{\top} D & -D Y_{1}-Y_{1} D & -D Y_{3} \\
Y_{3}^{\top} D & -Y_{3}^{\top} D & 0
\end{array}\right]
$$

Hence, the structure of

$$
B:=\hat{V}^{\top}\left(\hat{M}_{\tau}^{h}(t)+\frac{1}{h} \hat{M}(t)\right) \hat{V}+\frac{1}{2}(Y \hat{D}+\hat{D} Y)
$$

is as follows

$$
B=\left[\begin{array}{ccc}
B_{1} & B_{2} & B_{3} \\
B_{2}^{\top} & -B_{1} & -B_{3} \\
B_{3}^{\top} & -B_{3}^{\top} & 0
\end{array}\right]
$$

where $B_{1}, B_{2} \in \mathbb{R}^{n \times n}, B_{3} \in \mathbb{R}^{n \times(m-n)}$ and $B_{2}^{\top}=-B_{2}$.
The non-zero entries of $Z=-Z^{\top}=:\left[\begin{array}{ccc}Z_{1} & Z_{2} & Z_{3} \\ -Z_{2}^{\top} & Z_{4} & Z_{5} \\ -Z_{3}^{\top} & -Z_{5}^{\top} & 0\end{array}\right]$ are determined by

$$
\hat{D} Z-Z \hat{D}=-B \Leftrightarrow
$$

$$
\left[\begin{array}{ccc}
D Z_{1}-Z_{1} D & D Z_{2}+Z_{2} D & D Z_{3} \\
D Z_{2}^{\top}+Z_{2}^{\top} D & -D Z_{4}+Z_{4} D & -D Z_{5} \\
Z_{3}^{\top} D & -Z_{5}^{\top} D & 0
\end{array}\right]=-\left[\begin{array}{ccc}
B_{1} & B_{2} & B_{3} \\
B_{2}^{\top} & -B_{1} & -B_{3} \\
B_{3}^{\top} & -B_{3}^{\top} & 0
\end{array}\right]
$$

implying that $Z_{4}=Z_{1}, Z_{5}=Z_{3}$ and $Z_{2}^{\top}=-Z_{2}$, since $B_{2}^{\top}=-B_{2}$.
Now consider

$$
\frac{\sqrt{2}}{h}\left(\hat{V}_{k+1}-\hat{V}_{k}\right)=\frac{1}{h}\left[\begin{array}{ccc}
V_{1}^{k+1}-V_{1}^{k} & V_{1}^{k+1}-V_{1}^{k} & \sqrt{2} V_{2}^{k+1}-\sqrt{2} V_{2}^{k} \\
U_{k+1}-U_{k} & -U_{k+1}+U_{k} & 0
\end{array}\right],
$$

and the update scheme (4.52) implies that

$$
\frac{1}{h}\left[\begin{array}{ccc}
V_{1}^{k+1}-V_{1}^{k} & V_{1}^{k+1}-V_{1}^{k} & \sqrt{2} V_{2}^{k+1}-\sqrt{2} V_{2}^{k} \\
U_{k+1}-U_{k} & -U_{k+1}+U_{k} & 0
\end{array}\right]=\sqrt{2} \hat{V}_{k}\left(Z+\frac{1}{2} Y\right) .
$$

This is equivalent to

$$
\left.\begin{array}{c}
\frac{1}{h}\left[\begin{array}{ccc}
V_{1}^{k+1}-V_{1}^{k} & V_{1}^{k+1}-V_{1}^{k} & \sqrt{2} V_{2}^{k+1}-\sqrt{2} V_{2}^{k} \\
U_{k+1}-U_{k} & -U_{k+1}+U_{k} & 0
\end{array}\right]= \\
{\left[\begin{array}{c}
V_{1}^{k}\left(Z_{1}+\frac{1}{2} Y_{1}-Z_{2}^{\top}+\frac{1}{2} Y_{2}^{\top}\right)+\sqrt{2} V_{2}^{k}\left(-Z_{3}^{\top}+\frac{1}{2} Y_{3}^{\top}\right) \\
U_{k}\left(Z_{1}+\frac{1}{2} Y_{1}\right)-U_{k}\left(-Z_{2}^{\top}+\frac{1}{2} Y_{2}^{\top}\right) \\
V_{1}^{k}\left(Z_{2}+\frac{1}{2} Y_{2}+Z_{1}+\frac{1}{2} Y_{1}\right)+\sqrt{2} V_{2}^{k}\left(-Z_{3}^{\top}+\frac{1}{2} Y_{3}^{\top}\right) \\
U_{k}\left(Z_{2}+\frac{1}{2} Y_{2}\right)-U_{k}\left(Z_{1}+\frac{1}{2} Y_{1}\right)
\end{array}\right]} \\
V_{1}^{k}\left(Z_{3}+\frac{1}{2} Y_{3}\right)+V_{1}^{k}\left(Z_{3}+\frac{1}{2} Y_{3}\right)+\sqrt{2} V_{2}^{k}\left(\frac{1}{2} Y_{4}\right) \\
0
\end{array}\right] .
$$

from where the claimed update schemes for $V_{k}=\left[V_{1}^{k} V_{2}^{k}\right]$ and $U_{k}$ can be immediately seen.

### 4.1.4 Numerical results

All simulations were performed in Matlab. We used $N=80$ steps, step size $h=0.05$, $A(t)=X_{*}(t) K(t) X_{*}(t)^{\top}$ for $K(t)=\operatorname{diag}\left(a_{1}+\sin (t), \ldots, a_{10}+\sin (10 t)\right)$ and

$$
X_{*}(t)=R^{\top}\left[\begin{array}{ccc}
\cos (t) & \sin (t) & 0 \\
-\sin (t) & \cos (t) & 0 \\
0 & 0 & I_{8}
\end{array}\right] R
$$

where $R \in O(10)$ is a fixed random orthogonal matrix and $a_{i}:=2.5 i$ for $i=1, \ldots, 10$.

## EVD with simple eigenvalues

The definition of $A(t)$ implies the existence of a smooth curve $t \mapsto X_{*}(t) \in O(10)$ such that $X_{*}(t) A(t) X_{*}(t)$ is diagonal for all $t$. We wanted to determine a sequence $X_{k}$, which approximates $X_{*}(t)$ at a reasonable accuracy for $t=k h$ and $k=1, \ldots, N$.
In the first simulation, we check the tracking ability of the algorithm as defined in Theorem 4.1, and we used approximations for $\dot{A}(t)$ of order 2. Figure 4.1 shows the computed (dashed) and exact (solid) time-varying eigenvalues of $A(t)$. As it can be seen in the corresponding error plot (Fig 4.2.), where $\left\|X_{k}-X_{*}\left(t_{k}\right)\right\|$ is depicted, we did not use perfect initial conditions. The computed values converged fast towards


Figure 4.1: EVD with simple eigenvalues: The diagonal entries of $X_{k}^{\top} A\left(t_{k}\right) X_{k}$ (dotted) and of $X_{*}\left(t_{k}\right)^{\top} A\left(t_{k}\right) X_{*}\left(t_{k}\right)$ (solid).


Figure 4.2: EVD with simple eigenvalues: The error plot, corresponding to Figure 4.1.

| Order $p$ | Mean error Alg. 1 (Thm 4.1) | Mean error Alg. 2 (Thm 4.2) |
| :---: | :---: | :---: |
| 0 | $4.5 \cdot 10^{-2}$ | $4.6 \cdot 10^{-2}$ |
| 1 | $4.1 \cdot 10^{-3}$ | $4.6 \cdot 10^{-3}$ |
| 2 | $1.4 \cdot 10^{-3}$ | $1.4 \cdot 10^{-3}$ |
| 3 | $1.2 \cdot 10^{-3}$ | $1.2 \cdot 10^{-3}$ |

Table 4.1: The mean error of the two algorithms, computed for different order approximations of $\dot{A}$

| Dimension $n \times n$ | Comp. time Alg. 1 | Comp. time Alg. 2 |
| :---: | :---: | :---: |
| $10 \times 10$ | $4.2 \cdot 10^{-1}$ | $1.1 \cdot 10^{-2}$ |
| $20 \times 20$ | $2.3 \cdot 10^{1}$ | $2.5 \cdot 10^{-2}$ |
| $40 \times 40$ | $9.6 \cdot 10^{2}$ | $1.4 \cdot 10^{-1}$ |

Table 4.2: The computing time of Algorithm 1 (Theorem 4.1) and Algorithm 2 (Theorem 4.2) for different sizes of $A(t) \in \mathbb{R}^{n \times n}$
the exact solution and remained close to it. Note that not all 80 computed points are shown in order to have a better resolution of the interesting initial behavior.
It is computationally much cheaper to implement the algorithm, which computes an approximation instead of the exact inverse of the Hessian $H_{f}$, as defined in Theorem 4.2. We therefore used this modified algorithm to do another simulation with the same initial conditions. Qualitatively, we observed the same behavior.
In order to compare this approach quantitatively with the original one from Theorem 4.1, we define the mean error by

$$
\frac{1}{N} \sum_{k=1}^{N}\left\|X_{k}-X_{*}\left(t_{k}\right)\right\|
$$

where $N$ denotes the number of steps. Table 4.1 shows the mean accuracy of both algorithms for different choices of the order of the approximation for $\dot{A}$.
Hence, using approximations of order $p>1$ significantly improves the quality of the results in both algorithms. Moreover, both algorithms have a comparable accuracy, which implies, that the second algorithm is preferable, since it is much cheaper to compute, cf. the computing times in Table 4.2.

## EVD with multiple eigenvalues

In order to check the tracking property of the algorithm for symmetric matrices with multiple eigenvalues, as defined in Theorem 4.3, we slightly modified the setting from above. Instead of the above definition, we used $K(t)=\operatorname{diag}\left(a_{1}+\sin (t), \ldots, a_{8}+\sin (8 t)\right.$, $\left.a_{8}+\sin (8 t), a_{8}+\sin (8 t)\right) \in \mathbb{R}^{10 \times 10}, a_{i}:=2.5 i$ for $i=1, \ldots, 8$.
It turned out, that the used update scheme from Theorem 4.3 produces a sequence of matrices $\left(X_{k}\right)$, which approximatively diagonalizes $A\left(t_{k}\right)$ for $k=1, \ldots, 40$. Figure 4.3 shows the diagonal entries of $X_{k}^{\top} A\left(t_{k}\right) X_{k}$, where perfect initial conditions were used.

Note that we can not visually distinguish between these computed eigenvalues and the exact ones. Only the line at the top of the panel seems to be thicker than the others. This is caused by the fact, that there are 3 almost identical lines, which correspond to the multiple eigenvalue $\lambda_{8}\left(t_{k}\right)$.


Figure 4.3: EVD with multiple eigenvalues: The diagonal entries of $X_{k}^{\top} A\left(t_{k}\right) X_{k}$ (dotted) and of $X_{*}\left(t_{k}\right)^{\top} A\left(t_{k}\right) X_{*}\left(t_{k}\right)$ (solid).

Note further that we can not just compare the output $X_{k}$ with $X_{*}\left(t_{k}\right)$, in order to determine the accuracy of this algorithm, as $X_{*}\left(t_{k}\right)$ is not an isolated diagonalizing transformation for $A\left(t_{k}\right)$. However, the first 7 columns of $X_{*}\left(t_{k}\right)$ are locally unique, and therefore, we define the mean error by

$$
\frac{1}{N} \sum_{k=1}^{N} \sqrt{\left\|X_{k}^{1}-X_{*}^{1}\left(t_{k}\right)\right\|^{2}+\left\|\left(X_{k}^{2}\right)^{\top} X_{k}^{2}-I_{3}\right\|^{2}}
$$

where we used the partitions $X_{k}=\left(X_{k}^{1} X_{k}^{2}\right), X_{*}\left(t_{k}\right)=\left(X_{*}^{1}\left(t_{k}\right) X_{*}^{2}\left(t_{k}\right)\right)$ and $N$ denotes the number of steps. Table 4.3 shows the computed mean error of the algorithm from Theorem 4.3 for different order approximations of $\dot{A}$. Thus the method is able to track the desired transformation and, as expected, the error decreases for higher order approximations.

| Order $p$ | Mean error |
| :---: | :---: |
| 0 | $4.2 \cdot 10^{-2}$ |
| 1 | $3.5 \cdot 10^{-3}$ |
| 2 | $1.4 \cdot 10^{-3}$ |
| 3 | $1.2 \cdot 10^{-3}$ |

Table 4.3: The mean error of the algorithm form Theorem 4.3, computed for different order approximations of $\dot{A}$.

## SVD of a non-square matrix

We now want to use the tracking algorithm of Theorem 4.4 to compute for a given sequence of matrices $M\left(t_{k}\right) \in \mathbb{R}^{m \times n}$, orthogonal matrices $U_{k}, V_{k}$, such that approximatively holds

$$
V_{k}^{\top} M\left(t_{k}\right) U_{k} \approx\left[\begin{array}{c}
\operatorname{diag}\left(\sigma_{1}\left(t_{k}\right), \ldots, \sigma_{n}\left(t_{k}\right)\right) \\
0_{(m-n) \times n}
\end{array}\right] .
$$

We used $m=10, n=7$ and $M(t)=V_{*}(t) \hat{\Sigma} U_{*}^{\top}$, where $\hat{\Sigma}(t)=\left[\begin{array}{c}\operatorname{diag}\left(\sigma_{1}(t), \ldots, \sigma_{7}(t)\right) \\ 0_{(m-n) \times n}\end{array}\right]$, $V_{*}(t)=R_{1}^{\top}\left[\begin{array}{ccc}\cos (t) & \sin (t) & 0 \\ -\sin (t) & \cos (t) & 0 \\ 0 & 0 & I_{8}\end{array}\right] R_{1}, U_{*}(t)=R_{2}^{\top}\left[\begin{array}{ccc}\cos (t) & \sin (t) & 0 \\ -\sin (t) & \cos (t) & 0 \\ 0 & 0 & I_{5}\end{array}\right] R_{2}$. Here, $R_{1} \in O(10)$ and $R_{2} \in O(7)$ are fixed random orthogonal matrices and $\sigma_{i}(t):=2.5 i+$ $\sin (i t)$ for $i=1, \ldots, 7$. We evaluated the algorithm at times $t_{k}=k h, k=1, \ldots, N$ with $N=20$ and $h=0.05$.
In a first simulation, we wanted to check the tracking properties of the derived algorithm. We therefore used about $10 \%$ perturbed initial values for $V_{0} \in \mathbb{R}^{10 \times 10}$ and $U_{0} \in \mathbb{R}^{7 \times 7}$ and an approximation for $\dot{M}(t)$ of order 2. As it can be seen in Figure 4.4, the diagonal entries of $V_{k}^{\top} M\left(t_{k}\right) U_{k}$ converged fast to the exact singular values $\sigma_{1}\left(t_{k}\right), \ldots, \sigma_{7}\left(t_{k}\right)$, which illustrates the robustness of the used method. The corresponding error plot shows that the error initially decreased to a certain level $\left(\approx 2 \cdot 10^{-3}\right)$, where it remained for the rest of the simulation, cf. Figure 4.5.
Then we wanted to examine the accuracy of the tracking algorithm for different order approximations of $\dot{M}$ and perfect initial conditions. Note that, analogously to the EVD in the case of multiple eigenvalues, the component $V_{2}$ of the orthogonal factor $V=\left[V_{1} V_{2}\right]$ is not unique, cf. Chapter 4.1.3. Therefore, we used the following formula to estimate the mean error of the algorithm

$$
\frac{1}{N} \sum_{k=1}^{N} \sqrt{\left\|V_{k}^{1}-V_{*}^{1}\left(t_{k}\right)\right\|^{2}+\left\|U_{k}-U_{*}\left(t_{k}\right)\right\|^{2}+\left\|\left(V_{2}^{k}\right)^{\top} V_{2}^{k}-I_{m-n}\right\|^{2}}
$$

As it can be seen in Table 4.4, this algorithm produces factors $V_{k}, U_{k}$, which perform the SVD of $M\left(t_{k}\right)$ at a reasonable accuracy, which increases proportionally to the order of the used approximation for $\dot{M}$.


Figure 4.4: SVD: The diagonal entries of $V_{k}^{\top} M\left(t_{k}\right) U_{k}$ (dotted) and of $\hat{\Sigma}\left(t_{k}\right)$ (solid).


Figure 4.5: SVD: The total error of the SVD factors $U_{k}, V_{k}$, corresponding to Figure 4.4.

| Order $p$ | Mean error |
| :---: | :---: |
| 0 | $6.2 \cdot 10^{-2}$ |
| 1 | $4.8 \cdot 10^{-3}$ |
| 2 | $1.7 \cdot 10^{-3}$ |
| 3 | $1.5 \cdot 10^{-3}$ |

Table 4.4: The mean error of the algorithm form Theorem 4.4, computed for different order approximations of $\dot{M}$.

### 4.2 Polar decomposition of time-varying matrices

The polar decomposition of a matrix $M \in \mathbb{R}^{n \times n}$ is defined as the factorization of $M$ into a positive definite matrix $P$ and an orthogonal matrix $Z$. For full-rank matrices such factorizations always exist, which can be easily seen by considering the SVD of $M$ : If $M=V \Sigma U^{\top}$ for some $U, V \in O(n)$ and diagonal $\Sigma \in \mathbb{R}^{n \times n}$ with positive diagonal entries, then a polar decomposition of $M$ is given by

$$
\begin{equation*}
M=\underbrace{V \Sigma V^{\top}}_{=: P} \underbrace{V U^{\top}}_{=: Z} . \tag{4.53}
\end{equation*}
$$

Here, we study the time-varying case, i.e. we consider the polar decomposition of a family of square matrices $M(t) \in \mathbb{R}^{n \times n}, t \in \mathbb{R}$. At first, we introduce a SVD-based method to track the time-varying polar decomposition of $M(t)$. We then revisit an other tracking technique in order to have a benchmark for the subsequent numerical examinations.

### 4.2.1 SVD-based polar decomposition

Let $M: \mathbb{R} \rightarrow \mathbb{R}^{n \times n}, t \mapsto M(t)$ be a smooth curve of full rank matrices and let there exist smooth curves $t \mapsto U_{*}(t) \in O(n)$ and $t \mapsto V_{*}(t) \in O(n)$ such that

$$
V_{*}^{\top}(t) M(t) U_{*}(t)=\Sigma(t),
$$

where $\Sigma(t)=\operatorname{diag}\left(\sigma_{1}(t), \ldots, \sigma_{n}(t)\right)$. We are able to decompose $M(t)$ into an orthogonal and a symmetric positive definite matrix as follows

$$
\begin{equation*}
M(t)=\underbrace{V_{*}(t) \Sigma(t) V_{*}(t)^{\top}}_{=: P_{*}(t)} \underbrace{V_{*}(t) U_{*}(t)^{\top}}_{=: Z_{*}(t)} . \tag{4.54}
\end{equation*}
$$

This shows that a SVD tracking algorithm provides all necessary components in order to determine a smooth polar decomposition of $M(t)$. From Proposition 4.2, we get the following result.

Proposition 4.3. Let $M(t) \in \mathbb{R}^{n \times n}$ with $\operatorname{rk}(M(t))=n$ and singular values $\sigma_{1}(t), \ldots$, $\sigma_{n}(t)$ for $t \in \mathbb{R}$. In the case, that we have groups of identical singular values, we define $\sigma_{1}(t)=\ldots=\sigma_{p_{1}}(t)=: \hat{\sigma}_{1}(t), \ldots, \sigma_{p_{q-1}+1}(t)=\ldots=\sigma_{p_{q}}(t)=: \hat{\sigma}_{q}(t)$ for $1 \leq p_{1}<\ldots<$ $p_{q}=n$ and some $q \in \mathbb{N}$.

1. If $t \mapsto M(t)$ is $C^{r}, r \geq 1$, and $\sigma_{i}(t) \neq \sigma_{j}(t)$ for $i \neq j$ and $t \in \mathbb{R}$, then there exists a $C^{r}$-polar decomposition, i.e. there exist $C^{r}$-families of orthogonal and positive definite matrices $Z_{*}(t), P_{*}(t)$, respectively, such that $M(t)=P_{*}(t) Z_{*}(t)$.
2. If $t \mapsto M(t)$ is $C^{r}, r \geq 1$, and has $q$ groups of identically singular values satisfying $\hat{\sigma}_{i}(t) \neq \hat{\sigma}_{j}(t)$ for $i \neq j$ and all $t$, then there exists a $C^{r}$-polar decomposition of $M(t)$.
3. If $M(t)$ is real analytic, then there exists a real analytic polar decomposition.

Proof. The claims follow directly from Proposition 4.2 by noting (4.54).
We therefore compute the polar decomposition of $M(t)$ by applying the SVD tracking algorithm of Theorem 4.4 to the special situation here. To do this, we have to impose the following conditions on $M(t)$, cf. Section 4.1.3.

M1 The map $t \mapsto M(t) \in \mathbb{R}^{n \times n}$, is $C^{r}$ with $r \geq 2$.
M2 The singular values $\sigma_{1}(t), \ldots, \sigma_{n}(t)$ of $M(t)$ satisfy $\sigma_{i}(t) \neq \sigma_{j}(t)$ for $i \neq j$ and $t \in \mathbb{R}$.

M3 $\|M(t)\|,\|\dot{M}(t)\|$ and $\|\ddot{M}(t)\|$ are uniformly bounded on $\mathbb{R}$.
M4 There exists $c>0$ such that the singular values of $M(t)$ satisfy for all $t \in \mathbb{R}$

$$
\left|\sigma_{i}(t)-\sigma_{j}(t)\right| \geq c, \quad i \neq j
$$

We arrive at the following result.
Theorem 4.5. Let $M(t)$ satisfy M1-M4, let $t \mapsto U_{*}(t) \in O(n)$ and $t \mapsto V_{*}(t) \in O(n)$ be $C^{2}$-curves satisfying $V_{*}^{\top}(t) M(t) U_{*}(t)=\Sigma(t)$, where $\Sigma(t)=\operatorname{diag}\left(\sigma_{1}(t), \ldots, \sigma_{n}(t)\right)$, $t \in \mathbb{R}$. Let $M_{\tau}^{h}(t)$ denote an approximation of $\frac{\partial}{\partial t} M(t)$ of order $p \geq 1$ and let for $U, V \in \mathbb{R}^{n \times n}, t \in \mathbb{R}$ and $h>0$,

$$
\begin{gathered}
Y_{1}(V, U)=\frac{1}{2}\left(2 I_{n}-V^{\top} V-U^{\top} U\right) \\
Y_{2}(V, U)=\frac{1}{2}\left(U^{\top} U-V^{\top} V\right) \\
B_{1}(V, U, t)= \\
\frac{1}{2}\left(U^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right)^{\top} V+V^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right) U+D(t) Y_{1}(V, U)+Y_{1}(V, U) D(t)\right), \\
B_{2}(V, U, t)= \\
\frac{1}{2}\left(U^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right)^{\top} V-V^{\top}\left(h M_{\tau}^{h}(t)+M(t)\right) U+D(t) Y_{2}(V, U)-Y_{2}(V, U) D(t)\right),
\end{gathered}
$$

where

$$
D(V, U, t):=\operatorname{diag}\left(\left(U^{\top} M(t)^{\top} V\right)_{11}, \ldots,\left(U^{\top} M(t)^{\top} V\right)_{n n}\right)
$$
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and $d_{i}(V, U, t)=(D(V, U, t))_{i i}, i=1, \ldots, n$. Let further $Z_{1}(V, U, t)=-Z_{1}(V, U, t)^{\top} \in$ $\mathbb{R}^{n \times n}$ and $Z_{2}(V, U, t)=-Z_{2}(V, U, t)^{\top} \in \mathbb{R}^{n \times n}$ be defined as

$$
\begin{aligned}
& \left(Z_{1}(V, U, t)\right)_{i j}=\left\{\begin{array}{cc}
\left(B_{1}(V, U, t)\right)_{i j}\left(d_{j}(V, U, t)-d_{i}(V, U, t)\right)^{-1}, & i \neq j \\
0, & \text { else }
\end{array}\right. \\
& \left(Z_{2}(V, U, t)\right)_{i j}=-\left(B_{2}(V, U, t)\right)_{i j}\left(d_{j}(V, U, t)+d_{i}(V, U, t)\right)^{-1}, \quad i, j=1, \ldots, n
\end{aligned}
$$

Let $\left(U_{k}\right),\left(V_{k}\right)$ and $(\Sigma)_{k}$ be defined for $k \in \mathbb{N}$ by

$$
\begin{gathered}
V_{k+1}=V_{k}+V_{k}\left(Z_{1}\left(V_{k}, U_{k}, t_{k}\right)+Z_{2}\left(V_{k}, U_{k}, t_{k}\right)+\frac{1}{2}\left(Y_{1}\left(V_{k}, U_{k}\right)+Y_{2}\left(V_{k}, U_{k}\right)\right)\right) \\
U_{k+1}=U_{k}+U_{k}\left(Z_{1}\left(V_{k}, U_{k}, t_{k}\right)+\frac{1}{2} Y_{1}\left(V_{k}, U_{k}\right)-Z_{2}\left(V_{k}, U_{k}, t_{k}\right)-\frac{1}{2} Y_{2}\left(V_{k}, U_{k}\right)\right) \\
\Sigma_{k+1}:=\operatorname{diag}\left(\left(U_{k+1}^{\top} M\left(t_{k+1}\right)^{\top} V_{k+1}\right)_{11}, \ldots,\left(U_{k+1}^{\top} M\left(t_{k+1}\right)^{\top} V_{k+1}\right)_{n n}\right)
\end{gathered}
$$

Then for $c>0$ and sufficiently small $h>0$, the sequences $\left(P_{k}\right),\left(Z_{k}\right)$ defined by

$$
\begin{gather*}
P_{k+1}=V_{k+1} \Sigma_{k+1} V_{k+1}^{\top}  \tag{4.55}\\
Z_{k+1}=V_{k+1} U_{k+1}^{\top}
\end{gather*}
$$

satisfy for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\left\|Z_{k}-Z_{*}\left(t_{k}\right)\right\| \leq \operatorname{ch}(2+c h)
$$

and

$$
\left\|P_{k}-P_{*}\left(t_{k}\right)\right\| \leq \operatorname{ch}(2+c h)\left(1+\left\|\Sigma_{*}\left(t_{k}\right)\right\|\left(1+2 c h+c^{2} h^{2}\right)\right)
$$

provided $\left(V_{0}, U_{0}\right)$ is sufficiently close to $\left(V_{*}(0), U_{*}(0)\right)$.
Proof. Under the conditions of this theorem, we have for $k \in \mathbb{N}$

$$
\left\|V_{k}-V_{*}\left(t_{k}\right)\right\|^{2}+\left\|U_{k}-U_{*}\left(t_{k}\right)\right\|^{2} \leq c^{2} h^{2}
$$

for $\left(V_{0}, U_{0}\right)$ sufficiently close to $\left(V_{*}(0), U_{*}(0)\right)$, cf. Theorem 4.4.
Thus,

$$
V_{k} U_{k}^{\top}=V_{*}\left(t_{k}\right) U_{*}\left(t_{k}\right)^{\top}+\epsilon_{1}
$$

where $\left\|\epsilon_{1}\right\| \leq 2 c h+c^{2} h^{2}$ and

$$
\Sigma_{k}=\Sigma_{*}\left(t_{k}\right)+\epsilon_{2}^{\prime},
$$

where $\left\|\epsilon_{2}^{\prime}\right\| \leq\left(2 c h+c^{2} h^{2}\right)\left\|\Sigma_{*}\left(t_{k}\right)\right\|$, which shows that

$$
V_{k} \Sigma_{k} V_{k}^{\top}=V_{*}\left(t_{k}\right) \Sigma_{*}\left(t_{k}\right) V_{*}\left(t_{k}\right)^{\top}+\epsilon_{2}
$$

where $\left\|\epsilon_{2}\right\| \leq\left\|\Sigma_{*}\left(t_{k}\right)\right\|\left(1+2 c h+c^{2} h^{2}\right)\left(2 c h+c^{2} h^{2}\right)+\left(2 c h+c^{2} h^{2}\right)$.

### 4.2.2 Polar decomposition by square root tracking

We now consider an other method to determine the time-varying polar decomposition of $M(t) \in G l(n)$.
In the work of Getz [28], the polar decomposition of $M(t)$ is obtained by computing the uniquely determined positive square root $X_{*}(t)$ of $\Lambda(t):=M(t) M(t)^{\top}$. Then the positive definite factor $P(t)$ and the orthogonal factor $Z(t)$ such that $M(t)=P(t) Z(t)$ are given by

$$
P(t)=\Lambda(t) X_{*}(t), \quad Z(t)=X_{*}(t) M(t)
$$

Thus, the major problem is now the determination of the square root $X_{*}(t)$ of $\Lambda(t)$. This can be solved by finding the zero of the function $F: S(n) \times \mathbb{R} \rightarrow S(n)$, defined by

$$
\begin{equation*}
F(X, t):=X \Lambda(t) X^{\top}-I \tag{4.56}
\end{equation*}
$$

Here $S(n) \subset \mathbb{R}^{n \times n}$ denotes the set of all symmetric matrices. Obviously, $\operatorname{dim} S(n)=$ $\frac{n(n+1)}{2}=: s(n)$.
The zero of $F$ can be determined by using the time-varying Newton flow, i.e. by finding a solution $X(t)$ of

$$
D F(X, t) \dot{X}=-\mu F(X, t)-\frac{\partial}{\partial t} F(X, t), \quad \mu>0
$$

One therefore needs to invert $D F(X(t), t) \in \mathbb{R}^{s(n) \times s(n)}$ to get an explicit version of the above differential equation. According to Getz [28], the solution $\Gamma(t)$ of the differential equation

$$
\dot{\Gamma}=-\mu D F\left(X_{*}(t), t\right)^{\top}\left(D F\left(X_{*}(t), t\right) \Gamma-I\right)-\Gamma \frac{\partial}{\partial t} D F\left(X_{*}(t), t\right) \Gamma
$$

converges exponentially to $D F\left(X_{*}(t), t\right)^{-1}$, provided that $\mu>0$ is sufficiently large and $\Gamma(0)$ is sufficiently close to $D F\left(X_{*}(0), 0\right)^{-1}$
Thus, Getz proposes to solve the following coupled system to compute $X(t) \approx X_{*}(t)$

$$
\begin{cases}\operatorname{vec}(\dot{X}) & =-\mu \Gamma \operatorname{vec}(X \Lambda(t) X-I)-\Gamma \operatorname{vec}(X \dot{\Lambda} X)  \tag{4.57}\\ \dot{\Gamma} & =-\mu \Gamma(D F(X, t) \Gamma-I)-\left.\Gamma\left(\frac{d}{d t} D F(X, t)\right)\right|_{\dot{X}=-\Gamma \operatorname{vec}(X \dot{\Lambda}(t) X)} \Gamma\end{cases}
$$

Here vec : $S(n) \rightarrow \mathbb{R}^{s(n)}$ denotes a vectorizing operation to transform symmetric matrices into equivalent vectors in $\mathbb{R}^{s(n)}$.
In particular, one has the following theorem ([28]).
Theorem 4.6. Let $M(t)$ be in $G l(n)$ for all $t \in \mathbb{R}$. Let the polar decomposition of $M(t)$ be $M(t)=P(t) Z(t)$ with $P(t) \in S(n)$ the positive definite symmetric square root of $\Lambda(t):=M(t) M(t)^{\top}$ and $Z(t) \in O(n)$ for all $t \in \mathbb{R}$. Let $\operatorname{vec}(X) \in \mathbb{R}^{s(n)}$, $\Gamma \in \mathbb{R}^{s(n) \times s(n)}$ and let $(\operatorname{vec}(X(t)), \Gamma(t))$ denote the solution of (4.57), where $F$ is defined by (4.56). Then for $\mu>0$ sufficiently large and $(\operatorname{vec}(X(0)), \Gamma(0))$ sufficiently close to (vec $\left.\left(X_{*}(0)\right), D F\left(X_{*}(0), 0\right)^{-1}\right)$ the following statements hold:

1. $X(t) \Lambda(t)$ exponentially converges to $P(t)$,
2. $X(t) M(t)$ exponentially converges to $Z(t)$,
3. $M(t)^{\top} X(t)^{2}$ exponentially converges to $M(t)^{-1}$.

## Discrete tracking method

Since Getz' approach bases on the continuous version of the Euclidean time-varying Newton flow, we use the corresponding discrete tracking algorithm (2.59) to determine $P_{k}$ and $Z_{k}$, approximating the polar decomposition of $M(t)=P_{*}(t) Z_{*}(t)$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and step size $h>0$. Thus for $\left(P_{0}, Z_{0}\right)$ sufficiently close to $\left(P_{*}(0), Z_{*}(0)\right)$, the sequences $\left(P_{k}\right)$ and $\left(Z_{k}\right)$ are recursively given by

$$
\begin{gather*}
P_{k+1}=X_{k+1} \Lambda\left(t_{k+1}\right)  \tag{4.58}\\
Z_{k+1}=X_{k+1} M\left(t_{k+1}\right)
\end{gather*}
$$

where $X_{k}$ is obtained by discretizing the ODE (4.57) for $\mu:=\frac{1}{h}$. Hence,

$$
\left\{\begin{array}{l}
\operatorname{vec}\left(X_{k+1}\right)=\operatorname{vec}\left(X_{k}\right)-\Gamma_{k} \operatorname{vec}\left(X_{k} \Lambda\left(t_{k}\right) X_{k}-I\right)-h \Gamma_{k} \operatorname{vec}\left(X_{k} \Lambda_{\tau}^{h}\left(t_{k}\right) X_{k}\right) \\
\Gamma_{k+1}=\Gamma_{k}-\Gamma_{k}\left(D F\left(X_{k}, t_{k}\right) \Gamma_{k}-I\right)-\left.h \Gamma_{k}\left(\frac{d}{d t} D F\left(X_{k}, t_{k}\right)\right)\right|_{\dot{X}_{k}=-\Gamma_{k} \operatorname{vec}\left(X_{k} \Lambda_{\tau}^{h}\left(t_{k}\right) X_{k}\right)} \Gamma_{k}
\end{array}\right.
$$

Here, $\Lambda_{\tau}^{h}(t)$ denotes an approximation of $\dot{\Lambda}(t)$.
In the next section, we will compare the results of this tracking algorithm with that one defined in Theorem 4.5.

### 4.2.3 Numerical results

At first, we computed the polar decomposition of a sequence of matrices $M\left(t_{k}\right) \in \mathbb{R}^{n \times n}$ by using the algorithm of Theorem 4.5. To be able to compare the computed values with the exact ones, we defined $\left(M_{k}\right)$ in the following way.
We set $n=10, \Sigma(t)=\operatorname{diag}\left(\sigma_{1}(t), \ldots, \sigma_{10}(t)\right)$, where $\sigma_{i}(t):=2.5 i+\sin (i t)$ for $i=1, \ldots, 10$ and $t_{k}:=k h$ for $k=1, \ldots, N$. Here $h:=0.05$ is the step size and $N=40$ is the number of steps.
Then $M\left(t_{k}\right)$ is given by

$$
M\left(t_{k}\right)=V_{*}\left(t_{k}\right) \Sigma\left(t_{k}\right) U_{*}\left(t_{k}\right),
$$

where

$$
V_{*}(t)=R_{1}^{\top}\left[\begin{array}{ccc}
\cos (t) & \sin (t) & 0 \\
-\sin (t) & \cos (t) & 0 \\
0 & 0 & I_{8}
\end{array}\right] R_{1}, U_{*}(t)=R_{2}^{\top}\left[\begin{array}{ccc}
\cos (t) & \sin (t) & 0 \\
-\sin (t) & \cos (t) & 0 \\
0 & 0 & I_{8}
\end{array}\right] R_{2}
$$

for fixed random orthogonal matrices $R_{1}, R_{2} \in O(10)$. In all simulations, we used a second order approximation $M_{\tau}^{h}$ for $\dot{M}$.

Since our algorithm works by determining the SVD of $M(t)$, we used about $10 \%$ perturbed initial values $V_{0}, U_{0}$ to demonstrate the robustness of the used method. Figure 4.6 reflects the error plots of this simulation, where we observe an initial convergence of the errors to zero, where they remain at a small level $(\leq 0.08)$.
Note that the error of the orthogonal factor $\left\|Z_{k}-Z_{*}\left(t_{k}\right)\right\|=\left\|V_{k} U_{k}^{\top}-V_{*}\left(t_{k}\right) U_{*}\left(t_{k}\right)^{\top}\right\|$ is considerably smaller than the error of the positive definite factor $\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|=$ $\left\|V_{k} D_{k} V_{k}^{\top}-V_{*}\left(t_{k}\right) \Sigma\left(t_{k}\right) V_{*}\left(t_{k}\right)^{\top}\right\|$. This is as expected from the error estimates in Theorem 4.5, where the error of the positive definite factor is about $\left\|\Sigma_{*}\left(t_{k}\right)\right\|$ times higher.


Figure 4.6: The errors of the factors of the polar decomposition of $M_{k}:\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$ and $\left\|Z_{k}-Z_{*}\left(t_{k}\right)\right\|$ (dashed). Our algorithm of Theorem 4.5 was used to compute $P_{k}$ and $Z_{k}$.

Next, we wanted to evaluate the second algorithm (Getz), as defined in (4.58). We used the same setup as above and computed the factors $P_{k}, Z_{k}$ of the polar decomposition of $M_{k}$. To check the robustness of this method, we used a $10 \%$ perturbed initial value for $X_{0}$.
Note that in order to implement this algorithm, one particularly needs to vectorize symmetric matrices and use the corresponding matrix representation of $D F$. For example, we can use the standard vectorizing operation for matrices in $\mathbb{R}^{n \times n}$. Then the matrix representation $H \in \mathbb{R}^{n^{2} \times n^{2}}$ of $D F$ can be easily determined, and is given by

$$
H\left(X_{k}, t_{k}\right)=\left(X_{k} \Lambda\left(t_{k}\right)\right) \otimes I+I \otimes\left(X_{k} \Lambda\left(t_{k}\right)\right),
$$

where $\otimes$ denotes the Kronecker product.

If one chooses a vectorizing operation without redundancies, one obtains a matrix representation of $D F$ of dimension $\frac{n(n+1)}{2} \times \frac{n(n+1)}{2}$, which possibly leads to a faster working algorithm. However, since the accuracy of such an algorithm would not be improved, our particular choice of the vectorizing operation is valid to check the tracking properties of this approach.
The resulting magnitudes $P_{k}, Z_{k}$ of this algorithm are compared to the exact ones $P_{*}\left(t_{k}\right)$ and $Z_{*}\left(t_{k}\right)$, which is shown by the error plot in Figure 4.7. Similarly to the first algorithm of Theorem 4.5, one also observes a fast initial convergence of the errors towards zero, where they remain for the rest of the simulation. Although we used comparable initial conditions to the first algorithm, the final error level is about twice as high $(\leq 0.17)$. An other advantage of the first algorithm is, that it works with matrices of dimension $n \times n$ instead of (at least) $\frac{n(n+1)}{2} \times \frac{n(n+1)}{2}$.


Figure 4.7: The errors of the factors of the polar decomposition of $M_{k}:\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$ and $\left\|Z_{k}-Z_{*}\left(t_{k}\right)\right\|$ (dashed). The discrete version of Getz' algorithm, defined in (4.58), was used to compute $P_{k}$ and $Z_{k}$.

### 4.3 Minor and principal eigenvector tracking

Many problems in control and signal processing require the tracking of certain eigenvectors of a time-varying matrix; the eigenvectors associated with the largest eigenvalues are called the principal eigenvectors and those with the smallest eigenvalues the minor eigenvectors.

In statistical analysis, the principal components of a covariance matrix $C$ are projections of the data vectors on the directions of the principal eigenvectors of $C$. Therefore, the major task in PCA is the determination of the principal eigenvectors of the covariance matrix.
Here, we consider the more general task of determining minor or principal eigenvectors. One interesting feature, inherited from a recently proposed minor eigenvector flow upon which part of this work is based, is that the algorithm can be used also for tracking principal eigenvectors simply by changing the sign of the matrix whose eigenvectors are being tracked. The other key feature is that the algorithm has a guaranteed accuracy, which bases on the particular choice of the tracking method.

We now consider the task of determining for $t \in \mathbb{R}$ the minor and principal eigenvectors of a time-varying symmetric matrix $A(t) \in \mathbb{R}^{n \times n}$. These are defined as the $n \times p$-matrix consisting of eigenvectors of $A(t)$ associated with the $p$ smallest or largest eigenvalues, respectively.
In the paper of Manton et al. [48] a method was introduced, which was able to extract the minor and principal eigenvectors of a constant matrix $A \in \mathbb{R}^{n \times n}$. This was achieved by finding the minimum or maximum of a suitable cost function. The minimization of this function leads to a method, which determines the minor eigenvectors, hence the eigenvectors associated to the smallest eigenvalues. We follow this approach in order to derive a minor/principal eigenvector flow for time-varying matrices $A(t)$.
In principal component analysis for time-varying data one is concerned with the associated eigenvector estimation task for a time-varying covariance matrix $A(t)$. There are at least two interpretations.

1. Let $x(\tau) \in \mathbb{R}^{n}$ a curve of data points for $\tau \geq 0$. Then define for $t \geq 0$

$$
A(t):=\frac{1}{t} \int_{0}^{t} x(\tau) x(\tau)^{\top} d \tau
$$

2. Let $x_{1}(t), \ldots, x_{m}(t) \in \mathbb{R}^{n}$ curves of data points for $t \geq 0$. Then

$$
A(t):=\frac{1}{m} \sum_{i=1}^{m} x_{i}(t) x(t)^{\top} .
$$

The subsequent analysis will not depend on any such statistical interpretation of $A(t)$. Thus, the developed eigenvector tracking techniques are also suitable to compute the time-varying principal components of any covariance matrix $A(t)$.
Consider the smooth cost function $f: \mathbb{R}^{n \times p} \times \mathbb{R} \rightarrow \mathbb{R}$

$$
\begin{equation*}
f(X, t)=\frac{1}{2} \operatorname{tr}\left(A(t) X N X^{\top}\right)+\frac{\mu}{4}\left\|N-X^{\top} X\right\|^{2}, \tag{4.59}
\end{equation*}
$$

where $N \in \mathbb{R}^{p \times p}, \mu \in \mathbb{R}$. To ensure that the extrema $X_{*}(t)$ of $f$ correspond to the minor/principal eigenvectors of $A(t)$, we make the following assumptions, cf. [48].

A1 The scalar $\mu$ is strictly positive.
A2 $A(t) \in \mathbb{R}^{n \times n}$ is symmetric for all $t \in \mathbb{R}$.
A3 $N=\operatorname{diag}\left(n_{1}, \ldots, n_{p}\right) \in \mathbb{R}^{p \times p}$ with $n_{1}>\ldots>n_{p}>0$.
A4 $A(t)$ has exactly $p$ minor (principal) eigenvectors and the corresponding eigenvalues are pairwise distinct for all $t \in \mathbb{R}$.

A5 $\mu$ does not equal any eigenvalue of $A(t)$ for all $t \in \mathbb{R}$.
Assumption A1 implies that the cost function (4.59) has compact sublevel sets and therefore a global minimum $X_{*}(t)$ exists for any $t \in \mathbb{R}$. Furthermore, for fixed $t \in \mathbb{R}$, assumptions A1-A3 imply that each column of a critical point $X_{*}=\left[x_{1} \ldots x_{p}\right]$ of $f$ is either the null-vector or an eigenvector of $A(t)$ with eigenvalue $\lambda_{i}, i=1, \ldots, p$. The following lemma holds.

Lemma 4.5. [48] Assume A1-A5 hold. For $t \in \mathbb{R}$, let $\lambda_{1}(t)<\ldots<\lambda_{p}(t)<\lambda_{p+1}(t) \leq$ $\cdots \leq \lambda_{n}(t)$ be the eigenvalues of $A(t)$ in ascending order and let $v_{1}(t), \ldots, v_{n}(t)$ be the corresponding normalized eigenvectors. Then for any $t \in \mathbb{R}, X_{*}(t)=\left[x_{1}(t) \ldots x_{p}(t)\right]$ is a local minimum of $f(X, t)$ if and only if

$$
\begin{equation*}
x_{i}(t)= \pm \gamma_{i}(t) v_{i}(t) \tag{4.60}
\end{equation*}
$$

where

$$
\gamma_{i}(t)=\left\{\begin{array}{cl}
\sqrt{N_{i i}\left(1-\lambda_{i}(t) / \mu\right)} & \text { if } \lambda_{i}(t)<\mu \\
0 & \text { otherwise }
\end{array}\right.
$$

for $i=1, \ldots, p$.
Let $M$ denote an upper bound for $\lambda_{i}(t)$ for all $t \in \mathbb{R}$ and $i=1, \ldots, p$. If $\mu>M$, then the previous lemma shows, that for any $t \in \mathbb{R}, X_{*}=\left[\begin{array}{lll}x_{1} & \ldots & x_{p}\end{array}\right]$ is a minimum of $f(X, t)$ if and only if its columns are the non-trivial eigenvectors of $A(t)$, which correspond to the $p$ smallest eigenvalues. Thus the global minimum of $f$ gives the minor eigenvectors of $A$. In contrast, the maxima of $f$ correspond to the principal eigenvectors of $A$, i.e. the minima of the cost function $f_{-}$obtained by replacing $A$ by $-A$. Thus, by replacing $A$ by $-A$ in the subsequent formulas, all results about minor eigenvectors are immediately reformulated into equivalent results about principal eigenvectors. Thus, from now on, we restrict ourselves to the minor eigenvector case. This duality between minor and principal eigenvectors does not hold for the previously proposed cost functions for principal eigenvector analysis and motivates our choice of the specific cost function (4.59).

Proposition 4.4. Let $t \mapsto A(t)$ be a smooth matrix valued map satisfying A1-A5. Assume that $\|A(t)\|,\|\dot{A}(t)\|$ and $\left|\lambda_{i}(t)-\lambda_{j}(t)\right|^{-1}$ for $i \neq j$ are uniformly bounded on $\mathbb{R}$. Then there exists a smooth map $t \mapsto X_{*}(t) \in \mathbb{R}^{n \times p}$, which is a smooth isolated minimum of $f(X, t)$. Moreover, if $\mu>M$, then the rows of $X_{*}(t)$ are the $p$ non-trivial eigenvectors, associated to the $p$ smallest eigenvalues.

Proof. Under the conditions above, there exists a smooth map $t \mapsto V(t) \in S t(n, p)$ such that $V(t)^{\top} A(t) V(t)$ is a diagonal matrix with diagonal entries $\lambda_{1}(t)<\ldots<\lambda_{p}(t)$, cf. [41]. Here $S t(n, p)$ denotes the Stiefel manifold of orthogonal $n \times p$ matrices $V$. Let the columns $v_{1}(t), \ldots, v_{p}(t)$ of $V(t)$ be ordered, such that they correspond to the eigenvalues $\lambda_{1}(t)<\ldots<\lambda_{p}(t)$.
Then define $x_{1}(t), \ldots, x_{p}(t)$ as in (4.60). Thus $X_{*}:=\left[x_{1}(t) \ldots x_{p}(t)\right]$ is a critical point of $f(X, t)$. If for some $k \in\{1, \ldots, p\}$ and some $t \in \mathbb{R}$

$$
\mu<\lambda_{k}(t)
$$

then this relation holds for all $t \in \mathbb{R}$, due to A5. Hence, the corresponding row $x_{k}(t)=0$ for all $t$. This proves the claim.
Remark 4.1. The previous proof shows also, that the minimum of $f(X, t)$ is unique, except for arbitrary time-varying signs and possible permutations of its columns.

### 4.3.1 Minor eigenvector tracking

Let $A(t)$ and $f$ as above and let $X_{*}(t)$ denote a time-varying minimum of $f$, i.e. $f\left(X_{*}(t), t\right)$ is minimal for all $t$. We want to track this minimum by using the timevarying Newton flow. Hence, we need to determine the " $X$-gradient" and " $X$-Hessian" of $f$. Thus we consider for fixed $t$ the function $X \mapsto f(X, t)$ and determine its gradient, which is given as

$$
\begin{equation*}
\nabla f(X, t)=A(t) X N-\mu X N+\mu X X^{\top} X \tag{4.61}
\end{equation*}
$$

Moreover, the Hessian (with respect to $X$ ) reads

$$
\begin{equation*}
H_{f}(X, t) \cdot \xi=A(t) \xi N-\mu \xi N+\mu\left(\xi X^{\top} X+X \xi^{\top} X+X X^{\top} \xi\right) \tag{4.62}
\end{equation*}
$$

In order to use the Newton flow for the tracking of the zero of the gradient, we have to compute an inverse of the Hessian operator.
In the special case $p=1, X$ and $\xi$ are vectors of length $n$ and (4.62) can be rewritten as

$$
\begin{equation*}
H_{f}(X, t) \cdot \xi=A(t) \xi-\mu \xi+\mu\left(X^{\top} X+2 X X^{\top}\right) \xi \tag{4.63}
\end{equation*}
$$

where we choose $N=1$. Hence, the matrix representation of the Hessian is just given as $A(t)-\mu I_{n}+\mu\left(X^{\top} X+2 X X^{\top}\right)$.
But if $p>1$, one needs more effort to determine the Hessian operator and we show two different approaches.

### 4.3.1.1 Vectorizing the matrix differential equation

In this paragraph, we vectorize $\xi$ and $\nabla f(X, t)$ by using the VEC operation and computing a matrix representation for $H_{f}$ by employing the Kronecker product, denoted by $\otimes$, cf. appendix. Thus

$$
\begin{equation*}
H_{f}(X, t)=N \otimes\left(A(t)-\mu I_{n}\right)+\mu\left(X^{\top} X \otimes I_{n}+\left(X^{\top} \otimes X\right) \pi_{T}+I_{p} \otimes X X^{\top}\right) \tag{4.64}
\end{equation*}
$$

where $\pi_{T}$ is such that vectorized matrices are mapped onto vectors, which equal the vectorized transposed matrix, i.e.

$$
\pi_{T} \cdot \operatorname{VEC}(X)=\operatorname{VEC}\left(X^{\top}\right), \quad X \in \mathbb{R}^{n \times p}
$$

Therefore, $\pi_{T}$ is a permutation matrix, which is for $p=1$ given as $\pi_{T}=I_{n}$.
Once having determined the Hessian, we arrive at the tracking algorithm for vectorvalued $X_{k}, k \in \mathbb{N}$.

Algorithm 1: Choose a starting point $X_{0}$ close to the exact minimum $X_{*}(0)$ of $f(X, 0)$, $t_{k}:=k h$. For $k \in \mathbb{N}$, the new point $X_{k+1}$, which approximates the minimum of $f$ at $t_{k+1}$ is determined by

$$
\begin{equation*}
X_{k+1}=X_{k}-H_{f}^{-1}\left(\nabla f\left(X_{k}, t_{k}\right)+h G_{h}\left(X_{k}, t_{k}\right)\right) \tag{4.65}
\end{equation*}
$$

Here $G_{h}$ denotes an approximation to $\frac{\partial}{\partial t} \nabla f\left(X_{k}, t_{k}\right)$ of order $m \geq 1$. Some valid choices for this are given in Section 2.1.2.2. The following theorem gives necessary conditions for the applicability of this algorithm.

Theorem 4.7. Let $f(X, t)$ as defined in (4.59) and assume A1-A5. Let further $t \mapsto$ $A(t)$ be a smooth map and let $\|A(t)\|,\|\dot{A}(t)\|,\|\ddot{A}(t)\|,\left|\lambda_{i}(t)-\lambda_{j}(t)\right|^{-1}$ be uniformly bounded on $\mathbb{R}$ for $i \neq j$ and $i \leq p \vee j \leq p$ and let $\mu>\sup \left\{\lambda_{i}(t) \mid 1 \leq i \leq p, t \in \mathbb{R}\right\}$.
Then there exists a smooth isolated zero $X_{*}(t)$ of $\nabla f(X, t)$, whose columns are the eigenvectors of $A(t)$, associated with the $p$ smallest values of the eigenvalues.
Moreover, for any sufficiently small step size $h$ and $c>0$ with $\left\|X_{0}-X_{*}(0)\right\| \leq c h$, the sequence $X_{k}$ defined by Algorithm 1 satisfies for all $k \in \mathbb{N}$

$$
\begin{equation*}
\left\|X_{k}-X_{*}\left(t_{k}\right)\right\| \leq c h \tag{4.66}
\end{equation*}
$$

Proof. The existence of such a zero $X_{*}(t)$ is clear due to Proposition 4.4.
To show (4.66), we have to check the necessary conditions of Theorem 2.10. Therefore, we consider the derivatives of $\nabla f(X, t)=A(t) X N-\mu X N+\mu X X^{\top} X$ :

$$
\begin{gathered}
\frac{\partial}{\partial t} \nabla f(X, t)=\dot{A}(t) X N \\
H_{f}(X, t) \cdot \xi=A(t) \xi N-\mu \xi N+\mu\left(\xi X^{\top} X+X \xi^{\top} X+X X^{\top} \xi\right) \\
\frac{\partial^{2}}{\partial t^{2}} \nabla f(X, t)=\ddot{A}(t) X N \\
D^{2} \nabla f(X, t) \cdot(\xi, \eta)=\mu\left(\xi \eta^{\top} X+\xi X^{\top} \eta+\eta \xi^{\top} X+X \xi^{\top} \eta+\eta X^{\top} \xi+X \eta^{\top} \xi\right)
\end{gathered}
$$

$$
\frac{\partial}{\partial t} H_{f}(X, t) \cdot \xi=\dot{A}(t) \xi N
$$

Lemma 4.5 shows that $\sup _{t \in \mathbb{R}}\left\|X_{*}(t)\right\|$ is finite. This shows, that for some $r>0$ these derivatives are bounded for all $t \in \mathbb{R}$ and $X \in B_{r}\left(X_{*}(t)\right)$.
The only estimate which remains to show is, that there exists a $M>0$ such that for all $t \in \mathbb{R}$

$$
\begin{equation*}
\left\|H_{f}\left(X_{*}(t), t\right)^{-1}\right\| \leq M \tag{4.67}
\end{equation*}
$$

According to [48], the eigenvalues of the Hessian at a critical point $X_{*}(t)$ are

$$
\begin{gathered}
\left\{2 N_{i i}\left(\mu-\lambda_{i}(t)\right), i=1, \ldots, p\right\} \cup\left\{N_{i i}\left(\lambda_{j}(t)-\lambda_{i}(t)\right), i=1, \ldots, p, j=p+1, \ldots, n\right\} \cup \\
\left\{\left(N_{i i}-N_{j j}\right)\left(\lambda_{j}(t)-\lambda_{i}(t)\right), 1 \leq i<j \leq p\right\} \cup \\
\left\{N_{i i}\left(\mu-\lambda_{i}(t)\right)+N_{j j}\left(\mu-\lambda_{j}(t)\right), 1 \leq i<j \leq p\right\} .
\end{gathered}
$$

As we assumed the distances $\left|\lambda_{j}(t)-\lambda_{i}(t)\right|, 1 \leq i \neq j \leq n$ to be uniformly bounded in $t$, the smallest absolute value of the eigenvalues of $H_{f}\left(X_{*}(t), t\right)$ is lower bounded for all $t$, which shows (4.67).

Note that the matrix representation of $H_{f}(X, t)$ is of dimension $n p \times n p$, which shows, that standard way to employ the Newton flow by solving a linear system

$$
H_{f}(X, t) \dot{X}=-\nabla f(X, t)+h G_{h}(X, t)
$$

for $\dot{X}$ might, however, not be practical for large $n$ and $p$. This motivates to look for an other way to invert $H_{f}$.

### 4.3.1.2 Approximately solving the implicit differential equation

In order to derive a practical inversion formula for $H_{f}$, we consider the following equation for $\xi$

$$
\begin{equation*}
H_{f}(X, t) \xi:=A(t) \xi N-\mu \xi N+\mu\left(\xi X^{\top} X+X \xi^{\top} X+X X^{\top} \xi\right)=R \tag{4.68}
\end{equation*}
$$

where $R \in \mathbb{R}^{n \times p}$. If $X_{*}(t)$ denotes a minimum of $f$, we determine $Q \in O(n)$ such that $Q D=X_{*}$, where $D \in \mathbb{R}^{n \times p}$ satisfying $D_{i j}=0$ for $i \neq j$. Such matrices $Q, D$ exist, as the columns of $X_{*}$ are pairwise orthogonal. Hence, $D_{i i}= \pm\left\|x_{i}\right\|$, and $q_{i}=x_{i} /\left\|x_{i}\right\|$ where $x_{i}, q_{i}$ denotes the $i$ th column of $X_{*}, Q$, respectively for $i=1, \ldots, p$. The remaining $n-p$ columns $Y$ of $Q$ have to be chosen such that $Q$ is an orthogonal matrix, and the columns of $Y$ span the eigenspace of the $n-p$ principal eigenvectors.
This is a quite restrictive assumption, however, if the $n-p$ principal eigenvectors are all equal, then $Y \in \mathbb{R}^{n \times(n-p)}$ can be any matrix with orthonormal columns such that $X^{\top} Y=0$. Note further, that in the case of $p=n$, this assumption is not a restriction, either.

By defining $\eta:=Q^{\top} \xi$, we can rewrite the above equation in $X=X_{*}(t)=Q D$ as

$$
\begin{equation*}
\left(A(t)-\mu I_{n}\right) Q \eta N+\mu\left(Q \eta D^{\top} Q^{\top} Q D+Q D \eta^{\top} Q^{\top} Q D+Q D D^{\top} Q^{\top} Q \eta\right)=R \tag{4.69}
\end{equation*}
$$

Multiply both sides with $Q^{\top}$. Then

$$
\begin{equation*}
Q^{\top}\left(A(t)-\mu I_{n}\right) Q \eta N+\mu Q^{\top}\left(Q \eta D^{\top} D+Q D \eta^{\top} D+Q D D^{\top} \eta\right)=Q^{\top} R, \tag{4.70}
\end{equation*}
$$

which is for orthogonal $Q$ and diagonal $K=Q^{\top}\left(A(t)-\mu I_{n}\right) Q$ equivalent to

$$
\begin{equation*}
K \eta N+\mu\left(\eta D^{\top} D+D \eta^{\top} D+D D^{\top} \eta\right)=Q^{\top} R \tag{4.71}
\end{equation*}
$$

This is a linear equation which we want to solve for $\eta$. As we have assumed that $X_{*}$ is a minimum of $f(X, t)$, the matrix $K=Q^{\top}\left(A(t)-\mu I_{n}\right) Q=Q^{\top} A(t) Q-\mu I_{n}$ is diagonal with distinct eigenvalues. Thus, we can solve equation (4.71) by considering the entries on position $(i, j)$ and $(j, i)$ for $1 \leq i, j \leq p$. We have

$$
c_{1} \eta_{i j}+c_{2} \eta_{j i}=\left(Q^{\top} R\right)_{i j}
$$

and

$$
c_{3} \eta_{i j}+c_{4} \eta_{j i}=\left(Q^{\top} R\right)_{j i}
$$

Here $c_{1}=K_{i i} N_{j j}+\mu\left(D_{j j}^{2}+D_{i i}^{2}\right), c_{2}=D_{i i} D_{j j}, c_{3}=K_{j j} N_{i i}+\mu\left(D_{i i}^{2}+D_{j j}^{2}\right), c_{4}=D_{j j} D_{i i}$. If $i>p$ then $D_{i j}=0$ for all $j=1, \ldots, p$. Hence, $\left(D \eta^{\top} D\right)_{i j}=0$ and we have only to consider one equation to determine $\eta_{i j}$ :

$$
\left(c_{1}+c_{5}\right) \eta_{i j}=\left(Q^{\top} R\right)_{i j}
$$

where $c_{5}=\mu D_{j j}^{2}$. Therefore, we get the following formula for $\eta$ :

$$
\eta_{i j}=\left\{\begin{array}{cl}
\left(\left(Q^{\top} R\right)_{i j}-\frac{c_{2}}{c_{3}}\left(Q^{\top} R\right)_{j i}\right)\left(c_{1}-\frac{c_{2} c_{4}}{c_{3}}\right)^{-1}, & \text { for } 1 \leq i, j \leq p  \tag{4.72}\\
\frac{\left(Q^{\top} R\right)_{i j}}{c_{1}+c_{5}}, & \text { for } 1 \leq j \leq p, p+1 \leq i \leq n
\end{array}\right.
$$

Noting that $\xi=Q \eta$ shows that we have now found an explicit form of (4.68) in $X=X_{*}(t)$.
If $X$ is not the exact minimum of $f$, then $Q=\left[\begin{array}{ll}X D & Y\end{array}\right]$ is not orthogonal, where $D, Y$ are chosen as described above. Moreover, $Q^{\top}\left(A(t)-\mu I_{n}\right) Q$ is not diagonal and hence, $K:=\operatorname{diag}\left(Q^{\top}\left(A(t)-\mu I_{n}\right) Q\right)$ is only approximation for that matrix. However, by using this simplification, one can approximatively solve (4.70) by solving equation (4.71), whose solutions in $\eta$ are given by (4.72). Since the original system (4.70) is well-conditioned in $X=X_{*}(t)$, these approximative solutions are expedient.
We arrive at the following tracking algorithm. Note that the implementation of this algorithm is considerably cheaper than the previous one, as there is no need to compute the exact inverse of the Hessian.

## Algorithm 2:

1. Choose a starting point $X_{0}$ close to the exact minimum $X_{*}(0)$ of $f(X, 0)$ and use a sufficiently small step size $h$ and $t_{k}:=k h$.
2. For $k \in \mathbb{N}$, suppose that $X_{k}$ is given. Choose a matrix $Q_{k} \in \mathbb{R}^{n \times n}$, whose first $p$ columns result from the normalization of the columns of $X_{k}$. The remaining $n-p$ columns $Y$ of $Q$ have to be chosen such that they are normalized and approximatively span the eigenspace $Y_{*} \in \mathbb{R}^{n \times(n-p)}$ of the $n-p$ principal eigenvectors, i.e. there exists a $k>0$ such that if $X=X_{*}+\epsilon$, then $\left\|Y-Y_{*}\right\| \leq k\|\epsilon\|$.
3. The new point $X_{k+1}$, which approximates the minimum of $f$ at $t_{k+1}$ is defined by

$$
\begin{equation*}
X_{k+1}=X_{k}-Q_{k} \eta \tag{4.73}
\end{equation*}
$$

where $\eta \in \mathbb{R}^{n \times p}$ is as defined in (4.72) for $R=\nabla f\left(X_{k}, t_{k}\right)+h G_{h}\left(X_{k}, t_{k}\right)$ and $G_{h}$ denotes the approximation to $\frac{\partial}{\partial t} \nabla f\left(X_{k}, t_{k}\right)$ of order $m \geq 1$.

Theorem 4.8. Let $f(X, t)$ as defined in (4.59) and assume A1-A5. Let further $t \mapsto$ $A(t)$ be a smooth map and let $\|A(t)\|,\|\dot{A}(t)\|,\|\ddot{A}(t)\|,\left|\lambda_{i}(t)-\lambda_{j}(t)\right|^{-1}$ be uniformly bounded on $\mathbb{R}$ for $i \neq j$ and $i \leq p \vee j \leq p$ and let $\mu>\sup \left\{\lambda_{i}(t) \mid 1 \leq i \leq p, t \in \mathbb{R}\right\}$.
Then there exists a smooth isolated zero $X_{*}(t)$ of $\nabla f(X, t)$, whose columns are the eigenvectors of $A(t)$, associated with the $p$ smallest values of the eigenvalues.
Moreover, for any sufficiently small step size $h$ and $c>0$ with $\left\|X_{0}-X_{*}(0)\right\| \leq c h$, the sequence $X_{k}$ defined by Algorithm 2 satisfies for all $k \in \mathbb{N}$

$$
\begin{equation*}
\left\|X_{k}-X_{*}\left(t_{k}\right)\right\| \leq c h \tag{4.74}
\end{equation*}
$$

Proof. The existence of such a zero $X_{*}(t)$ is clear due to Proposition 4.4. To show (4.74), we have to check the conditions of Theorem 2.12.

As the boundedness properties of $\left\|H_{f}\left(x_{*}(t), t\right)\right\|,\left\|\frac{\partial}{\partial t} \nabla f\left(x_{*}(t), t\right)\right\|,\left\|H_{f}\left(x_{*}(t), t\right)^{-1}\right\|$, $\left\|D H_{f}(x, t)\right\|$ and $\left\|\frac{\partial^{2}}{\partial t^{2}} \nabla f(x, t)\right\|$ already have been shown in the proof of Theorem 4.7, we only show the additional assumptions.
The fact, that $\left\|\frac{\partial}{\partial t} H_{f}(x, t)\right\|$ is uniformly bounded for all $t \in \mathbb{R}$ and $x \in B_{R}\left(x_{*}(t)\right)$, can be immediately seen by considering

$$
\frac{\partial}{\partial t}\left(H_{f}(X, t) \cdot \xi\right)=\dot{A}(t) \xi N
$$

Thus it remains to show that the used approximation operator $G(X, t)$ of $D F(X, t)^{-1}$ satisfies for some $\tilde{c}>0$

$$
\begin{equation*}
\left\|(I-D F(X, t) G(X, t))\left(\frac{1}{h} \nabla f(X, t)+G_{h}(X, t)(X, t)\right)\right\| \leq \tilde{c}\|\nabla f(X, t)\|, \tag{4.75}
\end{equation*}
$$

for all $t \in \mathbb{R}$ and $x \in B_{R}\left(x_{*}(t) t\right)$.
It holds for $R(X, t):=\left(\frac{1}{h} \nabla f(X, t)+G_{h}(X, t)(X, t)\right)$

$$
\|(I-D F(X, t) G(X, t)) R(X, t)\| \leq\left\|D F(X, t)\left(D F(X, t)^{-1}-G(X, t)\right) R(X, t)\right\| \leq
$$

$$
M\left\|D F(X, t)^{-1} R(X, t)-G(X, t) R(X, t)\right\|
$$

for some $M>0$. Let $v=D F(X, t)^{-1} R(X, t)$ and $w=G(X, t) R(X, t)$. Thus $v$ is a solution of (4.70), which is of the form

$$
L(X, t) \cdot \eta=Q^{\top} R(X, t)
$$

while $w$ solves (4.71), which is of the form.

$$
\tilde{L}(X, t) \cdot \eta=Q^{\top} R(X, t)
$$

Note that $L\left(X_{*}(t), t\right)=\tilde{L}\left(X_{*}(t), t\right)$ and moreover

$$
(L(X, t)-\tilde{L}(X, t)) \cdot \eta=
$$

$$
\text { offdiag }\left(Q^{\top}(A(t)-\mu I) Q\right) \eta N+\mu\left(Q^{\top} Q-I\right)\left(\eta D^{\top} D+D \eta^{\top} D+D D^{\top} \eta\right)
$$

Let $X=X_{*}+\epsilon$. By construction,

$$
Q D=X=X_{*}+\epsilon
$$

for some matrix $D \in \mathbb{R}^{n \times n-p}$, defined by

$$
D_{i j}=\left\{\begin{array}{cc}
\left\|X^{i}\right\|, & i=j \\
0, & i \neq j
\end{array}\right.
$$

Here, $X^{i}$ denotes the $i$ th column of $X$. Note that if $X=X_{*}$, then we have that $\left\|X^{i}\right\|=\sqrt{N_{i i}\left(1-\lambda_{i}(t) / \mu\right)}$, where $\lambda_{i}(t)$ denotes the $i$ th eigenvalue of $A(t)$.
Note that $\|L(X, t)-\tilde{L}(X, t)\|=O(\|\epsilon\|)$, since the following conditions hold:

1. offdiag $\left(Q^{\top} A(t) Q\right)=O(\|\epsilon\|)$

Note that $Q=\left[\begin{array}{ll}X D & Y\end{array}\right]$ with $Y=Y_{*}+\epsilon^{\prime}$, where $\left\|\epsilon^{\prime}\right\| \leq k\|\epsilon\|$ for some $k>0$.
Thus,

$$
\text { offdiag }\left(Q^{\top} A(t) Q\right)=\left[\begin{array}{cc}
\text { offdiag }\left(D^{\top} X^{\top} A(t) X D\right) & D^{\top} X^{\top} A(t) Y \\
Y^{\top} A(t) X D & \text { offdiag }\left(Y^{\top} A(t) Y\right)
\end{array}\right]
$$

Now consider the $(1,1)$ submatrix
offdiag $\left(D^{\top} X^{\top} A(t) X D\right)=$ offdiag $\left(D^{\top}\left(X_{*}^{\top} A X_{*}+X_{*}^{\top} A \epsilon+\epsilon^{\top} A X_{*}+\epsilon^{\top} A \epsilon\right) D\right)=$ offdiag $\left(D^{\top}\left(X_{*}^{\top} A \epsilon+\epsilon^{\top} A X_{*}+\epsilon^{\top} A \epsilon\right) D\right)$.

The $(2,1)$ submatrix is the transposed of the $(1,2)$ submatrix, which is given by

$$
\begin{aligned}
D^{\top} X^{\top} A(t) Y= & D^{\top} X_{*}^{\top} A(t) Y_{*}+D^{\top} X_{*}^{\top} A(t) \epsilon^{\prime}+D^{\top} \epsilon A(t) Y_{*}+D^{\top} \epsilon A(t) \epsilon^{\prime}= \\
& D^{\top} X_{*}^{\top} A(t) \epsilon^{\prime}+D^{\top} \epsilon A(t) Y_{*}+D^{\top} \epsilon A(t) \epsilon^{\prime} .
\end{aligned}
$$

Finally the $(2,2)$ submatrix can be rewritten as

$$
\begin{aligned}
& \text { offdiag }\left(Y^{\top} A(t) Y\right)=\text { offdiag }\left(Y_{*}^{\top} A(t) Y_{*}+\epsilon^{\prime \top} A(t) Y_{*}+Y_{*} A(t) \epsilon^{\prime}+\epsilon^{\prime \top} A(t) \epsilon^{\prime \top}\right)= \\
& \text { offdiag }\left(\epsilon^{\prime \top} A(t) Y_{*}+Y_{*} A(t) \epsilon^{\prime}+\epsilon^{\prime \top} A(t) \epsilon^{\prime \top}\right) .
\end{aligned}
$$

This shows that offdiag $\left(Q^{\top} A(t) Q\right)=O(\|\epsilon\|)$, as $\left|D_{i i}\right|$ is bounded for $1 \leq i \leq p$.
2. $Q^{\top} Q-I=O(\|\epsilon\|)$

It holds

$$
Q^{\top} Q-I=\left[\begin{array}{cc}
D^{\top} X^{\top} X D-I_{p} & D^{\top} X^{\top} Y \\
Y^{\top} X D & Y^{\top} Y-I_{n-p}
\end{array}\right] .
$$

By remembering that $Y$ satisfies $\left\|Y-Y_{*}\right\|=O(\|\epsilon\|)$, where $Y_{*}$ consists of the $(n-p)$ principal eigenvectors, the claim gets obvious.

Since $L(X, t)$ is well conditioned in $X=X_{*}$, we can conclude that the solution $w$ of the approximative system is close to the exact solution $v$, i.e.

$$
\|v-w\| \leq k_{1}\left\|X-X_{*}\right\| \leq k_{2} \nabla f(X, t)
$$

for some $k_{1}, k_{2}>0$ which shows (4.75). Note that the right estimate follows from the assumptions on $f$, cf. Theorem 2.12.

### 4.3.2 Principal eigenvector tracking

As mentioned above, the principal eigenvectors of $A(t)$ are minima of

$$
\begin{equation*}
f_{-}(X, t):=-f(X, t)=-\frac{1}{2} \operatorname{tr}\left(A(t) X N X^{\top}\right)-\frac{\mu}{4}\left\|N-X^{\top} X\right\|^{2} . \tag{4.76}
\end{equation*}
$$

Therefore, by replacing $\nabla f$ by $-\nabla f$ and $H_{f}$ by $-H_{f}$ in Algorithm 1 and Algorithm 2, the resulting update schemes track $p$ time-varying principal eigenvectors of $A\left(t_{k}\right)$ for $t_{k}=k h, h>0$. Obviously, these modified Algorithms keep their original properties. In particular, the claims regarding the accuracy of the update rules are preserved.

### 4.3.3 Numerical results

All simulations were performed in Matlab.
In the first simulation, we checked the tracking ability of algorithm (4.65) and we used approximations $G_{h}$ for $\frac{\partial}{\partial t} \nabla f$ of order 2. Moreover, we set $h=0.02, n=10, p=3$ and $A(t)=\Theta(t) K(t) \Theta(t)^{\top}$, where $K(t)=\operatorname{diag}\left(a_{1}, \ldots, a_{10}\right)$ and

$$
\Theta(t)=R^{\top}\left[\begin{array}{ccc}
\cos (t) & \sin (t) & 0 \\
-\sin (t) & \cos (t) & 0 \\
0 & 0 & I_{8}
\end{array}\right] R .
$$

Here, $R \in O(10)$ is a fixed random orthogonal matrix and $a_{i}:=2.5 i+\sin (i t)$ for $i=1, \ldots, 10$. We moreover used $N=\operatorname{diag}(p, \ldots, 1)$.
Figure 4.8 shows the computed (dashed) and exact (solid) 3 minor time-varying eigenvalues. As it can be seen in the corresponding error plot (Fig 4.9), where $\left\|X_{k}-X_{*}\left(t_{k}\right)\right\|$ is depicted, we did not use perfect initial conditions but the computed values converged fast towards the exact solution.


Figure 4.8: The evolution of the minor eigenvalues. Solid: exact eigenvalues, dotted: computed values of Algorithm 1.


Figure 4.9: The error plot, corresponding to Figure 4.8.

| Order $m$ | Mean error Algorithm 1 | Mean error Algorithm 2 |
| :---: | :---: | :---: |
| 0 | $1.9 \cdot 10^{-2}$ | $1.8 \cdot 10^{-2}$ |
| 1 | $6.2 \cdot 10^{-4}$ | $5.2 \cdot 10^{-4}$ |
| 2 | $3.3 \cdot 10^{-4}$ | $2.6 \cdot 10^{-4}$ |
| 3 | $2.5 \cdot 10^{-4}$ | $2.0 \cdot 10^{-4}$ |

Table 4.5: The mean error of the two algorithms, computed for different order approximations of $\frac{\partial}{\partial t} \nabla f\left(X_{k}, t_{k}\right)$

As mentioned in the previous section, it is of much less effort to compute an approximation instead of the exact inverse of the Hessian $H_{f}$, which, however does not work in the general case. Thus, we replaced in the simulation $K(t)$ by $\tilde{K}(t)=$ $\operatorname{diag}\left(a_{1}+\sin (t), \ldots, a_{3}+\sin (3 t), a_{4}+\sin (4 t), \ldots, a_{4}+\sin (4 t)\right) \in \mathbb{R}^{10 \times 10}$. We computed 100 steps for $h=0.02$ and $t_{\text {max }}=2$.
Table 4.5 shows the mean accuracy of both algorithms (4.65) and (4.73) for different choices of $G_{h}(x, t)$. Here the mean error is given by $\frac{1}{N} \sum_{i=1}^{N}\left\|X_{k}-X_{*}\left(t_{k}\right)\right\|$, where $N$ denotes the number of steps.
Hence, using approximations for $\frac{\partial}{\partial t} F\left(X_{k}, t_{k}\right)$ of order $m>1$ significantly improves the quality of the results in both algorithms. Note further, that the second algorithm produces more precise results, although it only uses an approximatively inverted Hessian. Next, we wanted to check the computational effort of both methods. Therefore, we made several simulations of both algorithms for different matrix dimensions $n^{2}$ and number of minor eigenvectors $p$. We used a second order approximation for $\frac{\partial}{\partial t} F\left(X_{k}, t_{k}\right)$ and set $K(t)=\operatorname{diag}\left(a_{1}+\sin (t), \ldots, a_{p}+\sin (p t), a_{p+1}+\sin ((p+1) t), \ldots, a_{p+1}+\sin ((p+\right.$ 1) $t) \in \mathbb{R}^{n \times n}, N=100, h=0.02$. We observed the computing time $t_{1}$ of Algorithm 1 and compared it with the elapsed time $t_{2}$ of Algorithm 2 for the same computation. The results in Table 4.6 show, that the second algorithm has computational advantages, which increase with the matrix size $n^{2}$ and the number of tracked minor eigenvectors $p$.
In our first application, we derived subspace tracking methods in Chapter 3. Since this task is closely related to the problems considered here, we wanted to compare these methods with each other. Note that the subspace tracking algorithms work under less restrictive assumptions than the algorithms derived in this chapter. Thus, we used the following setup, to assure, that Algorithm 1 and Algorithm 2 of this chapter are applicable.
We used different $n, p \in \mathbb{N}$, step size $h=0.01, t_{k}=k h, k=1, \ldots, 100$, and

$$
A(t)=X_{*}(t) K(t) X_{*}(t)^{\top} \in \mathbb{R}^{n \times n}
$$

for $K(t)=\operatorname{diag}\left(a_{n}, \ldots, a_{1}\right), X_{*}(t)=R^{\top}\left[\begin{array}{ccc}\cos (t) & \sin (t) & 0 \\ -\sin (t) & \cos (t) & 0 \\ 0 & 0 & I_{n-2}\end{array}\right] R$. Here, $R \in O(n)$ is a fixed random orthogonal matrix, $a_{i}:=2.5 i+\sin (i t)$ for $i=1, \ldots, p$ and $a_{i}:=$ $2.5(p+1)+\sin ((p+1) t)$ for $i=p+1, \ldots, n$.

| $n$ | $p$ | $t_{1}$ (Algorithm 1) | $t_{2}$ (Algorithm 2) |
| :---: | :---: | :---: | :---: |
| 10 | 3 | 0.1 | 0.1 |
| 10 | 6 | 0.2 | 0.1 |
| 10 | 9 | 0.5 | 0.1 |
| 20 | 3 | 0.3 | 0.2 |
| 20 | 6 | 0.7 | 0.2 |
| 20 | 9 | 1.8 | 0.2 |
| 20 | 12 | 4.2 | 0.2 |
| 20 | 20 | 21 | 0.3 |
| 40 | 3 | 0.8 | 0.7 |
| 40 | 6 | 4.3 | 0.7 |
| 40 | 9 | 16 | 0.7 |
| 40 | 12 | 34 | 0.7 |
| 40 | 20 | 143 | 0.9 |
| 40 | 40 | 1033 | 0.9 |

Table 4.6: The computing time the two algorithms, determined for different values of $n$ and $p$

As done in Chapter 3, the task is to compute estimates $P_{k}$ of the principal subspace $P_{*}\left(t_{k}\right)$ of $A\left(t_{k}\right)$. Note that the isospectral representation $P_{*}$ of the principal subspace is determined by the principal eigenvectors $X_{*}$ via $P_{*}=X_{*} X_{*}^{\top}$. To measure the accuracy of the algorithm's output, we use the formula $\frac{1}{100} \sum_{k=1}^{100}\left\|P_{k}-P_{*}\left(t_{k}\right)\right\|$. Table 4.7 shows the results of different test runs, where perfect initial conditions were used. It turns out, that the subspace tracking algorithm of Chapter 3 shows the best performance regarding the accuracy and it is faster than the general MCA Algorithm 1. Note that Algorithm 2 is the fastest one, but, as mentioned before, it does not work for general subspace tracking problems.
In the case that $p=n$, Algorithm 1 and Algorithm 2 perform a complete eigenvalue

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MCA Algorithm 1 | MCA Algorithm 2 |  | Subspace Algorithm 4 |  |  |
| p | Comp.timeMean error | Comp.timeMean error | Comp.timeMean error |  |  |  |
| 20 | 2.5 | $4.8 \cdot 10^{-4}$ | 0.3 | $4.7 \cdot 10^{-4}$ | 0.2 | $1.0 \cdot 10^{-5}$ |
| 40 | 20.7 | $2.3 \cdot 10^{-4}$ | 0.8 | $2.4 \cdot 10^{-4}$ | 2.7 | $1.5 \cdot 10^{-5}$ |
| 80 | 140.3 | $2.0 \cdot 10^{-4}$ | 3.2 | $1.7 \cdot 10^{-4}$ | 27.0 | $1.6 \cdot 10^{-5}$ |

Table 4.7: The computing time and mean error of the minor eigenvector tracking algorithms and the 4th subspace tracking algorithm of Chapter 3 (parameterized timevarying Newton algorithm). We used $n=10$ and different values for $p$.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | MCA Algorithm 2 | EVD Algorithm |  |  |
|  |  |  |  |  |
| 10 | 0.10 | $5.2 \cdot 10^{-4}$ | 0.03 | $2.0 \cdot 10^{-4}$ |
| 20 | 0.26 | $8.7 \cdot 10^{-4}$ | 0.04 | $2.7 \cdot 10^{-4}$ |
| 40 | 1.0 | $6.1 \cdot 10^{-3}$ | 0.16 | $3.2 \cdot 10^{-4}$ |

Table 4.8: The computing time and accuracy of Algorithm 2 for $p=n$ vs. the EVD algorithm of Section 4.1.
decomposition. Therefore, we finally wanted to check, whether the faster Algorithm 2 can keep up with the EVD algorithm, as described in Theorem 4.2. The calculated results show, that this is not the case, as the original EVD algorithm produces more precise results (for the same matrix $A(t)$ ) at lower computational costs, cf. Table 4.8.

## Chapter 5

## Application III: Pose Estimation

In this section, we consider the problem of time-varying motion reconstruction, which arises in the area of computer vision. Since we are able to formulate the particular task as a time-varying optimization problem, the previously introduced tracking algorithms are applicable. At first, we need some preparatory results.
Assume that we have a sequence of image points of a rigid object, which results by either a motion of this object or equivalently, a motion of the camera.


Figure 5.1: Epipolar geometry.
Thus we have for each time $t \in \mathbb{R}$ two sets of $N$ camera image points $\left(x_{1}^{\prime}, \ldots, x_{N}^{\prime}\right)$ and $\left(x_{1}(t), \ldots, x_{N}(t)\right)$, and we assume that the correspondence between image points $x_{i}^{\prime} \leftrightarrow x_{i}(t), 1 \leq i \leq N$, is known. The goal is to reconstruct the 6 Euclidean motion parameters of $\tau(t)$ (translation) and of $\Theta(t)$ (rotation) by evaluating the two sets of image points. As corresponding points of the same scene are related by epipolar
geometry as depicted in Figure 5.1, we have for $i=1, \ldots, N$ the fundamental relation (Longuet-Higgins):

$$
\begin{equation*}
x_{i}(t)^{\top} \Omega(t) \Theta(t) x_{i}^{\prime}=0 \tag{5.1}
\end{equation*}
$$

where

$$
\Omega(t):=\left[\begin{array}{ccc}
0 & -\tau_{3}(t) & \tau_{2}(t) \\
\tau_{3}(t) & 0 & -\tau_{1}(t) \\
-\tau_{2}(t) & \tau_{1}(t) & 0
\end{array}\right], \Theta(t) \in \mathrm{SO}(3) .
$$

This formula shows, that one can obtain the direction of $\tau(t):=\left(\tau_{1}(t), \tau_{2}(t), \tau_{3}(t)\right)^{\top}$ but not its length by this approach: if $\hat{\Omega} \hat{\Theta}$ satisfies (5.1) for some $t \in \mathbb{R}$, then $c \hat{\Omega} \hat{\Theta}$ is as well a solution for any $c \in \mathbb{R}$.
Due to relation (5.1) we define essential matrices, which can be also considered for dimensions $n \neq 3$.

Definition 5.1. An essential matrix is of the form

$$
E=\Omega \Theta
$$

where $\Omega$ is $n \times n$ skew symmetric and $\Theta$ is $n \times n$ orthogonal.
These essential matrices can be characterized as follows.
Proposition 5.1. A matrix $E \in \mathbb{R}^{n \times n}$ admits a factorization

$$
E=\Omega \Theta, \quad \Omega \in \mathfrak{s o}(\mathrm{n}), \Theta \in \mathrm{O}(\mathrm{n})
$$

if and only if the nonzero singular values of $E$ have even multiplicities.
If zero is a singular value of $E, \Theta$ can be chosen from $\mathrm{SO}(3)$.
Proof. " $\Rightarrow$ " Let $E=\Omega \Theta$, where $\Theta \in O(n)$ and $\Omega$ is skew symmetric. Thus, the nonzero eigenvalues of $\Omega$ are all purely imaginary and come in pairs $\pm \lambda_{i}$ for $i=1, \ldots, k$, $k \leq n / 2$. This shows, that the SVD of $\Omega$ is given as

$$
\begin{equation*}
\Omega=U \Sigma V^{\top}, \tag{5.2}
\end{equation*}
$$

for some $U, V \in O(n)$ and $\Sigma=\operatorname{diag}(\sigma_{1}, \sigma_{1}, \sigma_{2}, \sigma_{2}, \ldots, \sigma_{k}, \sigma_{k}, \underbrace{0, \ldots, 0}_{n-2 k}) \in \mathbb{R}^{n \times n}$, where $\sigma_{i}=\left|\lambda_{i}\right|$ for $i=1, \ldots, k$. Thus,

$$
E=U \Sigma\left(V^{\top} \Theta\right)
$$

is a singular value decomposition of $E$, which shows the claimed property of the singular values of $E$.
$" \Leftarrow "$ Let

$$
E=U \Sigma V^{\top}
$$

for some $U, V \in O(n)$ and $\Sigma=\operatorname{diag}(\sigma_{1}, \sigma_{1}, \sigma_{2}, \sigma_{2}, \ldots, \sigma_{k}, \sigma_{k}, \underbrace{0, \ldots, 0}_{n-2 k}) \in \mathbb{R}^{n \times n}$.

Define $R:=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$ and $B_{i}:=\left[\begin{array}{cc}0 & \sigma_{i} \\ -\sigma_{i} & 0\end{array}\right]$ for $i=1, \ldots, k$. Then, $B_{i} R=\left[\begin{array}{cc}\sigma_{i} & 0 \\ 0 & \sigma_{i}\end{array}\right]$ and we get $\Sigma=B \hat{R}$, where $\hat{R}=\operatorname{diag}(\underbrace{R, \ldots, R}_{k}, \underbrace{1, \ldots, 1}_{n-2 k})$ and $B=\operatorname{diag}(B_{1}, \ldots, B_{k}, \underbrace{0, \ldots, 0}_{n-2 k})$. Thus,

$$
E=U B U^{\top} U \hat{R} V^{\top}
$$

where $U B U^{\top}$ is skew symmetric and $U \hat{R} V^{\top} \in O(n)$. Moreover, if $n>2 k$ then 0 is a singular value of $E$ and we can choose $U, V$ such that $U, V \in \mathrm{SO}(n)$, which implies $\Theta \in \operatorname{SO}(n)$, as $\operatorname{det} \hat{R}=1$.

Since we are interested into smooth decompositions of time-varying essential matrices $E(t)$, we also need the following proposition.

Proposition 5.2. Let $E(t) \in \mathbb{R}^{n \times n}$ with $\mathrm{rk} E(t)=2 k$ for all $t \in \mathbb{R}$ and let the non-zero singular values of $E(t)$ have even multiplicity, s.t. they are given by $\left(\sigma_{1}(t), \sigma_{1}(t), \sigma_{2}(t)\right.$, $\left.\sigma_{2}(t), \ldots, \sigma_{k}(t), \sigma_{k}(t)\right)$. We further assume, that the non-zero singular values satisfy for $i \neq j$ either $\sigma_{i}(t) \equiv \sigma_{j}(t)$ for all $t$ or $\sigma_{i}(t) \neq \sigma_{j}(t)$ for all $t$.
Then for smooth $t \mapsto E(t)$, there exist smooth curves $\Omega(t) \in \mathfrak{s o}(\mathrm{n})$ and $\Theta(t) \in O(n)$ such that

$$
E(t)=\Omega(t) \Theta(t)
$$

Proof. According to Proposition 4.2, there exists a SVD of $E(t)$, i.e.

$$
E(t)=U(t) \Sigma(t) V(t)^{\top}
$$

where $U(t), \Sigma(t), V(t)$ are smooth curves in $t$.
Let $R:=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right], \hat{R}=\operatorname{diag}(\underbrace{R, \ldots, R}_{k}, \underbrace{1, \ldots, 1}_{n-2 k})$ and $B(t):=\Sigma(t) \hat{R}^{-1}$. Thus, $\Omega(t):=$ $U(t) B(t) U(t)^{\top}$ and $\Theta(t):=U(t) \hat{R}(t) V(t)^{\top}$ are smooth, as well. By construction, $E(t)=\Omega(t) \Theta(t)$, which shows the claim.

Now we have the necessary tools to reconsider the original problem (5.1), where we want to reconstruct the motion parameters $\Omega(t) \in \mathfrak{s o}(3)$ and $\Theta(t) \in \mathrm{SO}(3)$.
Recall that we can not compute the length of the translation, which motivates to define the normalized essential manifold:

$$
\varepsilon_{3}:=\{\Omega \Theta \mid \Omega \in \mathfrak{s o}(3),\|\Omega\|=\sqrt{2}, \Theta \in \mathrm{SO}(3)\}
$$

which can be equivalently characterized as

$$
\varepsilon_{3}=\left\{\left.U\left[\begin{array}{ll}
I_{2} & \\
& 0
\end{array}\right] V^{\top} \right\rvert\, U, V \in \mathrm{SO}(3)\right\}
$$

cf. Proposition 5.1. Moreover, it has already been shown in [35], that $\varepsilon_{3}$ is a smooth 5 -dimensional manifold, which is diffeomorphic to $\left\{X \in \mathfrak{s o}(3) \mid\|X\|^{2}=2\right\} \times \mathrm{SO}(3)$.

By using these concepts, we can reformulate the time-varying pose estimation problem into a minimization problem: Find $E(t) \in \varepsilon_{3}$ such that

$$
\begin{equation*}
\frac{1}{2} \sum_{i=1}^{N}\left(x_{i}(t)^{\top} E(t) x_{i}^{\prime}\right)^{2} \tag{5.3}
\end{equation*}
$$

is minimal for all $t \in \mathbb{R}$. Note that in that case where the image points $x_{i}(t)$ are exactly determined (called noise free case), the minimum of (5.3) is zero, due to relation (5.1). For fixed $t \in \mathbb{R}$, this is a quadratic optimization problem on the manifold of $3 \times 3$ matrices with fixed singular values 1,1 and 0 , cf. above. Geometric optimization algorithms for solving this problem have been recently proposed by Helmke et al. [32] and Ma et al. [45]. For time-varying data however, such methods cannot be directly used and different approaches are required. Therefore, tracking methods basing on the Newton flow will be used to derive different algorithms to solve the minimization problem (5.3) for time-varying image points $x_{i}(t), i=1, \ldots, N$. This is equivalent to determine $(\Omega(t), \Theta(t)) \in\left\{X \in \mathfrak{s o}(3) \mid\|X\|^{2}=2\right\} \times \mathrm{SO}(3)$ such that

$$
\begin{equation*}
\Phi(\Omega, \Theta, t)=\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) \Omega(t) \Theta(t)\right) \tag{5.4}
\end{equation*}
$$

is minimal for all $t \in \mathbb{R}$, where $A_{i}(t):=x_{i}^{\prime} x_{i}(t)^{\top}$ for $i=1, \ldots, N$. Subsequently, we derive extrinsic and intrinsic methods to get a solution of this time-varying optimization problem by employing the time-varying Newton algorithm to modifications of the cost function (5.4). At the end of this chapter, numerical results demonstrate the applicability of these approaches.

### 5.1 Working in the ambient space

At first we want to solve the time-varying minimization problem (5.4) on a manifold by using an extrinsic method, i.e. we embed the algorithm into the ambient Euclidean space. Hence, we work in $\mathfrak{s o}(3) \times \mathbb{R}^{3 \times 3}$ (instead of $\varepsilon_{3}$ ), which can be identified with $\mathbb{R}^{12}$ and we define for $\mu>0$ the modified cost function $f: \mathfrak{s o}(3) \times \mathbb{R}^{3 \times 3} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
f(\Omega, \Theta, t)=\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) \Omega \Theta\right)+\frac{\mu}{4}\left(\|\Omega\|^{2}-2\right)^{2}+\frac{\mu}{4}\left\|\Theta^{\top} \Theta-I\right\|^{2} \tag{5.5}
\end{equation*}
$$

Note that this function differs from (5.4) by including a so-called penalty term to produce a flow towards the manifold. The following two Lemmas are necessary to justify this particular choice of $f$.

Lemma 5.1. For $t \in \mathbb{R}$ and $\mu>0$ the function $f$ has compact sublevel sets and $a$ minimum exists.

Proof. For any $c>0$ and $t=t_{0} \in \mathbb{R}$,

$$
c \geq f(\Omega, \Theta, t) \geq \frac{\mu}{4}\left(\|\Omega\|^{2}-2\right)^{2}
$$

implies

$$
\left(\|\Omega\|^{2}-2\right)^{2} \leq 2 \sqrt{\frac{c}{\mu}}
$$

and thus the sublevel sets

$$
f_{\leq c}:=\left\{(\Omega, \Theta) \in \mathfrak{s o}(3) \times \mathbb{R}^{3 \times 3} \mid \mathrm{f}\left(\Omega, \Theta, \mathrm{t}_{0}\right) \leq \mathrm{c}\right\}
$$

are compact. The result follows.
Minima of $f$ are not exactly the minima of $\Phi(5.4)$, as we added penalty terms to the original function. However, it is easy to see, that $f(\Omega, \Theta, t)=0$ if and only if $\Phi(\Omega, \Theta, t)=0$ and $(\Omega, \Theta) \in \varepsilon_{3}$, which shows, that the global minima coincide in the noise-free case.
We now prepare to apply Theorem 2.9 to the function $f$. Hence, we need the differential of $f(\Omega, \Theta, t)$ with respect to $(\Omega, \Theta)$, which is given for fixed $t$ as

$$
\begin{align*}
& d f(\Omega, \Theta, t) \cdot(\eta, \dot{\Theta})=\mu\left(\|\Omega\|^{2}-2\right) \operatorname{tr}\left(\Omega^{\top} \eta\right)+\mu \operatorname{tr}\left(\Theta^{\top} \Theta-1\right) \operatorname{tr}\left(\Theta^{\top} \dot{\Theta}\right)+  \tag{5.6}\\
& \quad \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(\left(\Theta A_{i}(t)\right)_{s k} \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) \Omega \dot{\Theta}\right)
\end{align*}
$$

where $B_{s k}:=\frac{1}{2}\left(B-B^{\top}\right)$.
To compute a gradient of $f$, we use the standard Riemannian metric in Euclidean space. Thus for tangent vectors $\xi_{1}=\left(\eta_{1}, \dot{\Theta}_{1}\right), \xi_{2}=\left(\eta_{2}, \dot{\Theta}_{2}\right)$ we set

$$
\left\langle\xi_{1}, \xi_{2}\right\rangle:=\operatorname{tr}\left(\eta_{1}^{\top} \eta_{2}\right)+\operatorname{tr}\left(\dot{\Theta}_{1}^{\top} \dot{\Theta}_{2}\right)
$$

and the gradient of $f$ is given by

$$
\nabla f(\Omega, \Theta, t)=\left[\begin{array}{l}
\mu\left(\|\Omega\|^{2}-2\right) \Omega-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Theta A_{i}(t)\right)_{s k}  \tag{5.7}\\
\mu \Theta\left(\Theta^{\top} \Theta-I\right)-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Omega A_{i}(t)^{\top}\right)
\end{array}\right]
$$

It is a necessary condition, that (5.7) is equal zero, to have a minimum of (5.5). This enables us to reformulate the original minimizing problem into a more general zerofinding problem, as isolated minima $\left(\Omega_{*}(t), \Theta_{*}(t)\right)$ of (5.5) are isolated zeros of (5.7), i.e.

$$
\begin{equation*}
\nabla f\left(\Omega_{*}(t), \Theta_{*}(t), t\right)=0 \quad \forall t \in \mathbb{R} \tag{5.8}
\end{equation*}
$$

The following lemma reveals some more properties of the critical points of $f$.
Lemma 5.2. For $t \in \mathbb{R}$, any critical point $\left(\Omega_{*}, \Theta_{*}\right)$ of $f$ satisfies
(i) $\mu\left(\left\|\Omega_{*}\right\|^{2}-2\right)\left\|\Omega_{*}\right\|^{2}=-\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) \Omega_{*} \Theta_{*}\right)$,
(ii) $\mu\left(\left\|\Theta_{*}^{\top} \Theta_{*}\right\|^{2}-\left\|\Theta_{*}\right\|^{2}\right)=-\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) \Omega_{*} \Theta_{*}\right)$.

In particular

$$
0<\left\|\Omega_{*}\right\| \leq \sqrt{2}
$$

Note that for $N>5$ and generic $A_{i}(t)$, the right side of $(i)$ and (ii) is smaller than zero, which implies $\left\|\Omega_{*}\right\| \lesseqgtr \sqrt{2}$.

Proof. Use the critical point condition (5.8) and obtain
(i) $\mu\left(\|\Omega\|^{2}-2\right) \Omega=\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Theta A_{i}(t)\right)_{s k}$,
(ii) $\mu \Theta\left(\Theta^{\top} \Theta-I\right)=\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Omega^{\top} A_{i}(t)^{\top}\right)$,

The result follows by multiplication on both sides with $\Omega$ in (i) and with $\Theta^{\top}$ in (ii) and applying the trace function to both sides of the equation.

For the purpose of deriving the Newton flow, we determine the derivative of $\nabla f(\Omega, \Theta, t)$. Thus

$$
\begin{gathered}
D_{1} \nabla f(\Omega, \Theta, t) \cdot \eta= \\
{\left[\begin{array}{c}
2 \mu \operatorname{tr}\left(\Omega^{\top} \eta\right) \Omega+\mu\left(\|\Omega\|^{2}-2\right) \eta-\sum_{i=1}^{N} \operatorname{tr}\left(\Theta A_{i}(t) \eta\right)\left(\Theta A_{i}(t)\right)_{s k} \\
-\sum_{i=1}^{N} \operatorname{tr}\left(\Theta A_{i}(t) \eta\right)\left(\Omega A_{i}(t)^{\top}\right)-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\eta A_{i}(t)^{\top}\right)
\end{array}\right]} \\
D_{2} \nabla f(\Omega, \Theta, t) \cdot \dot{\Theta}= \\
{\left[\begin{array}{c}
-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \dot{\Theta}\right)\left(\Theta A_{i}(t)\right)_{s k}-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\dot{\Theta} A_{i}(t)\right)_{s k} \\
\mu \dot{\Theta}\left(\Theta^{\top} \Theta-I\right)+\mu \Theta\left(\dot{\Theta}^{\top} \Theta+\Theta^{\top} \dot{\Theta}\right)-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \dot{\Theta}\right)\left(\Omega A_{i}(t)^{\top}\right)
\end{array}\right] .}
\end{gathered}
$$

Let

$$
\begin{equation*}
H_{f}(\Omega, \Theta, t):=\left[D_{1} \nabla f(\Omega, \Theta, t) D_{2} \nabla f(\Omega, \Theta, t)\right] \tag{5.9}
\end{equation*}
$$

denote the Hessian of $f(\Omega, \Theta, t)$. Now we are able to formulate the tracking algorithm, as a consequence of Theorem 2.9. To preserve readability, we first give a matrix-valued form of the differential equation. A way to vectorize the occurring ODE is shown later in this section.

Theorem 5.1. Let $f$ as above and let $A_{i}(t)$ a $C^{2}$-map such that for some $c>0$, $\left\|A_{i}(t)\right\| \leq c,\left\|\frac{\partial}{\partial t} A_{i}(t)\right\| \leq c$ and $\left\|\frac{\partial^{2}}{\partial t^{2}} A_{i}(t)\right\| \leq c$ for $i=1, \ldots, N$ and $t \in \mathbb{R}$. Let $t \mapsto\left(\Omega_{*}(t), \Theta_{*}(t)\right)^{\top}$ be a smooth isolated solution of (5.8) and let $\mathcal{M}$ be a stable bundle map. Assume further, that $H_{f}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)$ is invertible and $\left\|H_{f}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)^{-1}\right\|$ is uniformly bounded for all $t \in \mathbb{R}$.
Then the solution $(\Omega(t), \Theta(t))$ of the $O D E$

$$
\left[\begin{array}{c}
\dot{\Omega}  \tag{5.10}\\
\dot{\Theta}
\end{array}\right]=H_{f}(\Omega, \Theta, t)^{-1}\left(\mathcal{M}(\Omega \Theta) \nabla f(\Omega, \Theta, t)-\frac{\partial}{\partial t} \nabla f(\Omega, \Theta, t)\right)
$$

converges exponentially to $\left(\Omega_{*}(t), \Theta_{*}(t)\right)$, provided that $(\Omega(0), \Theta(0))$ is sufficiently close to $\left(\Omega_{*}(0), \Theta_{*}(0)\right)$.

Proof. As $\nabla f$ is a polynomial in $\Omega$ and $\Theta$, the assumptions regarding the derivatives of $\nabla f$ in Theorem 2.9 are obviously satisfied. The claim follows.

## Discrete tracking algorithm

We now give a discrete version of the continuous tracking algorithm of Theorem 5.1, where a matrix-valued dynamical system is considered. Thus, before we discretize the occurring ODE, we give an equivalent vector-valued equation by employing some vectorizing operations to transform matrices into vectors, cf. appendix. Note that we particularly use different notations $\operatorname{VEC}(\cdot)$ and $\operatorname{vec}(\cdot)$, where the first one applies to all matrices, while the latter is only defined for skew symmetric matrices $X \in \mathfrak{s o}(3) \subset \mathbb{R}^{3 \times 3}$ by

$$
\operatorname{vec}(X):=\sqrt{2}\left(X_{12}, X_{13}, X_{23}\right)^{\top}
$$

We further need $\widetilde{\operatorname{VEC}}: \mathbb{R}^{3 \times 3} \times s o(3) \rightarrow \mathbb{R}^{12}$, defined by $\widetilde{\operatorname{VEC}}(\Omega, \Theta):=\left[\begin{array}{c}\operatorname{vec}(\Omega) \\ \operatorname{VEC}(\Theta)\end{array}\right]$. By using these tools, we transform the differential equation (5.10), which is defined in matrix space so $(3) \times \mathbb{R}^{3 \times 3}$ into an equivalent ODE in $\mathbb{R}^{12}$, i.e.

$$
\widetilde{\mathrm{VEC}}\left(\left[\begin{array}{c}
\dot{\Omega}  \tag{5.11}\\
\dot{\Theta}
\end{array}\right]\right)=H_{f}^{-1}(\Omega, \Theta, t) \widetilde{\mathrm{VEC}}\left(\mathcal{M}(\Omega \Theta) \nabla f(\Omega, \Theta, t)-\frac{\partial}{\partial t} \nabla f(\Omega, \Theta, t)\right)
$$

where $H_{f}(\Omega, \Theta, t):=\left[\begin{array}{ll}H_{1} & H_{2} \\ H_{3} & H_{4}\end{array}\right] \in \mathbb{R}^{12 \times 12}$ is the matrix representation of the Hessian of $f$ with respect to the used vectorial representation. Thus

$$
\left[\begin{array}{ll}
H_{1} & H_{2} \\
H_{3} & H_{4}
\end{array}\right] \cdot\left[\begin{array}{c}
\operatorname{vec}(\eta) \\
\operatorname{vEC}(\dot{\Theta})
\end{array}\right]=\left[\begin{array}{c}
\operatorname{vec}\left(D_{1} \nabla f(\Omega, \Theta, t) \cdot \eta\right) \\
\operatorname{vEC}\left(D_{2} \nabla f(\Omega, \Theta, t) \cdot \dot{\Theta}\right)
\end{array}\right]
$$

and the submatrices of $H_{f}$ are given by

$$
\begin{gather*}
H_{1}=2 \mu \operatorname{vec}(\Omega) \operatorname{vec}^{\top}(\Omega)+\mu\left(\|\Omega\|^{2}-2\right) I+\sum_{i=1}^{N} \operatorname{vec}\left(\left(\Theta A_{i}(t)\right)_{s k}\right) \operatorname{vec}^{\top}\left(\left(\Theta A_{i}(t)\right)_{s k}\right)  \tag{5.12}\\
H_{2}=\sum_{i=1}^{N} \operatorname{vec}\left(\left(\Theta A_{i}(t)\right)_{s k}\right) \operatorname{VEC}^{\top}\left(\Omega A_{i}(t)^{\top}\right)  \tag{5.13}\\
-\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) L\left(A_{i}(t)^{\top} \otimes I-I \otimes A_{i}(t)^{\top} \pi_{T}\right) \\
H_{3}=\sum_{i=1}^{N} \operatorname{VEC}\left(\Omega A_{i}(t)^{\top}\right) \operatorname{vec}^{\top}\left(\left(\Theta A_{i}(t)\right)_{s k}\right)-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \otimes I\right) L^{\prime}  \tag{5.14}\\
H_{4}=\mu\left(\Theta^{\top} \Theta-I\right) \otimes I+\mu \Theta^{\top} \otimes \Theta \pi_{T}+\mu\left(I \otimes \Theta \Theta^{\top}\right)  \tag{5.15}\\
+\sum_{i=1}^{N} \operatorname{VEC}\left(\Omega A_{i}(t)^{\top}\right) \operatorname{VEC}^{\top}\left(\Omega A_{i}(t)^{\top}\right)
\end{gather*}
$$

Here, $L$ is a linear map such that

$$
L \operatorname{VEC}(\Omega)=\operatorname{vec}(\Omega)
$$

for a skew symmetric matrix $\Omega$ and $\pi_{T}$ maps $\operatorname{VEC}(X)$ onto $\operatorname{VEC}\left(X^{\top}\right)$, cf. appendix. We arrive at the following discrete tracking algorithm, which is a direct consequence of Theorem 2.10. The proposed update scheme computes approximations $\left(\Omega_{k}, \Theta_{k}\right)$ of the exact minimum $\left(\Omega_{*}(t), \Theta_{*}(t)\right)$ of $f$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and $h>0$.

Theorem 5.2. Let $f$ as above and let $A_{i}(t)$ a $C^{2}$-map such that for some $c>0$, $\left\|A_{i}(t)\right\| \leq c,\left\|\frac{\partial}{\partial t} A_{i}(t)\right\| \leq c$ and $\left\|\frac{\partial^{2}}{\partial t^{2}} A_{i}(t)\right\| \leq c$ for $i=1, \ldots, N$ and all $t \in \mathbb{R}$. Let $t \mapsto\left(\Omega_{*}(t), \Theta_{*}(t)\right)^{\top}$ satisfy (5.8) and let $G_{h}(\Omega, \Theta, t)$ denote an approximation of $\frac{\partial}{\partial t} \nabla f(\Omega, \Theta, t)$ satisfying for some $R, c>0$

$$
\left\|G_{h}(\Omega, \Theta, t)-\frac{\partial}{\partial t} \nabla f(\Omega, \Theta, t)\right\| \leq c h
$$

for all $(\Omega, \Theta)$ with $\operatorname{dist}\left((\Omega, \Theta),\left(\Omega_{*}(t), \Theta_{*}(t)\right)\right) \leq R, t \in \mathbb{R}$ and $h>0$. Assume further, that the Hessian $H_{f}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)$ is invertible and $\left\|H_{f}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)^{-1}\right\|$ is uniformly bounded for all $t \in \mathbb{R}$.
Then for $c>0$ and sufficiently small $h>0$, the sequence

$$
\begin{gathered}
{\left[\begin{array}{l}
\Omega_{k+1} \\
\Theta_{k+1}
\end{array}\right]=} \\
{\left[\begin{array}{c}
\Omega_{k} \\
\Theta_{k}
\end{array}\right]-\widetilde{\mathrm{VEC}}^{-1}\left(H_{f}\left(\Omega_{k}, \Theta_{k}, t_{k}\right)^{-1} \widetilde{\mathrm{VEC}}\left(\nabla f\left(\Omega_{k}, \Theta_{k}, t_{k}\right)+h G_{h}\left(\Omega_{k}, \Theta_{k}, t_{k}\right)\right)\right)}
\end{gathered}
$$

satisfies for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\left\|\Omega_{k}-\Omega_{*}\left(t_{k}\right)\right\|^{2}+\left\|\Theta_{k}-\Theta_{*}\left(t_{k}\right)\right\|^{2} \leq c^{2} h^{2}
$$

provided $\left(\Omega_{0}, \Theta_{0}\right)$ is sufficiently close to $\left(\Omega_{*}(0), \Theta_{*}(0)\right)$.

### 5.2 Intrinsic pose estimation

In this section we derive an algorithm, which works directly on the manifold in order to track the minimum of the cost function (5.4).
Recall that the normalized essential manifold $\varepsilon_{3}$ can be described as

$$
\varepsilon_{3}=S \times \mathrm{SO}(3)
$$

where $S:=\{\Omega \mid \Omega \in \operatorname{so}(3),\|\Omega\|=\sqrt{2}\} \cong \mathbb{S}^{2}$. We therefore consider the task of minimizing the function

$$
\Phi: S \times \mathrm{SO}(3) \times \mathbb{R} \rightarrow \mathbb{R}
$$

defined by

$$
\begin{equation*}
\Phi(\Omega, \Theta, t):=\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) \Omega \Theta\right) \tag{5.16}
\end{equation*}
$$

where $A_{i}(t):=x_{i}^{\prime} x_{i}(t)^{\top}$ for $i=1, \ldots, N$. In order to employ the time-varying Newton flow for this optimization problem, we need to compute the intrinsic gradient and Hessian of $\Phi$. Let therefore $\left(\eta_{i}, \Theta \psi_{i}\right) \in T_{\left(\Omega_{i}, \Theta_{i}\right)} \varepsilon_{3}, i=1,2$ denote tangent vectors of $\varepsilon_{3}$. We define a Riemannian metric by

$$
\begin{equation*}
\left\langle\left(\eta_{1}, \Theta \psi_{1}\right),\left(\eta_{2}, \Theta \psi_{2}\right)\right\rangle:=\operatorname{tr}\left(\eta_{1}^{\top} \eta_{2}\right)+\operatorname{tr}\left(\psi_{1}^{\top} \psi_{2}\right) . \tag{5.17}
\end{equation*}
$$

To derive formulas for the intrinsic gradient and Hessian of $\Phi$, we will use the same approach as Ma [45], who used Newton's method to compute the minimum of $\Phi(\Omega, \Theta, t)$ for fixed $t \in \mathbb{R}$. We extend this approach by using the time-varying Newton flow in order to derive a tracking algorithm for the time-varying minimum of $\Phi$.
At first, we need the description of an orthogonal basis $B$ of the tangent space of $\varepsilon_{3}$, which is given in the following lemma.

Lemma 5.3. Let $(\Omega, \Theta) \in S \times \mathrm{SO}(3)=\varepsilon_{3}$. Let mat $: \mathbb{R}^{3} \rightarrow \mathfrak{s o ( 3 )}$ denote the inverse of the vec operation (cf. appendix) and let $u=\operatorname{vec}(\Omega), v=\left(v_{1}, v_{2}, v_{3}\right)^{\top}$ and $w=\left(w_{1}, w_{2}, w_{3}\right)^{\top}$ such that $v^{\top} w=0, w^{\top} u=0, v^{\top} u=0$ and $\|v\|=\|w\|=1$.
Then $\hat{B}_{1}:=\{\operatorname{mat}(v), \operatorname{mat}(w)\}$ is a orthogonal basis of the tangent space $T_{\Omega} S$ of $S$ and a basis of the tangent space $T_{\Theta} \mathrm{SO}(3)$ of $S O(3)$ is given by $\hat{B}_{2}:=\left\{\Theta \operatorname{mat}(1,0,0)^{\top}\right.$, $\left.\Theta \operatorname{mat}(0,1,0)^{\top}, \Theta \operatorname{mat}(0,0,1)^{\top}\right\}$.

Proof. As $S \subset \mathfrak{s o}(3)$ can be identified with $\mathbb{S}^{2} \subset \mathbb{R}^{3}$, we obtain the basis $\hat{B}_{1}$ by considering the situation in $\mathbb{S}^{2}$. For $u \in \mathbb{S}^{2}$ holds $u^{\top} y=0$ if and only if $y \in T_{u} \mathbb{S}^{2}$. Therefore, we get an orthonormal basis of the tangent space $T_{u} \mathbb{S}^{2}$ by using vectors $v, w \in \mathbb{R}^{3}$ satisfying $v, w \neq 0, v^{\top} w=0, v^{\top} u=0$ and $w^{\top} u=0$. Thus, $T_{u} \mathbb{S}^{2}=$ $\operatorname{span}(v, w)$, which shows the structure of $\hat{B}_{1}$.

Lemma 5.4. Let $(\Omega, \Theta) \in \varepsilon_{3}$, let $\left\{B_{1}, B_{2}\right\}$ denote an orthogonal basis of $T_{\Omega} S$ and let $\left\{B_{3}, B_{4}, B_{5}\right\}$ denote an orthogonal basis of $T_{\Theta} \mathrm{SO}(3)$ as defined in Lemma 5.3. Then for any $t \in \mathbb{R}$, the intrinsic gradient of $\Phi(\Omega, \Theta, t)$ in terms of $B$ is given as

$$
\operatorname{grad} \Phi(\Omega, \Theta, t)=\sum_{i=1}^{5} b_{i}(t) B_{i}
$$

where

$$
b_{i}(t)= \begin{cases}\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) B_{i} \Theta\right) & i=1,2 \\ \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) \Omega B_{i}\right) & i=3,4,5\end{cases}
$$

Proof. We use that the gradient of $\Phi$ is uniquely determined by

$$
d \Phi(\Omega, \Theta, t)(\eta, \Theta \psi)=\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) \eta \Theta+A_{i}(t) \Omega \Theta \psi\right)=
$$

$$
\langle\operatorname{grad} \Phi(\Omega, \Theta, t),(\eta, \Theta \psi)\rangle
$$

The claim gets obvious by noting that $\eta \in \operatorname{span}\left(B_{1}, B_{2}\right)$, while $\Theta \psi \in \operatorname{span}\left(B_{3}, B_{4}, B_{5}\right)$.

Recall, that for fixed $t$ the Hessian form of $\Phi: \varepsilon_{3} \rightarrow \mathbb{R}$ at a point $(\Omega, \Theta) \in \varepsilon_{3}$ is the quadratic form

$$
\mathcal{H}_{\Phi}(\Omega, \Theta): T_{(\Omega, \Theta)} \varepsilon_{3} \times T_{(\Omega, \Theta)} \varepsilon_{3} \rightarrow \mathbb{R}
$$

defined for any $(\eta, \Theta \psi) \in T_{(\Omega, \Theta)} \varepsilon_{3}$ by

$$
\mathcal{H}_{\Phi}(\Omega, \Theta)((\eta, \Theta \psi),(\eta, \Theta \psi)):=(\Phi \circ x)^{\prime \prime}(0)
$$

Here $x: I \rightarrow \varepsilon_{3}$ denotes the geodesic $x(s)=:(\Omega(s), \Theta(s))$ with $(\Omega(0), \Theta(0))=(\Omega, \Theta)$ and velocity $x^{\prime}(0)=\left(\Omega^{\prime}(0), \Theta^{\prime}(0)\right)=(\eta, \Theta \psi)$. It is given by

$$
\begin{equation*}
(\Omega(s), \Theta(s))=\left(\Omega \cos (\sigma s)+U \sin (\sigma s), \Theta\left(I+\frac{\sin (s \vartheta)}{\vartheta} \psi+\frac{1-\cos (s \vartheta)}{\vartheta^{2}} \psi^{2}\right)\right) \tag{5.18}
\end{equation*}
$$

where $\sigma=\frac{\|\eta\|}{\sqrt{2}}$ and $U=\sqrt{2} \frac{\eta}{\|\eta\|}, \vartheta=\sqrt{\psi_{12}^{2}+\psi_{13}^{2}+\psi_{23}^{2}}$, cf. [45].
By using these expressions, we obtain explicit formulas of the Hessian form and Hessian operator.

Lemma 5.5. Let $(\Omega, \Theta) \in \varepsilon_{3}$, let $\left\{B_{1}, B_{2}\right\}$ denote an orthogonal basis of $T_{\Omega} S$ and let $\left\{B_{3}, B_{4}, B_{5}\right\}$ denote an orthogonal basis of $T_{\Theta} \mathrm{SO}(3)$ as defined in Lemma 5.3.
The bilinear form, associated with the Hessian form of $\Phi$ is given as

$$
\begin{gathered}
\mathcal{H}_{\Phi}(\Omega, \Theta, t) \cdot\left(\left(\eta_{1}, \Theta \psi_{1}\right),\left(\eta_{2}, \Theta \psi_{2}\right)\right)= \\
\frac{1}{4}\left(\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\left(\eta_{1}+\eta_{2}\right) \Theta+\Omega \Theta\left(\psi_{1}+\psi_{2}\right)\right)\right)-\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\left(\eta_{1}-\eta_{2}\right) \Theta+\Omega \Theta\left(\psi_{1}-\psi_{2}\right)\right)\right)+\right. \\
\left.\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t)\left(-\Omega\left(\left\|\eta_{1}+\eta_{2}\right\|^{2}-\left\|\eta_{1}-\eta_{2}\right\|^{2}\right) \Theta+4 \Omega \Theta \psi_{1} \psi_{2}+4\left(\eta_{1} \Theta \psi_{2}+\eta_{2} \Theta \psi_{1}\right)\right)\right)\right)
\end{gathered}
$$

Moreover, the $5 \times 5$ matrix representation with respect to the basis $\left\{B_{1}, \ldots, B_{5}\right\}$ of the Hessian operator of $\Phi$ is determined by

$$
\left(H_{\Phi}(\Omega, \Theta, t)\right)_{i j}=\mathcal{H}_{\Phi}(\Omega, \Theta, t) \cdot\left(B_{i}, B_{j}\right), \quad 1 \leq i, j \leq 5
$$

Proof. Let $(\Omega, \Theta) \in \varepsilon_{3}$ and let $(\eta, \Theta \psi) \in T_{(\Omega, \Theta)} \varepsilon_{3}$ denote a tangent vector. Let further $(\Omega(s), \Theta(s))$ denote a geodesic on $\varepsilon_{3}$ with $(\Omega(0), \Theta(0))=(\Omega, \Theta)$ and velocity $\left(\Omega^{\prime}(0), \Theta^{\prime}(0)\right)=(\eta, \Theta \psi)$, i.e. $(\Omega(s), \Theta(s))$ is as given in (5.18).
Then we consider the quadratic form $\mathcal{H}_{\Phi}(\Omega, \Theta, t)$

$$
\mathcal{H}_{\Phi}(\Omega, \Theta, t) \cdot(\eta, \Theta \psi)=(\Phi(\Omega, \Theta, t) \circ(\Omega(s), \Theta(s), t))^{\prime \prime}(0)=
$$

$$
\begin{aligned}
& \qquad \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\Omega^{\prime}(0) \Theta+\Omega \Theta^{\prime}(0)\right)\right)+ \\
& \qquad \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t)\left(\Omega^{\prime \prime}(0) \Theta+\Omega \Theta^{\prime \prime}(0)+2 \Omega^{\prime}(0) \Theta^{\prime}(0)\right)\right)= \\
& \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)(\eta \Theta+\Omega \Theta \psi)\right)+\operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t)\left(-\Omega\|\eta\|^{2} \Theta+\Omega \Theta \psi^{2}+2 \eta \Theta \psi\right)\right), \\
& \text { since } \Omega^{\prime}(0)=\eta, \Theta^{\prime}(0)=\Theta \psi, \Omega^{\prime \prime}(0)=-\Omega\|\eta\|^{2} \text { and } \Theta^{\prime \prime}(0)=\Theta \psi^{2} \\
& \text { Furthermore, the corresponding bilinear form is given by }
\end{aligned}
$$

$$
\begin{gathered}
\mathcal{H}_{\Phi}(\Omega, \Theta, t) \cdot\left(\left(\eta_{1}, \Theta \psi_{1}\right),\left(\eta_{2}, \Theta \psi_{2}\right)\right)= \\
\frac{1}{4}\left(\mathcal{H}_{\Phi}(\Omega, \Theta, t) \cdot\left(\eta_{1}+\eta_{2}, \Theta\left(\psi_{1}+\psi_{2}\right)\right)-\mathcal{H}_{\Phi}(\Omega, \Theta, t) \cdot\left(\eta_{1}-\eta_{2}, \Theta\left(\psi_{1}-\psi_{2}\right)\right)=\right. \\
\frac{1}{4}\left(\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\left(\eta_{1}+\eta_{2}\right) \Theta+\Omega \Theta\left(\psi_{1}+\psi_{2}\right)\right)\right)\right. \\
+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t)\left(-\Omega\left\|\eta_{1}+\eta_{2}\right\|^{2} \Theta+\Omega \Theta\left(\psi_{1}+\psi_{2}\right)^{2}+2\left(\eta_{1}+\eta_{2}\right) \Theta\left(\psi_{1}+\psi_{2}\right)\right)\right) \\
-\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\left(\eta_{1}-\eta_{2}\right) \Theta+\Omega \Theta\left(\psi_{1}-\psi_{2}\right)\right)\right) \\
\left.-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t)\left(-\Omega\left\|\eta_{1}-\eta_{2}\right\|^{2} \Theta+\Omega \Theta\left(\psi_{1}-\psi_{2}\right)^{2}+2\left(\eta_{1}-\eta_{2}\right) \Theta\left(\psi_{1}-\psi_{2}\right)\right)\right)\right)= \\
\frac{1}{4}\left(\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\left(\eta_{1}+\eta_{2}\right) \Theta+\Omega \Theta\left(\psi_{1}+\psi_{2}\right)\right)\right)-\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t)\left(\left(\eta_{1}-\eta_{2}\right) \Theta+\Omega \Theta\left(\psi_{1}-\psi_{2}\right)\right)\right)+\right. \\
\left.\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t)\left(-\Omega\left(\left\|\eta_{1}+\eta_{2}\right\|^{2}-\left\|\eta_{1}-\eta_{2}\right\|^{2}\right) \Theta+4 \Omega \Theta \psi_{1} \psi_{2}+4\left(\eta_{1} \Theta \psi_{2}+\eta_{2} \Theta \psi_{1}\right)\right)\right)\right)
\end{gathered}
$$

The last claim follows by noting that the Hessian operator is the linear map

$$
H_{\Phi}(\Omega, \Theta, t): T_{(\Omega, \Theta)} \varepsilon_{3} \rightarrow T_{(\Omega, \Theta)} \varepsilon_{3}
$$

uniquely defined by

$$
\mathcal{H}_{\Phi}(\Omega, \Theta, t)(\xi, \eta)=\left\langle H_{\Phi}(\Omega, \Theta, t) \xi, \eta\right\rangle \forall \xi, \eta \in T_{(\Omega, \Theta)} \varepsilon_{3}
$$

## Discrete tracking algorithm

We now give a discrete tracking algorithm, which computes approximations $\left(\Omega_{k}, \Theta_{k}\right)$ of the exact pose $\left(\Omega_{*}(t), \Theta_{*}(t)\right)$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and $h>0$. The sequence $\left(\Omega_{k}, \Theta_{k}\right)_{k \in \mathbb{N}}$ is defined as follows:

1. For $\left(\Omega_{k}, \Theta_{k}\right) \in \varepsilon_{3}$ choose the basis $\left\{B_{1}, B_{2}\right\}$ of $T_{\Omega_{k}} S$ and the basis $\left\{B_{3}, B_{4}, B_{5}\right\}$ of $T_{\Theta_{k}} \mathrm{SO}(3)$, as described in Lemma 5.3.
2. By using Lemma 5.4, compute $b:=\left(b_{1}, \ldots, b_{5}\right)^{\top}$ and $c:=\left(c_{1}, \ldots, c_{5}\right)^{\top}$ such that

$$
\operatorname{grad} \Phi\left(\Omega_{k}, \Theta_{k}, t\right)=\sum_{i=1}^{5} b_{i} B_{i}
$$

and

$$
G_{h}\left(\Omega_{k}, \Theta_{k}, t\right)=\sum_{i=1}^{5} c_{i} B_{i}
$$

where $G_{h}\left(\Omega_{k}, \Theta_{k}, t\right)$ denotes an approximation for $\frac{\partial}{\partial t} \operatorname{grad}\left(\Omega_{k}, \Theta_{k}, t\right)$.
3. Determine the matrix representation of the Hessian operator $H_{\Phi}\left(\Omega_{k}, \Theta_{k}, t\right) \in$ $\mathbb{R}^{5 \times 5}$ with respect to the basis $\left\{B_{1}, \ldots, B_{5}\right\}$, cf. Lemma 5.5.
4. Compute

$$
a:=-H_{\Phi}\left(\Omega_{k}, \Theta_{k}, t_{k}\right)^{-1}(b+h c),
$$

and set $v:=a_{1} B_{1}+a_{2} B_{2}, w=\left(a_{3}, a_{4}, a_{5}\right)^{\top}, \sigma=\frac{\|v\|}{\sqrt{2}}, U=\frac{\sqrt{2}}{\|v\|} \operatorname{mat}(v), \psi=\operatorname{mat}(w)$ and $\vartheta=\sqrt{\psi_{12}^{2}+\psi_{13}^{2}+\psi_{23}^{2}}$.
5. The new point is determined by

$$
\begin{equation*}
\left(\Omega_{k+1}, \Theta_{k+1}\right)=\left(\Omega_{k} \cos \sigma+U \sin \sigma, \Theta_{k}\left(I+\frac{\sin \vartheta}{\vartheta} \psi+\frac{1-\cos \vartheta}{\vartheta^{2}} \psi^{2}\right)\right) \tag{5.19}
\end{equation*}
$$

Theorem 5.3. Let $\Phi$ as above and let $A_{i}(t)$ a $C^{2}$-map such that for some $c>0$, $\left\|A_{i}(t)\right\| \leq c,\left\|\frac{\partial}{\partial t} A_{i}(t)\right\| \leq c$ and $\left\|\frac{\partial^{2}}{\partial t^{2}} A_{i}(t)\right\| \leq c$ for $i=1, \ldots, N$ and all $t \in \mathbb{R}$. Let $t \mapsto\left(\Omega_{*}(t), \Theta_{*}(t)\right)^{\top}$ be a smooth isolated zero of $\operatorname{grad} \Phi(\Omega, \Theta, t)$ and let $G_{h}(\Omega, \Theta, t)$ denote approximation of $\frac{\partial}{\partial t} \operatorname{grad} \Phi(\Omega, \Theta, t)$ satisfying for some $R, c>0$

$$
\left\|G_{h}(\Omega, \Theta, t)-\frac{\partial}{\partial t} \operatorname{grad} \Phi(\Omega, \Theta, t)\right\| \leq c h
$$

for all $(\Omega, \Theta) \in \varepsilon_{3}$ with $\operatorname{dist}\left((\Omega, \Theta),\left(\Omega_{*}(t), \Theta_{*}(t)\right)\right) \leq R, t \in \mathbb{R}$ and $h>0$. Assume further, that $H_{\Phi}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)$ is invertible and $\left\|\bar{H}_{\Phi}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)^{-1}\right\|$ is uniformly bounded for $t \in \mathbb{R}$.

Then for $c>0$ and sufficiently small $h>0$, the sequence (5.19) satisfies for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\operatorname{dist}\left(\left(\Omega_{k}, \Theta_{k}\right),\left(\Omega_{*}\left(t_{k}\right), \Theta_{*}\left(t_{k}\right)\right)\right) \leq c h
$$

provided $\left(\Omega_{0}, \Theta_{0}\right)$ is sufficiently close to $\left(\Omega_{*}(0), \Theta_{*}(0)\right)$.
Proof. In order to apply Theorem 2.4, we show that $\left\|(\pi D)^{2} \operatorname{grad} \Phi(\Omega, \Theta, t)\right\|$ is bounded, where $\pi=\pi_{(\Omega, \Theta)}$ is the projection operator onto the tangent space of $\varepsilon_{3}$ at $(\Omega, \Theta)$. The boundedness of the other derivatives of $\operatorname{grad} \Phi$ is obvious then.
Note that the tangent space of $\varepsilon_{3}=S \times \mathrm{SO}(3)$ is the direct product of the tangent space of $S$ and $S O(3)$. The tangent space of $S$ at $\Omega \in S$ consists of all skew-symmetric matrices, which are orthogonal to $\Omega$. Moreover, the elements $\psi$ of the tangent space of $\mathrm{SO}(3)$ at $\Theta \in \mathrm{SO}(3)$ are characterized by the condition $\Theta^{\top} \psi \in \mathfrak{s o}(3)$.
Thus for $(\eta, \psi) \in \mathfrak{s o}(3) \times \mathbb{R}^{3 \times 3}$, the projection operator at $(\Omega, \Theta) \in \varepsilon_{3}$ is given by

$$
\begin{equation*}
\pi_{(\Omega, \Theta)}(\eta, \psi)=\left(\eta-\frac{1}{2} \operatorname{tr}\left(\eta^{\top} \Omega\right) \Omega, \frac{1}{2} \Theta\left(\Theta^{\top} \psi-\psi^{\top} \Theta\right)\right) \tag{5.20}
\end{equation*}
$$

Hence, we can compute the gradient of $\Phi$ by using the Euclidean gradient $\nabla \Phi(\Omega, \Theta, t)$ $\in s o(3) \times \mathbb{R}^{3 \times 3}$, i.e.

$$
\operatorname{grad} \Phi(\Omega, \Theta, t)=\pi_{(\Omega, \Theta)} \nabla \Phi(\Omega, \Theta, t)
$$

Note that $\nabla \Phi(\Omega, \Theta, t)$ is determined for $(\eta, \psi) \in \mathfrak{s o}(3) \times \mathbb{R}^{3 \times 3}$ by

$$
\langle\nabla \Phi(\Omega, \Theta, t),(\eta, \psi)\rangle=d \Phi(\Omega, \Theta, t)(\eta, \psi)
$$

which is equivalent to

$$
\langle\nabla \Phi(\Omega, \Theta, t),(\eta, \psi)\rangle=\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(\left(\Theta A_{i}(t)\right)_{s k} \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) \Omega \psi\right)
$$

This shows that

$$
\nabla \Phi(\Omega, \Theta, t)=\left[\begin{array}{c}
-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Theta A_{i}(t)\right)_{s k} \\
-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \Omega A_{i}(t)^{\top}
\end{array}\right]
$$

Therefore, the intrinsic gradient is given by

$$
\operatorname{grad} \Phi(\Omega, \Theta, t)=\left[\begin{array}{c}
-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\left(\Theta A_{i}(t)\right)_{s k}+\frac{1}{2} \operatorname{tr}\left(\left(\Theta A_{i}(t)\right)_{s k} \Omega\right) \Omega\right) \\
-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \Theta\left(\Theta^{\top} \Omega A_{i}(t)^{\top}\right)_{s k}
\end{array}\right]
$$

A simple calculation shows that $D \operatorname{grad}(\Omega, \Theta, t)(\psi, \eta)$ is a polynomial in $\Omega, \Theta, \psi, \eta$, where coefficients of the form $\operatorname{tr}(p(\Omega, \Theta, \psi, \eta))$ occur. Here, $p(\Omega, \Theta, \psi, \eta)$ is a polynomial in $\Omega, \Theta, \psi, \eta$.
Equation (5.20) implies that $\pi_{(\Omega, \Theta)} \operatorname{Drad}(\Omega, \Theta, t)(\psi, \eta)$ is also a polynomial in $\Omega, \Theta, \psi$, $\eta$, where coefficients of the form $\operatorname{tr}(p(\Omega, \Theta, \psi, \eta))$ occur with polynomials $p(\Omega, \Theta, \psi, \eta)$. These reflections show that $\left(\pi_{(\Omega, \Theta)} D\right)^{2} \operatorname{grad} \Phi(\Omega, \Theta, t) \cdot\left(\left(\psi_{1}, \eta_{1}\right),\left(\psi_{2}, \eta_{2}\right)\right)$ is a polynomial in $\Omega, \Theta, \psi_{1}, \eta_{1}, \psi_{2}, \eta_{2}$, where coefficients of the form $\operatorname{tr}\left(p\left(\Omega, \Theta, \psi_{1}, \eta_{1}, \psi_{2}, \eta_{2}\right)\right)$ occur with polynomials $p\left(\Omega, \Theta, \psi_{1}, \eta_{1}, \psi_{2}, \eta_{2}\right)$.

Hence,

$$
\left\|\left(\pi_{(\Omega, \Theta)} D\right)^{2} \operatorname{grad} \Phi(\Omega, \Theta, t) \cdot\left(\left(\psi_{1}, \eta_{1}\right),\left(\psi_{2}, \eta_{2}\right)\right)\right\|
$$

is bounded for $(\Omega, \Theta) \in \varepsilon_{3}$ and $\left\|\psi_{1}\right\|=\left\|\eta_{1}\right\|=\left\|\psi_{2}\right\|=\left\|\eta_{2}\right\|=1, t \in \mathbb{R}$.

### 5.3 Further approaches for time-varying pose estimation

Here we develop alternative methods to derive update schemes to solve the time-varying pose estimation problem. As they are closely related to the previously introduced methods, we restrict to a short description.

### 5.3.1 Partially intrinsic method

The original optimization problem is defined on the normalized essential manifold $\varepsilon_{3}$, which can be considered as the direct product of $S \times \operatorname{SO}(3)$, where $S:=\{\Omega \mid \Omega \in$ $\mathfrak{s o}(3),\|\Omega\|=\sqrt{2}\} \cong \mathbb{S}^{2}$. Hence, $\varepsilon_{3}$ is a Riemannian submanifold of $M:=\mathfrak{s o}(3) \times \mathrm{SO}(3)$ and we can embed the original minimization problem (5.4) into $M$ by including penalty terms into the cost function.
Thus the optimization task turns into finding $\Omega(t) \in \mathfrak{s o}(3)$ and $\Theta(t) \in \mathrm{SO}(3)$ for given matrices $A_{i}(t), i=1, \ldots, N$, such that for $\mu>0$

$$
\begin{equation*}
\Phi(\Theta, \Omega, t):=\frac{\mu}{4}\left(\|\Omega\|^{2}-2\right)^{2}+\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) \Omega \Theta\right) \tag{5.21}
\end{equation*}
$$

is minimal for all $t \in \mathbb{R}$.
Obviously, $\operatorname{dim} M=6$ and the tangent vectors at $(\Omega, \Theta) \in M$ are $(\eta, \Theta \psi)$ for $\eta, \psi \in$ $\mathfrak{s o}(3)$.
In order to minimize $\Phi$, we need to compute an intrinsic gradient. Let therefore $\left(\eta_{i}, \Theta \psi_{i}\right) \in T_{\left(\Omega_{i} \Theta_{i}\right)} M, i=1,2$ and define a Riemannian metric by

$$
\begin{equation*}
\left\langle\left(\eta_{1}, \Theta \psi_{1}\right),\left(\eta_{2}, \Theta \psi_{2}\right)\right\rangle:=\operatorname{tr}\left(\eta_{1}^{\top} \eta_{2}\right)+\operatorname{tr}\left(\psi_{1}^{\top} \Theta^{\top} \Theta \psi_{2}\right)=\operatorname{tr}\left(\eta_{1}^{\top} \eta_{2}\right)+\operatorname{tr}\left(\psi_{1}^{\top} \psi_{2}\right) \tag{5.22}
\end{equation*}
$$

The derivative of $\Phi(\Omega, \Theta, t)$ with respect to $(\Omega, \Theta)$ is given as

$$
\begin{gathered}
D \Phi(\Omega, \Theta, t)(\eta, \Theta \psi)= \\
\mu\left(\|\Omega\|^{2}-2\right) \operatorname{tr}\left(\Omega^{\top} \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) \eta \Theta+A_{i}(t) \Omega \Theta \psi\right)= \\
\mu\left(\|\Omega\|^{2}-2\right) \operatorname{tr}\left(\Omega^{\top} \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(\left(\Theta A_{i}(t)\right)_{s k} \eta+\left(A_{i}(t) \Omega \Theta\right)_{s k} \Theta^{\top} \Theta \psi\right),
\end{gathered}
$$

where we used, that $\Theta^{\top} \Theta \psi \in \mathfrak{s o}(3)$ and $B_{s k}:=\frac{1}{2}\left(B-B^{\top}\right)$.

Lemma 5.6. For any $t \in \mathbb{R}$, the intrinsic gradient of $\Phi(\Omega, \Theta, t)$ on $M$ is given as

$$
\operatorname{grad} \Phi(\Omega, \Theta, t)=\left[\begin{array}{c}
\mu\left(\|\Omega\|^{2}-2\right) \Omega-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Theta A_{i}(t)\right)_{s k}  \tag{5.23}\\
-\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \Omega \Theta\right)_{s k}
\end{array}\right]
$$

Proof. Let for $t \in \mathbb{R}, \operatorname{grad} \Phi(\Omega, \Theta, t):=\left[\begin{array}{l}G_{1} \\ G_{2}\end{array}\right]$. Thus,

$$
\begin{gathered}
\operatorname{tr}\left(G_{1}^{\top} \eta\right)+\operatorname{tr}\left(G_{2}^{\top} \Theta \psi\right)= \\
\operatorname{tr}\left(\mu\left(\|\Omega\|^{2}-2\right) \Omega^{\top} \eta+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Theta A_{i}(t)\right)_{s k} \eta\right)+ \\
\operatorname{tr}\left(\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \Omega \Theta\right)_{s k} \Theta^{\top} \Theta \psi\right) \\
=\mu\left(\|\Omega\|^{2}-2\right) \operatorname{tr}\left(\Omega^{\top} \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(\Theta A_{i}(t) \eta\right)+ \\
=\mu\left(\|\Omega\|^{2}-2\right) \operatorname{tr}\left(\Omega^{\top} \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(\Theta A_{i}(t) \eta\right)+\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) \operatorname{tr}\left(A_{i}(t) \Omega \Theta \psi\right) \operatorname{tr}\left(A_{i}(t) \Omega \Theta \Theta^{\top} \Theta \psi\right) \\
=d \Phi(\Omega, \Theta, t)(\eta, \Theta \psi) .
\end{gathered}
$$

To derive a Newton flow, we furthermore need to determine the Hessian operator which is given by the following formula:

$$
\begin{equation*}
H_{\Phi}(\Omega, \Theta, t)=\pi_{T_{(\Omega, \Theta)} M} D \operatorname{grad} \Phi(\Omega, \Theta, t), \tag{5.24}
\end{equation*}
$$

where $\pi_{T_{(\Omega, \Theta)} M}$ denotes the projection operator onto the tangent space $T_{(\Omega, \Theta)} M$. We compute at first the derivative of $\operatorname{grad} \Phi$. Let therefore

$$
D \operatorname{grad} \Phi(\Omega, \Theta, t)(\eta, \Theta \psi)=:\left[\begin{array}{c}
A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi \\
B_{1}(\Omega, \Theta, t) \eta+B_{2}(\Omega, \Theta, t) \Theta \psi
\end{array}\right]
$$

Hence, the components of $D \operatorname{grad} \Phi$ are as follows:

$$
\begin{equation*}
A_{1}(\Omega, \Theta, t) \eta=2 \mu \operatorname{tr}\left(\Omega^{\top} \eta\right) \Omega+\eta \mu\left(\|\Omega\|^{2}-2\right)-\sum_{i=1}^{N} \operatorname{tr}\left(\left(\Theta A_{i}(t)\right)_{s k} \eta\right)\left(\Theta A_{i}(t)\right)_{s k} \tag{5.25}
\end{equation*}
$$

$$
\begin{gather*}
A_{2}(\Omega, \Theta, t) \Theta \psi=-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta \psi\right)\left(\Theta A_{i}(t)\right)_{s k}-\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\Theta \psi A_{i}(t)\right)_{s k}  \tag{5.26}\\
B_{1}(\Omega, \Theta, t) \eta=  \tag{5.27}\\
-\Theta \sum_{i=1}^{N} \operatorname{tr}\left(\left(\Theta A_{i}(t)\right)_{s k} \eta\right)\left(A_{i}(t) \Omega \Theta\right)_{s k}-\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \eta \Theta\right)_{s k} \\
B_{2}(\Omega, \Theta, t) \Theta \psi=-\Theta \psi \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \Omega \Theta\right)_{s k}-  \tag{5.28}\\
\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta \psi\right)\left(A_{i}(t) \Omega \Theta\right)_{s k}-\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \Omega \Theta \psi\right)_{s k}
\end{gather*}
$$

Using these formulas, we obtain the following equation for the Hessian operator

$$
H_{\Phi}(\Omega, \Theta, t) \cdot(\eta, \Theta \psi)=\left[\begin{array}{c}
P_{1}\left(A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi\right) \\
P_{2}\left(B_{1}(\Omega, \Theta, t) \eta+B_{2}(\Omega, \Theta, t) \Theta \psi\right)
\end{array}\right],
$$

where $P_{1}$ and $P_{2}$ are projection operators such that $H_{\Phi}(\Omega, \Theta, t) \cdot(\eta, \Theta \psi) \in T_{(\Omega, \Theta)} M$. Thus,

$$
\begin{gathered}
P_{1}\left(A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi\right) \in \mathfrak{s o}(3), \\
P_{2}\left(B_{1}(\Omega, \Theta, t) \eta+B_{2}(\Omega, \Theta, t) \Theta \psi\right) \in T_{\Theta} \mathrm{SO}(3) .
\end{gathered}
$$

Since $A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi \in s o(3)$, we have

$$
P_{1}\left(A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi\right)=A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi
$$

Since $P_{2}$ is given by

$$
P_{2}: X \mapsto \Theta\left(\Theta^{\top} X\right)_{s k}
$$

the Hessian operator turns into

$$
\begin{gathered}
H_{\Phi}(\Omega, \Theta, t) \cdot(\eta, \Theta \psi)=\left[\begin{array}{c}
A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi \\
\Theta\left(\Theta^{\top} B_{1}(\Omega, \Theta, t) \eta+\Theta^{\top} B_{2}(\Omega, \Theta, t) \Theta \psi\right)_{s k}
\end{array}\right]= \\
{\left[\begin{array}{c}
A_{1}(\Omega, \Theta, t) \eta+A_{2}(\Omega, \Theta, t) \Theta \psi \\
B_{1}(\Omega, \Theta, t) \eta+\tilde{B}_{2}(\Omega, \Theta, t) \Theta \psi
\end{array}\right],}
\end{gathered}
$$

where

$$
\begin{array}{r}
\tilde{B}_{2}(\Omega, \Theta, t) \Theta \psi=-\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(\psi\left(A_{i}(t) \Omega \Theta\right)_{s k}\right)_{s k}-  \tag{5.29}\\
\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta \psi\right)\left(A_{i}(t) \Omega \Theta\right)_{s k}-\Theta \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(A_{i}(t) \Omega \Theta \psi\right)_{s k}
\end{array}
$$

By vectorizing these magnitudes (cf. appendix), we could derive a $12 \times 12$ matrix representation $\hat{H}$ of the Hessian operator. Having found a matrix representation of the Hessian, we can use the time-varying Newton flow to obtain a dynamical system to track the minimum of $\Phi$. This leads to a linear equation

$$
\begin{equation*}
\hat{H}_{\Phi}(\Omega, \Theta, t)\binom{\operatorname{vec}(\eta)}{\operatorname{vEC}(\Theta \psi)}=\binom{\operatorname{vec}\left(R_{1}\right)}{\operatorname{vEC}\left(R_{2}\right)} \tag{5.30}
\end{equation*}
$$

where $R_{1}, R_{2}$ are the first and second component of $\mathcal{M}(\Omega \Theta) \operatorname{grad} \Phi(\Omega, \Theta, t)+\frac{\partial}{\partial t} \operatorname{grad} \Phi$ $(\Omega, \Theta, t)$. As this linear equation is restricted to the 6 dimensional tangent space of $M$, we can transform it into a simpler form. We have

$$
\hat{H}_{\Phi}(\Omega, \Theta, t)\left[\begin{array}{ll}
I & \\
& I \otimes \Theta
\end{array}\right]\binom{\operatorname{vec}(\eta)}{\operatorname{VEC}\left(\Theta^{\top} \Theta \psi\right)}=\left[\begin{array}{ll}
I & \\
& I \otimes \Theta
\end{array}\right]\binom{\operatorname{vec}\left(R_{1}\right)}{\operatorname{VEC}\left(\Theta^{\top} R_{2}\right)}
$$

which is equivalent to

$$
\hat{H}_{\Phi}(\Omega, \Theta, t)\left[\begin{array}{ll}
I & \\
& (I \otimes \Theta) L^{\top}
\end{array}\right]\binom{\operatorname{vec}(\eta)}{\operatorname{vec}(\psi)}=\left[\begin{array}{ll}
I & \\
& (I \otimes \Theta) L^{\top}
\end{array}\right]\binom{\operatorname{vec}\left(R_{1}\right)}{\operatorname{vec}\left(\Theta^{\top} R_{2}\right)},
$$

where $L \in \mathbb{R}^{3 \times 12}$ satisfies $\operatorname{vec}(\eta)=L \operatorname{vec}(\eta)$ for $\eta \in \mathfrak{s o}(3)$, cf. appendix. This implies that

$$
\underbrace{\left[\begin{array}{cc}
I & \\
& L\left(I \otimes \Theta^{\top}\right)
\end{array}\right] \hat{H}_{\Phi}(\Omega, \Theta, t)\left[\begin{array}{ll}
I & \\
& (I \otimes \Theta) L^{\top}
\end{array}\right]}_{=: \bar{H}_{\Phi}(\Omega, \Theta, t) \in \mathbb{R}^{6 \times 6}}\binom{\operatorname{vec}(\eta)}{\operatorname{vec}(\psi)}=\binom{\operatorname{vec}\left(R_{1}\right)}{\operatorname{vec}\left(\Theta^{\top} R_{2}\right)},
$$

and therefore

$$
\bar{H}_{\Phi}(\Omega, \Theta, t)\binom{\operatorname{vec}(\eta)}{\operatorname{vec}(\psi)}=\binom{\operatorname{vec}\left(R_{1}\right)}{\operatorname{vec}\left(\Theta^{\top} R_{2}\right)} .
$$

We obtain a linear equation, which has a non-singular system matrix $\bar{H}_{\Phi} \in \mathbb{R}^{6 \times 6}$. Since $\bar{H}_{\Phi}$ is nothing but a matrix representation of the Hessian operator with respect to a suitable basis of the tangent space of $M$, the solutions of the reduced system also solve the original system (5.30).
By using the equations (5.25), (5.26), (5.27) and (5.29), we get the matrix representation $\bar{H}_{\Phi}(\Omega, \Theta, t):=\left[\begin{array}{ll}G_{1} & G_{2} \\ G_{3} & G_{4}\end{array}\right]$ of the Hessian operator by considering

1. $G_{1} \operatorname{vec}(\eta)=\operatorname{vec}\left(A_{1}(\Omega, \Theta, t) \eta\right)$
2. $G_{2} \operatorname{vec}(\psi)=\operatorname{vec}\left(A_{2}(\Omega, \Theta, t) \Theta \psi\right)$
3. $G_{3} \operatorname{vec}(\eta)=\operatorname{vec}\left(\Theta^{\top} B_{1}(\Omega, \Theta, t) \eta\right)$
4. $G_{4} \operatorname{vec}(\psi)=\operatorname{vec}\left(\Theta^{\top} \tilde{B}_{2}(\Omega, \Theta, t) \Theta \psi\right)$

Hence, the submatrices $G_{1}, \ldots, G_{4}$ of $\bar{H}_{\Phi}$ are given by

$$
\begin{gather*}
G_{1}=2 \mu \mathrm{vec} \Omega \operatorname{vec}^{\top} \Omega+\mu\left(\|\Omega\|^{2}-2\right) I+\sum_{i=1}^{N} \operatorname{vec}\left(\Theta A_{i}(t)\right)_{s k} \mathrm{vec}^{\top}\left(\Theta A_{i}(t)\right)_{s k}  \tag{5.31}\\
G_{2}=\sum_{i=1}^{N} \operatorname{vec}\left(\Theta A_{i}(t)\right)_{s k} \mathrm{vec}^{\top}\left(A_{i} \Omega \Theta\right)_{s k}  \tag{5.32}\\
-\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) L\left(A_{i}(t)^{\top} \otimes \Theta+\Theta \otimes A_{i}(t)^{\top}\right) L^{\top} \\
G_{3}=\sum_{i=1}^{N} \operatorname{vec}\left(A_{i}(t) \Omega \Theta\right)_{s k} \mathrm{vec}^{\top}\left(\Theta A_{i}(t)\right)_{s k}  \tag{5.33}\\
-\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) L\left(\Theta^{\top} \otimes A_{i}(t)+A_{i}(t) \otimes \Theta^{\top}\right) L^{\top} \\
G_{4}=\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right) L\left(\left(A_{i}(t) \Omega \Theta\right)_{s k} \otimes I+I \otimes\left(A_{i}(t) \Omega \Theta\right)_{s k}\right) L^{\top}  \tag{5.34}\\
+\sum_{i=1}^{N} \operatorname{vec}\left(A_{i}(t) \Omega \Theta\right)_{s k} \mathrm{vec}^{\top}\left(A_{i}(t) \Omega \Theta\right)_{s k} \\
-\frac{1}{2} L \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) \Omega \Theta\right)\left(I \otimes\left(A_{i}(t) \Omega \Theta\right)+\left(A_{i}(t) \Omega \Theta\right) \otimes I\right) L^{\top}
\end{gather*}
$$

## Discrete tracking algorithm

We now formulate the resulting discrete tracking algorithm, which computes approximations $\left(\Omega_{k}, \Theta_{k}\right)$ of the exact pose $\left(\Omega_{*}(t), \Theta_{*}(t)\right)$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}$ and $h>0$.

1. For $k \in \mathbb{N}$, compute the gradient $\operatorname{grad} \Phi\left(\Omega_{k}, \Theta_{k}, t\right)$ and an approximation $G_{h}\left(\Omega_{k}, \Theta_{k}, t\right)$ of $\frac{\partial}{\partial t} \operatorname{grad}\left(\Omega_{k}, \Theta_{k}, t\right)$.
2. Compute the Hessian operator $\bar{H}_{\Phi}\left(\Omega_{k}, \Theta_{k}, t\right) \in \mathbb{R}^{6 \times 6}$ as described above and set

$$
a:=-\bar{H}_{\Phi}\left(\Omega_{k}, \Theta_{k}, t_{k}\right)^{-1}\left[\begin{array}{c}
\operatorname{vec}\left(h\left(G_{h}\right)_{1}\left(\Omega_{k}, \Theta_{k}, t\right)+(\operatorname{grad} \Phi)_{1}\left(\Omega_{k}, \Theta_{k}, t\right)\right) \\
\operatorname{vec}\left(\Theta^{\top}\left(h\left(G_{h}\right)_{2}\left(\Omega_{k}, \Theta_{k}, t\right)+(\operatorname{grad} \Phi)_{2}\left(\Omega_{k}, \Theta_{k}, t\right)\right)\right)
\end{array}\right]
$$

where $\left(G_{h}\right)_{i}\left(\Omega_{k}, \Theta_{k}, t\right)$ and $(\operatorname{grad} \Phi)_{i}\left(\Omega_{k}, \Theta_{k}, t\right)$ denote the upper or lower submatrix of $G_{h}\left(\Omega_{k}, \Theta_{k}, t\right)$ and $\operatorname{grad} \Phi\left(\Omega_{k}, \Theta_{k}, t\right)$ for $i=1$ or $i=2$.
3. For $\eta=\operatorname{mat}\left(a_{1}, a_{2}, a_{3}\right)$ and $\psi=\operatorname{mat}\left(a_{4}, a_{5}, a_{6}\right)$ the new point is given by

$$
\begin{equation*}
\left(\Omega_{k+1}, \Theta_{k+1}\right)=\left(\Omega_{k}+\eta, \Theta_{k}\left(I+\frac{\sin \vartheta}{\vartheta} \psi+\frac{1-\cos \vartheta}{\vartheta^{2}} \psi^{2}\right)\right), \tag{5.35}
\end{equation*}
$$

where $\vartheta=\sqrt{\psi_{12}^{2}+\psi_{13}^{2}+\psi_{23}^{2}}$.
Theorem 5.4. Let $M=\mathfrak{s o}(3) \times \mathrm{SO}(3)$ and let $\Phi: M \rightarrow \mathbb{R}$ as above. Let $A_{i}(t)$ be a $C^{2}$-map such that for some $c>0,\left\|A_{i}(t)\right\| \leq c,\left\|\frac{\partial}{\partial t} A_{i}(t)\right\| \leq c$ and $\left\|\frac{\partial^{2}}{\partial t^{2}} A_{i}(t)\right\| \leq c$ for $i=1, \ldots, N, t \in \mathbb{R}$. Let $t \mapsto\left(\Omega_{*}(t), \Theta_{*}(t)\right)^{\top}$ be a smooth isolated zero of $\operatorname{grad} \Phi(\Omega, \Theta, t)$ and let $G_{h}(\Omega, \Theta, t)$ denote an approximation of $\frac{\partial}{\partial t} \operatorname{grad} \Phi(\Omega, \Theta, t)$ satisfying for some $R, c>0$

$$
\left\|G_{h}(\Omega, \Theta, t)-\frac{\partial}{\partial t} \operatorname{grad} \Phi(\Omega, \Theta, t)\right\| \leq c h
$$

for all $(\Omega, \Theta) \in M$ with $\operatorname{dist}\left((\Omega, \Theta),\left(\Omega_{*}(t), \Theta_{*}(t)\right)\right) \leq R, t \in \mathbb{R}$ and $h>0$. Assume further, that $H_{\Phi}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)$ is invertible and $\left\|H_{\Phi}\left(\Omega_{*}(t), \Theta_{*}(t), t\right)^{-1}\right\|$ is uniformly bounded for all $t \in \mathbb{R}$.
Then for $c>0$ and sufficiently small $h>0$, the sequence (5.35) satisfies for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\operatorname{dist}\left(\left(\Omega_{k}, \Theta_{k}\right),\left(\Omega_{*}\left(t_{k}\right), \Theta_{*}\left(t_{k}\right)\right)\right) \leq c h,
$$

provided $\left(\Omega_{0}, \Theta_{0}\right)$ is sufficiently close to $\left(\Omega_{*}(0), \Theta_{*}(0)\right)$.
Proof. It can be easily seen, that the conditions of Theorem 2.4 are satisfied. This shows that the sequence defined by

$$
\left(\Omega_{k+1}, \Theta_{k+1}\right)=\left(\Omega_{k}+\eta, \exp _{\Theta_{k}} \psi\right)
$$

satisfies

$$
\operatorname{dist}\left(\left(\Omega_{k}, \Theta_{k}\right),\left(\Omega_{*}\left(t_{k}\right), \Theta_{*}\left(t_{k}\right)\right)\right) \leq c h
$$

provided $\left(\Omega_{0}, \Theta_{0}\right)$ is sufficiently close to $\left(\Omega_{*}(0), \Theta_{*}(0)\right)$. Here, $\eta$ and $\psi$ are defined as in step 3. By using Rodrigues' formula for matrix exponentials in $\mathbb{R}^{3 \times 3}$, the update scheme turns into (5.35), which proves the claim.

### 5.3.2 Parameterization method

Again we consider the task of solving the pose estimation problem by minimizing a cost function $\Phi$ on the essential manifold. Here we use the following representation of the manifold

$$
\varepsilon_{3}=\left\{\left.U\left[\begin{array}{ll}
I_{2} & \\
& 0
\end{array}\right] V^{\top} \right\rvert\, U, V \in \mathrm{SO}(3)\right\}
$$

and we define the cost function $\Phi: \varepsilon_{3} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\Phi(E, t):=\frac{1}{2} \sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) E\right)
$$

According to Helmke ([32]), a family of parameterizations $\left(\gamma_{E}\right)_{E \in \varepsilon_{3}}$ of the normalized essential manifold is given as follows:
Let

$$
R_{1}: \mathbb{R}^{5} \rightarrow \mathfrak{s o}(3),\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{5}
\end{array}\right] \mapsto \frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
0 & -\frac{y_{3}}{\sqrt{2}} & y_{2} \\
\frac{y_{3}}{\sqrt{2}} & 0 & -y_{1} \\
-y_{2} & y_{1} & 0
\end{array}\right]
$$

and

$$
R_{2}: \mathbb{R}^{5} \rightarrow \mathfrak{s o}(3),\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{5}
\end{array}\right] \mapsto \frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
0 & \frac{y_{3}}{\sqrt{2}} & y_{5} \\
-\frac{y_{3}}{\sqrt{2}} & 0 & -y_{4} \\
-y_{5} & y_{4} & 0
\end{array}\right]
$$

Let further $\Sigma=\left[\begin{array}{ll}I_{2} & \\ & 0\end{array}\right]$ and $U, V \in \mathrm{SO}(3)$ such that $E=U \Sigma V^{\top}$. Then a parameterization $\gamma_{E}: \mathcal{N}(0) \rightarrow \varepsilon_{3}$ of $\varepsilon_{3}$ with $\gamma_{E}(0)=E$ is given by

$$
\begin{equation*}
\gamma_{E}(y):=U e^{R_{1}(y)} \Sigma e^{-R_{2}(y)} V^{\top} . \tag{5.36}
\end{equation*}
$$

Here, $\mathcal{N}(0) \subset \mathbb{R}^{5}$ is a sufficiently small neighborhood of the origin.
The derivative of $\gamma_{E}$ reads for $h=\left(h_{1}, \ldots, h_{5}\right)^{\top} \in \mathbb{R}^{5}$

$$
\begin{equation*}
D \gamma_{E}(y) \cdot h=U \tag{5.37}
\end{equation*}
$$

$$
\left(e^{R_{1}(y)} \frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
0 & -\frac{h_{3}}{\sqrt{2}} & h_{2} \\
\frac{h_{3}}{\sqrt{2}} & 0 & -h_{1} \\
-h_{2} & h_{1} & 0
\end{array}\right] \Sigma e^{-R_{2}(y)}-\frac{1}{\sqrt{2}} e^{R_{1}(y)} \Sigma e^{-R_{2}(y)}\left[\begin{array}{ccc}
0 & \frac{h_{3}}{\sqrt{2}} & h_{5} \\
-\frac{h_{3}}{\sqrt{2}} & 0 & -h_{4} \\
-h_{5} & h_{4} & 0
\end{array}\right]\right)
$$

$$
\cdot V^{\top}
$$

and particularly,

$$
D \gamma_{E}(0) \cdot h=\frac{1}{\sqrt{2}} U\left[\begin{array}{ccc}
0 & -\sqrt{2} h_{3} & -h_{5}  \tag{5.38}\\
\sqrt{2} h_{3} & 0 & h_{4} \\
-h_{2} & h_{1} & 0
\end{array}\right] V^{\top} .
$$

Lemma 5.7. There exists a $r>0$ such that for all $E \in \varepsilon_{3}$ the parameterization $\gamma_{E}$ is injective on $B_{r}(0) \subset \mathbb{R}^{5}$. In particular, there exist constants $m_{1}, m_{2}, m_{3}>0$ such that

$$
\begin{aligned}
& \sigma_{\min }\left(D \gamma_{E}(y)\right) \geq m_{1}, \\
& \sigma_{\max }\left(D \gamma_{E}(y)\right) \leq m_{2},
\end{aligned}
$$

and

$$
\left\|D^{2} \gamma_{E}(y)\right\| \leq m_{3}
$$

for all $y \in B_{r}(0)$.

Proof. The injectivity of the parameterization is implied if the smallest singular value of $D \gamma_{E}(y)$ is lower bounded by $m_{1}>0$ for all $y \in B_{r}(0)$.
The claim regarding the largest singular value gets obvious by considering (5.37).
To bound $\left\|D^{2} \gamma_{E}\right\|$, consider

$$
\begin{gathered}
D^{2} \gamma_{E}(y) \cdot(h, h)=U . \\
\left(e^{R_{1}(y)} H_{1}^{2} \Sigma e^{-R_{2}(y)}-e^{R_{1}(y)} H_{1} \Sigma e^{-R_{2}(y)} H_{2}-e^{R_{1}(y)} H_{1} \Sigma e^{-R_{2}(y)} H_{2}+e^{R_{1}(y)} \Sigma e^{-R_{2}(y)} H_{2}^{2}\right) V^{\top} \\
\text { where } H_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
0 & -\frac{h_{3}}{\sqrt{2}} & h_{2} \\
\frac{h_{3}}{\sqrt{2}} & 0 & -h_{1} \\
-h_{2} & h_{1} & 0
\end{array}\right] \text { and } H_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
0 & \frac{h_{3}}{\sqrt{2}} & h_{5} \\
-\frac{h_{3}}{\sqrt{2}} & 0 & -h_{4} \\
-h_{5} & h_{4} & 0
\end{array}\right] . \text { This shows }
\end{gathered}
$$

the existence of $m_{2}>0$ such that $\left\|D^{2} \gamma_{E}(y)\right\| \leq m_{2}$ for all $y \in \mathcal{N}(0)$ and $E \in \varepsilon_{3}$.
Note that (5.38) shows that $\sigma_{\min }\left(D \gamma_{E}(0)\right) \geq c$, for some $c>0$ and all $E \in \varepsilon_{3}$.
We use the following equation (Taylor):

$$
D \gamma_{E}(y)=D \gamma_{E}(0)+R,
$$

where $\|R\| \leq m_{3}\|y\|$. This shows that for $r:=\frac{c}{2 m_{3}}$, we get that

$$
\sigma_{\min }\left(D \gamma_{E}(y)\right) \geq c / 2
$$

for all $E \in \varepsilon_{3}$ and $y \in B_{r}(0) \cap \mathcal{N}(0)$.
The previous lemma showed that the family of parameterizations $\left(\gamma_{E}\right)_{E \in \varepsilon_{3}}$ is such that we can use Main Theorem 2.3 to track the minimum $E_{*}(t)$ of the cost function $\Phi$. In order to do so, we still need formulas for the gradient and Hessian of $\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)$ w.r.t. the first component, where $\hat{\gamma}_{E}(y, t):=\left(\gamma_{E}(y), t\right)$. These magnitudes also have been computed in [32] and are given for $y \in \mathbb{R}^{5}$ by

$$
\begin{equation*}
\nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)^{\top} \cdot y=\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) E\right) \operatorname{tr}\left(A_{i}(t) U\left(R_{1}(y) \Sigma-\Sigma R_{2}(y)\right) V^{\top}\right) \tag{5.39}
\end{equation*}
$$

and

$$
\begin{gather*}
y^{\top} H_{\Phi \circ \hat{\gamma}_{E}}(0, t) y=\sum_{i=1}^{N} \operatorname{tr}^{2}\left(A_{i}(t) U\left(R_{1}(y) \Sigma-\Sigma R_{2}(y)\right) V^{\top}\right)+  \tag{5.40}\\
\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) E\right) \operatorname{tr}\left(A_{i}(t) U\left(R_{1}^{2}(y) \Sigma+\Sigma R_{2}(y)^{2}-2 R_{1}(y) \Sigma R_{2}(y)\right) V^{\top}\right) .
\end{gather*}
$$

In order to get an explicit vector-valued representation of the gradient, we vectorize the above formulas. Thus we need operations $L_{1}, L_{2}$ such that for $y \in \mathbb{R}^{5}$ holds

$$
\operatorname{VEC}\left(R_{1}(y)\right)=L_{1} y,
$$

and

$$
\operatorname{VEC}\left(R_{2}(y)\right)=L_{2} y,
$$

implying that

$$
L_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

and

$$
L_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & 0 & -1 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Then the gradient in $\mathbb{R}^{5}$ can be computed and is given by

$$
\begin{gather*}
\nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)=  \tag{5.41}\\
\sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) E\right)\left(L_{1}^{\top} \operatorname{VEC}\left(U^{\top} A_{i}(t)^{\top} V \Sigma\right)-L_{2}^{\top} \operatorname{VEC}\left(\Sigma U^{\top} A_{i}(t)^{\top} V\right)\right) .
\end{gather*}
$$

Moreover, the matrix representation of the Hessian in $\mathbb{R}^{5 \times 5}$ reads

$$
\begin{align*}
& H_{\Phi \circ \hat{\gamma}_{E}}(0, t)=\sum_{i=1}^{N} v_{i}(t)^{\top} v_{i}(t)-\operatorname{tr}\left(A_{i}(t) E\right) L_{1}^{\top}\left(\left(U^{\top} A_{i}(t)^{\top} V \Sigma\right) \otimes I\right) L_{1}  \tag{5.42}\\
+ & \sum_{i=1}^{N} \operatorname{tr}\left(A_{i}(t) E\right)\left(-L_{2}^{\top}\left(\left(\Sigma U^{\top} A_{i}(t)^{\top} V\right) \otimes I\right) L_{2}+2 L_{1}^{\top}\left(\left(U^{\top} A_{i}(t)^{\top} V\right) \otimes \Sigma\right) L_{2}\right),
\end{align*}
$$

where $v_{i}(t)=\operatorname{VEC}\left(U^{\top} A_{i}(t)^{\top} V \Sigma\right)^{\top} L_{1}-\operatorname{VEC}\left(\Sigma U^{\top} A_{i}(t)^{\top} V\right)^{\top} L_{2}$.
Now we define the sequence $\left(E_{k}\right)$ tracking the minimum $E_{*}(t)$ of $\Phi$ at discrete times $t_{k}=k h$ for $k \in \mathbb{N}, h>0$, by

$$
\begin{equation*}
E_{k+1}=\gamma_{E_{k}}\left(-H_{\Phi \circ \hat{\gamma}_{E_{k}}}\left(0, t_{k}\right)^{-1}\left(\nabla\left(\Phi \circ \hat{\gamma}_{E_{k}}\right)\left(0, t_{k}\right)+h G_{E_{k}}^{h}\left(0, t_{k}\right)\right)\right) \tag{5.43}
\end{equation*}
$$

where $G_{E}^{h}(0, t)$ denotes an approximation of $\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)$.

Theorem 5.5. Let $\Phi$ and $\left(\hat{\gamma}_{E}\right)_{E \in \varepsilon_{3}}$ as above, let $A_{i}(t)$ be a $C^{2}$-map such that for some $c>0,\left\|A_{i}(t)\right\| \leq c,\left\|\frac{\partial}{\partial t} A_{i}(t)\right\| \leq c$ and $\left\|\frac{\partial^{2}}{\partial t^{2}} A_{i}(t)\right\| \leq c$ for $i=1, \ldots, N, t \in \mathbb{R}$. Let $t \mapsto E_{*}(t)$ be a smooth isolated minimum of $\Phi(E, t)$ and let $G_{E}^{h}(0, t)$ denote an approximation of $\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)$ satisfying for $R, c>0$

$$
\left\|G_{E}^{h}(0, t)-\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)\right\| \leq c h
$$

for all $E \in \mathcal{B}_{R}\left(E_{*}(t)\right):=\left\{E \in \varepsilon_{3} \mid \operatorname{dist}\left(E, E_{*}(t)\right)<R\right\}, t \in \mathbb{R}$ and $h>0$. Assume further, that the Hessian $H_{\Phi_{\circ} \hat{\gamma}_{E}}(0, t)$ is invertible and that the norm of the inverse is uniformly bounded for all $E \in \mathcal{B}_{R}\left(E_{*}(t)\right), t \in \mathbb{R}$.
Then for $c>0$ and sufficiently small $h>0$, the sequence (5.43) satisfies for $k \in \mathbb{N}$ and $t_{k}=k h$

$$
\operatorname{dist}\left(E_{k}, E_{*}\left(t_{k}\right)\right) \leq c h
$$

provided $E_{0}$ is sufficiently close to $E_{*}(0)$.
Proof. We want to employ Main Theorem 2.3, where we only use one parameterization instead of two (i.e. we use $\mu_{E}:=\gamma_{E}$ ). In order to do so, we have to show for some $\hat{R}, \tilde{R}>0$ the boundedness of

1. $\left\|H_{\Phi \circ \hat{\gamma}_{E_{*}(t)}}(0, t)\right\|$ for all $t \in \mathbb{R}$,
2. $\left\|\frac{\partial}{\partial t} \nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(0, t)\right\|$ for all $E \in \mathcal{B}_{\tilde{R}}\left(E_{*}(t)\right), t \in \mathbb{R}$,
3. $\left\|\frac{\partial}{\partial y} H_{\Phi \circ \hat{\gamma}_{E}}(y, t)\right\|,\left\|\frac{\partial^{2}}{\partial t^{2}} \nabla\left(\Phi \circ \hat{\gamma}_{E}\right)(y, t)\right\|,\left\|\frac{\partial}{\partial t} H_{\Phi \circ \hat{\gamma}_{E}}(0, t)\right\|$ for all $E \in \mathcal{B}_{\tilde{R}}\left(E_{*}(t)\right)$ and $y \in B_{\hat{R}}(0), t \in \mathbb{R}$.

These statements can be easily seen by considering (5.40) and computing the derivatives of (5.39) and (5.40).

Remark 5.1. Note that the update scheme (5.43) can be efficiently implemented by using additional sequences $\left(U_{k}\right),\left(V_{k}\right) \in \mathrm{SO}(3)$ as described in the sequel.

1. For $E_{k}=U_{k} \Sigma V_{k}^{\top}$, compute $\nabla\left(\Phi \circ \hat{\gamma}_{E_{k}}\right)(0, t), G_{E_{k}}^{h}\left(\Phi \circ \hat{\gamma}_{E_{k}}\right)(0, t)$ and $H_{\Phi \circ \hat{\gamma}_{E_{k}}}(0, t)$ by using equations (5.41) and (5.42).
2. Solve

$$
H_{\Phi \circ \hat{\gamma}_{E_{k}}}\left(0, t_{k}\right) \cdot y=-\nabla\left(\Phi \circ \hat{\gamma}_{E_{k}}\right)\left(0, t_{k}\right)-h G_{E_{k}}^{h}\left(0, t_{k}\right)
$$

for $y \in \mathbb{R}^{5}$.
3. Determine

$$
U_{k+1}:=U_{k} e^{R_{1}(y)},
$$

and

$$
V_{k+1}:=V_{k} e^{R_{2}(y)},
$$

where the occurring matrix exponentials $e^{\psi}, \psi \in \mathfrak{s o}(3)$ can be computed by using the Rodrigues formula $e^{\psi}=I+\frac{\sin \vartheta}{\vartheta} \psi+\frac{1-\cos \vartheta}{\vartheta^{2}} \psi^{2}$, for $\vartheta=\sqrt{\psi_{12}^{2}+\psi_{13}^{2}+\psi_{23}^{2}}$. Then the new point is given by

$$
E_{k+1}=U_{k+1} \Sigma V_{k+1}^{\top}
$$

### 5.4 Numerical results

We choose random values $\left(x_{i}, y_{i}, z_{i}\right)^{\top} \in[-1,1] \times[-1,1] \times[2,4]$ for $i=1, \ldots, N$ and $t \in \mathbb{R}$ and set $u_{i}^{\prime}=\left(x_{i}, y_{i}, z_{i}\right)^{\top}$. In order to compute $v_{i}^{\prime}(t)=\Theta(t) u_{i}^{\prime}+\tau(t)$, we moreover used

$$
\Theta(t)=R\left[\begin{array}{ccc}
\cos t & -\sin t & 0 \\
\sin t & \cos t & 0 \\
0 & 0 & 1
\end{array}\right] \text { and } \tau(t)=\left[\begin{array}{c}
5-0.1 \cdot t \\
1+t \\
5+\sin t
\end{array}\right]
$$

for a fixed random orthogonal matrix $R \in \mathrm{SO}(3)$. Then the camera image points are given by $u_{i}=u_{i}^{\prime} /\left(u_{i}^{\prime}\right)_{3}$ and $v_{i}(t)=v_{i}^{\prime}(t) /\left(v_{i}^{\prime}(t)\right)_{3}$, where $\left(u_{i}^{\prime}\right)_{3}$ and $\left(v_{i}^{\prime}(t)\right)_{3}$ denote the 3rd entry of $u_{i}^{\prime}$ and $v_{i}^{\prime}(t)$, respectively.
The task was to reconstruct the rotation $\Theta(t)$ and the translation $\tau(t)$ by employing the different algorithms which evaluate $A_{i}(t):=u_{i} v_{i}(t)^{\top}$.
At first, we checked the tracking ability of the intrinsic algorithm as defined in Theorem 5.3. We used step size $h=1 / 100, n=200$ steps and perfect initial conditions to evaluate $N=20$ image points at discrete times $t=t_{k}:=k h$ for $k=1, \ldots, n$.
Figure 5.2 depicts the error plot, i.e. the norm of the differences of the exact values of $E_{*}\left(t_{k}\right)=\Omega_{*}\left(t_{k}\right) \Theta_{*}\left(t_{k}\right)$ and the computed value $E_{k}=\Omega_{k} \Theta_{k}$. This shows that the computed values stay close to the exact values $E_{*}\left(t_{k}\right)$, up to a small error $<8 \cdot 10^{-5}$. The next graph (Figure 5.3) shows the same simulation for about $10 \%$ perturbed initial conditions. Then one observes a fast convergence of the error $\left\|E_{k}-E_{*}\left(t_{k}\right)\right\|$ to zero where it remains for the rest of the simulation.
At next we wanted to compare the different algorithms with each other, i.e. we used the extrinsic (Theorem 5.2), intrinsic (Theorem 5.3), partially intrinsic (Theorem 5.4) and parameterization method (Theorem 5.5) and computed the accuracy of each algorithm, where the same values for $A_{i}\left(t_{k}\right)$ and exact initial values were used for each method. The results are shown in Table 5.1, Table 5.2 and Table 5.3, where we used different numbers of points $N$ or different step sizes $h$ in each table. In the tables, the mean error is defined as

$$
\frac{1}{n} \sum_{k=1}^{n}\left\|E_{k}-E_{*}\left(t_{k}\right)\right\|
$$

where $n$ denotes the number of steps. It turns out, that all presented methods are able to track the desired transformation. The parameterization method however, has significant computationally advantages regarding computing time, while the intrinsic algorithms work at a higher accuracy.
These simulations also confirm the expectation, that increasing the number of evaluated points $N$ or decreasing the step size $h$ improves the accuracy of each algorithm.


Figure 5.2: The error $\left\|E_{k}-E_{*}\left(t_{k}\right)\right\|$ during the algorithm, where perfect initial conditions were used.

| Method | Computing time | Mean error |
| :---: | :---: | :---: |
| Extrinsic | 1.0 | $1.8 \cdot 10^{-2}$ |
| Intrinsic | 6.3 | $4.3 \cdot 10^{-4}$ |
| Partially intrinsic | 1.7 | $4.1 \cdot 10^{-4}$ |
| Parameterization | 0.9 | $5.5 \cdot 10^{-4}$ |

Table 5.1: The computing time and mean error of different pose estimation methods. We used $N=10, n=100$ and $h=0.01$.

| Method | Computing time | Mean error |
| :---: | :---: | :---: |
| Extrinsic | 1.9 | $7.4 \cdot 10^{-3}$ |
| Intrinsic | 12.8 | $6.7 \cdot 10^{-5}$ |
| Partially intrinsic | 3.4 | $5.5 \cdot 10^{-5}$ |
| Parameterization | 1.7 | $1.2 \cdot 10^{-4}$ |

Table 5.2: The computing time and mean error of different pose estimation methods. We used $N=20, n=100$ and $h=0.01$.


Figure 5.3: The error $\left\|E_{k}-E_{*}\left(t_{k}\right)\right\|$ during the algorithm. Here, perturbed initial values were used.

| Method | Computing time | Mean error |
| :---: | :---: | :---: |
| Extrinsic | 1.9 | $7.6 \cdot 10^{-4}$ |
| Intrinsic | 12.6 | $1.5 \cdot 10^{-5}$ |
| Partially intrinsic | 3.3 | $1.5 \cdot 10^{-5}$ |
| Parameterization | 1.7 | $1.8 \cdot 10^{-5}$ |

Table 5.3: The computing time and mean error of different pose estimation methods. We used $N=20, n=100$ and $h=0.005$.

## Chapter 6

## Appendix

Here we give some tools which are necessary to work with vectorized matrices.
At first we introduce the VEC-Operation in $\mathbb{R}^{m \times n}$ which transforms matrices into vectors by stacking the columns of the matrix under each other, cf. Horn and Johnson [36]. Thus for $X=\left[X^{1} \ldots X^{n}\right] \in \mathbb{R}^{m \times n}$,

$$
\operatorname{VEC}(X):=\left[\begin{array}{c}
X^{1} \\
\vdots \\
X^{n}
\end{array}\right] \in \mathbb{R}^{m n}
$$

To deal with skew symmetric matrices $X \in \mathfrak{s o}(\mathrm{n}) \subset \mathbb{R}^{\mathrm{n} \times \mathrm{n}}$, we define a modified operation vec : $\mathfrak{s o}(\mathrm{n}) \rightarrow \mathbb{R}^{\mathrm{n} \times \mathrm{n}}$, which maps skew-symmetric matrices bijectively onto $\mathbb{R}^{\frac{n(n-1)}{2}}$ by

$$
\operatorname{vec}(X):=\sqrt{2}\left[\begin{array}{c}
\tilde{X}^{1} \\
\vdots \\
\tilde{X}^{n-1}
\end{array}\right] \in \mathbb{R}^{\frac{n(n-1)}{2}}
$$

Here, $\tilde{X}^{i}$ denotes the upper diagonal part of the $(i+1)$ th column of $X$, i.e. $\tilde{X}^{1}=$ $X_{1,2}, \tilde{X}^{2}=\left(X_{1,3}, X_{2,3}\right)^{\top}, \ldots, X^{n-1}=\left(X_{1, n}, \ldots, X_{n-1, n}\right)^{\top}$. Note that we used the $\sqrt{2}-$ factor to ensure

$$
\|\operatorname{VEC}(X)\|=\|\operatorname{vec}(X)\|
$$

where $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{R}^{n}$.
For the particular case $n=3$, we need the inverse of the vec operation, denoted by mat $: \mathbb{R}^{3} \rightarrow \mathfrak{s o}(3)$. Thus for matrices

$$
\Omega=\left[\begin{array}{ccc}
0 & \Omega_{1} & \Omega_{2} \\
-\Omega_{1} & 0 & \Omega_{3} \\
-\Omega_{2} & -\Omega_{3} & 0
\end{array}\right] \in \mathfrak{s o}(3)
$$

we have

$$
\Omega=\sqrt{2} \operatorname{mat}\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)^{\top}
$$

In the area of computer vision, we further need to vectorize tuples of matrices $(S, A) \in$ $\mathfrak{s o}(3) \times \mathbb{R}^{3 \times 3}$, which we define as follows

$$
\widetilde{\operatorname{VEC}}\left(\left[\begin{array}{l}
S \\
A
\end{array}\right]\right):=\left[\begin{array}{c}
\operatorname{vec}(S) \\
\operatorname{VEC}(A)
\end{array}\right] \in \mathbb{R}^{12}
$$

To vectorize matrix-valued functions, we moreover use the following known formulas for matrices $X \in \mathbb{R}^{m \times n}, Y \in \mathbb{R}^{n \times r}, Z \in \mathbb{R}^{r \times s}$

$$
\begin{gather*}
\operatorname{VEC}(X Y)=(I \otimes X) \operatorname{VEC}(Y)=\left(Y^{\top} \otimes I\right) \operatorname{VEC}(X)  \tag{6.1}\\
\operatorname{VEC}(X Y Z)=\left(Z^{\top} \otimes X\right) \operatorname{VEC}(Y) \tag{6.2}
\end{gather*}
$$

where $\otimes$ denotes the Kronecker product. We further need an operation $L$ such that for any skew symmetric matrix $S \in \mathfrak{s o}(\mathrm{n})$ holds

$$
\begin{equation*}
\operatorname{vec}(S)=L \operatorname{VEC}(S) \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{VEC}(S)=L^{\top} \operatorname{vec}(S) \tag{6.4}
\end{equation*}
$$

Note, that $L L^{\top}=I$ and for $n=3$,

$$
L=\frac{1}{\sqrt{2}}\left[\begin{array}{ccccccccc}
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 1 & 0
\end{array}\right]
$$

Note further, that for $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times p}$ holds

$$
\begin{equation*}
\operatorname{tr}(A B)=\operatorname{VEC}^{\top}\left(A^{\top}\right) \operatorname{VEC}(B) \tag{6.5}
\end{equation*}
$$

and for $A \in \mathbb{R}^{n \times n}, S \in \mathfrak{s o}(\mathrm{n})$

$$
\begin{equation*}
\operatorname{tr}(A S)=\operatorname{tr}\left(A_{s k} S\right)=\operatorname{vec}^{\top}\left(A_{s k}^{\top}\right) \operatorname{vec}(S)=-\operatorname{vec}^{\top}\left(A_{s k}\right) \operatorname{vec}(S) \tag{6.6}
\end{equation*}
$$

Here, $A_{s k}=\frac{1}{2}\left(A-A^{\top}\right)$ denotes the skew symmetric part of $A$.
Finally, we need a matrix $\pi \in \mathbb{R}^{m n \times m n}$ such that

$$
\pi \operatorname{VEC}(Z)=\operatorname{VEC}\left(Z^{\top}\right)
$$

for all $Z \in \mathbb{R}^{m \times n}$. Hence, $\pi$ is a permutation matrix with 1's at positions

$$
((i-1) n+j,(j-1) m+i), \quad \text { for } 1 \leq i \leq m, 1 \leq j \leq n
$$

In the case $n=m=3, \pi$ is given by

$$
\pi=\left[\begin{array}{lllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$
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