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JULIUS-MAXIMILLIANS UNIVERSITÄT WÜRZBURG

Abstract
Graduate School of Science and Technology

Department of Remote Sensing

Doctor of Philosophy

Efficient Data Fusion Approaches for Remote Sensing Time Series Generation

by Dinesh Kumar BABU

Remote sensing time series is the collection or acquisition of remote sensing data in a
fixed equally spaced time period over a particular area or for the whole world. Near
daily high spatial resolution data is very much needed for remote sensing applica-
tions such as agriculture monitoring, phenology change detection, environmental
monitoring and so on. Remote sensing applications can produce better and accurate
results if they are provided with dense and accurate time series of data. The cur-
rent remote sensing satellite architecture is still not capable of providing near daily
or daily high spatial resolution images to fulfill the needs of the above mentioned
remote sensing applications. Limitations in sensors, high development, operational
costs of satellites and presence of clouds blocking the area of observation are some
of the reasons that makes near daily or daily high spatial resolution optical remote
sensing data highly challenging to achieve. With developments in the optical sen-
sor systems and well planned remote sensing satellite constellations, this condition
can be improved but it comes at a cost. Even then the issue will not be completely
resolved and thus the growing need for high temporal and high spatial resolution
data cannot be fulfilled entirely. Because the data collection process relies on satel-
lites which are physical system, these can fail unpredictably due to various reasons
and cause a complete loss of observation for a given period of time making a gap
in the time series. Moreover, to observe the long term trend in phenology change
due to rapidly changing environmental conditions, the remote sensing data from
the present is not just sufficient, the data from the past is also important. A better
alternative solution for this issue can be the generation of remote sensing time series
by fusing data from multiple remote sensing satellite which has different spatial and
temporal resolutions. This approach will be effective and efficient. In this method
a high temporal low spatial resolution image from a satellite such as Sentinel-2 can
be fused with a low temporal and high spatial resolution image from a satellite such
as the Sentinel-3 to generate a synthetic high temporal high spatial resolution data.
Remote sensing time series generation by data fusion methods can be applied to
the satellite images captured currently as well as the images captured by the satel-
lites in the past. This will provide the much needed high temporal and high spatial
resolution images for remote sensing applications. This approach with its simplis-
tic nature is cost effective and provides the researchers the means to generate the
data needed for their application on their own from the limited source of data avail-
able to them. An efficient data fusion approach in combination with a well planned
satellite constellation can offer a solution which will ensure near daily time series of
remote sensing data with out any gap. The aim of this research work is to develop
an efficient data fusion approaches to achieve dense remote sensing time series.
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Chapter 1

Introduction

Remote sensing is a technique of observing any object from a distance without mak-
ing direct contact with the object. Earth observation in remote sensing is the process
of collecting information about Earth’s topography from in-situ sensors, aerial sen-
sors and space based sensors [53]. This research work mainly focuses on the space
based sensors (remote sensing satellites) more particularly the ones with optical sen-
sors and how to improve their current capabilities to suit the consistently growing
need for remote sensing data. Currently there are many earth orbiting optical re-
mote sensing satellites making images of the Earth’s surface every day. Collectively
these satellites make images of the whole world every day in varying temporal and
spatial resolutions. These images are being used in various applications. Some of the
major applications, where the remote sensing data acquired by the space based sen-
sors being used are Agriculture, Environmental monitoring, Surveying and urban
planning, Water resource management, Infrastructure development planning and
monitoring, Mineral exploration, Disaster monitoring and mitigation, and Coastal
eco-system monitoring [77]. Earth observation data collection using optical sensors
on board satellites started as early as 1960 [51]. Before that period Earth observation
was done primarily using sensors on board aircraft and in-situ instruments. During
1970’s, NASA [51] along with the United States Department of Agriculture [44] pro-
posed and jointly developed the LANDSAT mission, the first civilian Earth observa-
tion mission. Since then the number of Earth observing remote sensing satellites has
grown considerably. Currently there are many remote sensing satellites, operated
by various government organisations and private companies from different coun-
tries are in orbit observing the Earth surface continuously [60]. Out of which the
most iconic ones are the LANDSAT satellites, Terra and Aqua Satellites with MODIS
instrument, the Sentinel-2 and the Sentinel-3 satellites. These satellites are part of the
open data satellites where the data acquired by these satellites are offered for free to
the public. There are also numerous commercial satellites operated by private com-
panies [60].

Remote sensing time series is the collection or acquisition of remote sensing data
in a fixed equally spaced time period over a particular area or for the whole world.
Near daily high spatial resolution data is very much needed for remote sensing ap-
plications such as agriculture monitoring, phenology change detection, environmen-
tal monitoring and so on [77]. Remote sensing applications can produce better and
accurate results if they are provided with dense and accurate time series of data.
Remote sensing satellites from the past are not capable of providing near daily high
spatial resolution images. Recent developments in the optical sensor systems and
well planned remote sensing satellite constellations improved this condition to a
certain extent [63]. Despite having many Earth orbiting remote sensing satellites,
even with the completion of Sentinel 2 [63] constellation the revisit time of satel-
lites over a particular area will only come down to 5 days from 16 - 26 days revisit
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time of Landsat, SPOT and IRS satellites. A fully established remote sensing satellite
constellation will only provide near daily high spatial resolution images over the
northern and southern hemispheres. Daily observation over the equatorial zone is
still far from achievable due to limitations in optical sensors. Acquiring daily high
spatial resolution images over equatorial zones will require more remote sensing
satellites which makes remote sensing a costly endeavor.

Even with these many Earth observation satellites currently providing remote
sensing data. There will be always gaps in the collected data which disturbs the
time series. The data gap represented here is the gap in temporal frequency. This
is mainly due to the trade-off between the spatial and temporal resolution require-
ments of the satellites. For example, MODIS or Sentinel-3 satellites can provide daily
moderate spatial resolution data whereas the Sentinel 2 satellite can only provide
high spatial resolution data of a particular location once every 5 days. The time
gap (revisit time) can vary for different locations. A fully developed constellation of
satellites can reduce the revisit time, but that is not a cost effective solution. Even
with a fully developed constellation, gaps can occur in optical remote sensing satel-
lite data due to other factor such as cloud cover. Clouds obstruct the optical sensors
from observing the ground surface. There are also other factors which introduces
temporal gaps in the data such as malfunctioning of sensors on board the satellite or
complete failure of the satellite itself. But they are major issues which are often rare
and can in some cases foreseeable. Having a reliable source of data for sustainable
environmental and climate research is an important challenge which has to be dealt
with. Continuous monitoring of vegetation change, global climatic change and other
changes in the Earth’s delicate ecosystem could be difficult without the continuity
of data.

The factors stated above can result in temporal gaps in high spatial resolution
data and these gaps needs to be filled by other means. Because the performance of
remote sensing applications greatly depends on the availability of daily high spatial
resolution data. Time series generation of high spatial resolution data by data fu-
sion algorithms such as STARFM [22], ESTARFM [77] and SPSTFM [31] seems to be
a practical alternative. These data fusion algorithms fuse data from different satel-
lites to predict high spatial resolution images for the missing days. It is done by
observing the temporal changes from low spatial high temporal resolution images
and expressing them in the high spatial resolution scale. Time series generation is
a sophisticated, computationally demanding and time consuming process which re-
quires lot of care and attention. Otherwise the data generated by the data fusion
process will result in incorrect data. This is because, time series generation process
as a whole involves multiple individual processes. The main processes are down-
loading of respective satellite data, pre-processing of the downloaded data, removal
of cloud pixels from the images and filling the cloud pixel locations in the images
with valid pixel values, time series generation by data fusion and finally assessing
the quality of generated data.

Generation of high spatial remote sensing time series can be obtained by fusing
high temporal moderate resolution images from Sentinel-3, MODIS, MERIS, and
SPOTVegetation with low temporal high resolution images obtained from Sentinel-
2, Landsat, SPOT and IRS. This technique can also be applied to any other remote
sensing satellite data provided that the images which are used in the fusion process
are compatible to one another. The compatibility in this case is that the images ob-
served by different satellites are in a comparable wavelength region, captured on a
same day with little time difference and captured over the same location. But the
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images can be in different resolution, size and projection system. The images ob-
tained from different sensors cannot be used in the image fusion process directly.
The images should be first pre-processed to make it consistent with each other in
terms of projection system, pixel size, etc [22]. Usually the high temporal moderate
resolution images will be reprojected and up scaled (resampled) to match the low
temporal high resolution images. Only after performing the pre-processing steps,
the data can be used in data fusion process. The above mentioned pre-processing
steps are mainly for image registration [12] of the high and moderate resolution
images. The images after the image registration pre-processing steps can be used
in data fusion process, but these images also contain clouds. Using an image with
cloud pixel will result in wrong predicted values in the data fusion process so further
processing such as cloud removal and cloud gap filling methods should also be per-
formed to achieve better accuracy. After the generation of remote sensing time series
by data fusion process, the quality of data generated should also be measured. The
quality check on the data is normally performed using statistical analysis.The statis-
tical analysis are done by generating high spatial resolution data for a day where an
actual image is available as reference and both the images are compared to gener-
ate statistical values. This will produce a quality metric which is considered as the
qualitative performance index of the data fusion algorithm used in the process.

While performing the above stated process, common problems such as the ones
described below are very much possible. Since everyday moderate resolution im-
ages are used for time series generation, this results in handling huge amount of
image data. So it demands huge disk space for data storage and handling and high
computing power for quick processing [46]. Several attempts were made to optimize
the pre-processing run time and effective data handling [46], [38]. All the individual
process requires special tools such as Geospatial Data Abstraction Library (GDAL)
[23]. An efficient approach is needed to perform such as complicated task. One
way could be having a single tool which can perform the time series generation au-
tonomously and efficiently will greatly benefit the remote sensing community. So
far there are no efficient approach or tool available as it is quite complicated to per-
form all the processes autonomously on the images from different sources used for
the time series generation. For example the data fusion algorithms are developed
by different authors and the implementations are done on different programming
languages as per the convenience of the authors [22], [77] and [31]. These imple-
mentations emphasis more on proving the functionality of the developed algorithm
rather than on the performance and efficiency. There is a need for a through investi-
gation on the remote sensing time series generation process as a whole and need for
the development of efficient data fusion approaches.

Each and every step in the remote sensing time series generation by data fusion
process is sophisticated. Though the process of remote sensing time series genera-
tion by data fusion algorithm is a defined process, but it is not well defined and does
not follow a single workflow. Each and every step of the processes is done individ-
ually. There are many steps which lacks details which needs to be considered. There
are many improvement and research is needed in each and every individual step of
the process. In this research work we addressed the improvements needed in each
and every step and how they can be performed and improved from the current state
to achieve remote sensing time series with ease. In order to do that we first needs
to address the current state of the art of the method under discussion here which is
the remote sensing time series generation by data fusion of multiple remote sensing
satellites, the various application areas this method is currently used and other po-
tential application areas where this method can be suitable and be used in the future
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after the improvements are made. The amount of effort needed by the researchers to
incorporate such methods in their area of work at the present state. At the moment
the time series generation by data fusion is not used extensively to generate data for
the remote sensing applications by researchers. The main reasons being, the process
itself is not well defined, lack of a work flow and the data generated by the data
fusion process are prone to errors. At the present state the whole process has to be
done by performing processes which are available as bits and pieces in a less effi-
cient manner which costs lot of time and produces bad results. The novelty of this
research work is to well define the remote sensing time series generation by data
fusion process. Investigate each and every individual step of the process to improve
their current efficiency in terms of performance, ease of usability and generic. Inte-
grate all the individual steps into a single work flow which can function seamlessly,
semi-autonomously or autonomously. Develop methods which can be easily inte-
grated into an existing framework of the remote sensing researchers who can then
generate data for their applications. Improving the methods to be more generic in
nature so that the developed method not just works for a particular satellite combi-
nation, instead it works for all of the optical remote sensing satellites data. The main
objective of this research work is to investigate such approaches and develop a data
fusion library. The developed approaches will be generic in nature and focuses on
performance improvements in terms of reduced processing time, improved accuracy
and most importantly easy to use and perform most of the functions autonomously.

The novelty of this research work is pointed out to the following two main re-
search points. During the scope of this research work, an investigation was made
on the impact of change in pre-processing sequence in quality, run time and data
handling during the pre-processing process. The observations are changing the pre-
processing sequence has a high impact in quality, run time and data handling. By
changing the pre-processing sequence the whole pre-processing process can be con-
trolled effectively. This research work is developed and implemented into the pre-
processing framework to perform the pre-processing steps efficiently. This helps
solve first half of the issue. The results are published in a conference proceeding
[15] and the results are also described in detail in this thesis report. The next is the
development of parallel computing technique in data fusion algorithms to speed up
the data fusion process. During this research work considerations are also made
to generate images with more accurate results whilst keeping low run time. The
development of parallel computing technique for data fusion process is described
in detail in the chapter 5 "Software Design". The parallelisation of the data fusion
process improves the performance of the data fusion process in terms of run time
and computational requirements. This concept is implemented in the imagefusion
framework and the data fusion algorithms are tested for efficiency. The results are
published in proceedings and are also provided in the chapter 7 "Experimentation
and Results".

Finally the objective of an efficient data fusion process is achieved methodolog-
ically during the scope of the research work. The works performed are described
in detail in the following chapters. The upcoming chapter 2 "Background Knowl-
edge" provides detailed information about some of the well know open data remote
sensing satellite, data sources from where these data can be downloaded, different
properties such as spectral, spatial and temporal resolutions, projection system and
the data formats in which the data are being distributed. This chapter is followed by
chapter 3 "Problem Description" which emphasises on all the issues which needs to
be addressed and overcome to achieve the main objective. In this chapter the issues
are separated and categorized based on the individual steps of the remote sensing
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time series generation process. The current state of the art of the remote sensing time
series generation process as whole and the state of the art of the individual steps of
the process are described in the chapter 4 "State of the Art". The chapter 5 "Soft-
ware Design" describes the research work done on the individual steps of remote
sensing time series generation process by data fusion to make them more efficient,
streamlined and autonomous. It also address the additional functionality added to
make the process generic and suitable for seamless integration in numerous remote
sensing application. The chapter 6 "Detailed Design and Implementation" describes
the procedures followed in the development of the data fusion library, the impor-
tant decision made in-terms of the programming language, platform dependence
and computing requirements. This chapter also describes the research efforts made
to integrate all the individual steps into a single workflow and perform the remote
sensing time series autonomously. During the course of this research work several
experiments where done to understand the pros and cons in the current state of the
art of the pre-processing, data fusion and cloud identification and removal process.
The results are measured and are presented in several international conference is
presented in the chapter 7 "Experimentation and Results". Finally the conclusion of
this thesis work is summarized in the chapter 8. Additional non-trivial information
is provided in the "Appendix".
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Chapter 2

Background knowledge

Remote sensing time series is very important for remote sensing applications such
as agriculture and environmental monitoring [27]. Remote sensing time series is
the process of collection of a particular type of homogeneous remote sensing data
in a fixed equally spaced regular time interval. The time interval determines how
dense the time series will be. The denser the time series the smaller is the time gap
between two consecutively collected data points, which means collection of huge
amount of data. It is not an easy feat to achieve a dense time series of remote sens-
ing data. In the scope of this work, the time series aimed for is daily or near daily
high spatial resolution optical remote sensing data. The main focus of this work is to
find efficient data fusion approaches to achieve high density observed and synthetic
remote sensing time series. In order to achieve that it is very important to have a
clear understanding on several major factors. Because the key elements or the major
factors of the remote sensing time series generation processes are the different types
of data, tools and methods used. Moreover the process of efficient data fusion ap-
proaches can not be clearly explained without explaining about the satellites which
is the primary source of data, the data it produces, the format in which the data is
distributed, the basics on how to get access to the data, how to process and how to
use them effectively in the process. This work stress on the importance and need
for the generation of high spatial resolution optical remote sensing data. This chap-
ter provides some of the important information such as the current open sources
of optical remote sensing data and its properties like temporal, spatial and spectral
resolution, the format in which the data from the sources are distributed and finally
some basic tools used to read and interpret the data to achieve remote sensing time
series. The content of this chapter is divided and explained in four main sections
which are given below:

• Satellites

• Data Sources

• Data Formats

• Tools available in Appendix A
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2.1 Satellites

Satellites are one of the primary sources of remote sensing data, in-fact they are
the most important, continuous and quite reliable source too. This section provides
information on four main optical remote sensing satellites. It also provides informa-
tion on the sensors it uses to capture the data, the spatial, spectral and temporal res-
olution of the satellites, the different processed data products derived from the data
captured by the satellites and finally the format in which the data are distributed.
The four main satellites described here are chosen primarily due to the easy access
of data. These satellites data are easily available to the researchers and the general
public because they are part of the open source remote sensing Earth observation
data. Out of the four main satellites discussed below two of them Sentinel-2 and
Sentinel-3 are developed, launched and operated by the ESA. This research work is
done as a collaborative research work under the "Techs4TimeS" project. This project
is funded by the federal ministry of economic affairs [7] and DLR [24], Germany. The
aim of the Techs4TimeS project is to develop a time series generation framework us-
ing efficient data fusion approaches suitable for the Sentinel satellites, launched as
a part of the Copernicus program. Even though prime importance is given in de-
veloping a framework suitable for the Sentinel satellites. Additional research efforts
were made to create the framework as generic as possible to make it suitable for the
generation of remote sensing times series for other optical remote sensing satellites.

The satellites mentioned in this section are part of the open source remote sensing
Earth observation data. They are developed, launched and operated primarily by
NASA [51] and ESA [18]. The generation of dense remote sensing time series of high
spatial resolution images can be demonstrated well with these satellites and the data
from these satellites are primary source for many remote sensing research work and
are widely used in the remote sensing 8community.LANDSAT and Sentinel-2 falls
under the high spatial and low temporal resolution category whereas MODIS and
Sentinel-3 falls under the moderate spatial and high temporal resolution category.

2.1.1 LANDSAT

Landsat is one of oldest Earth observation program. A series of 8 Earth observation
satellites were developed and launched. This program started in 1972, NASA and
U.S. Geological Survey (USGS) jointly developed the Landsat series of Earth Obser-
vation satellites. With the series of 8 Earth observation satellites, Landsat program
continuously captured images of the Earth’s surface and provided uninterrupted
data about the Earth’s surface, its natural resources and environment [44]. The time-
line figure 2.1 of the Landsat program taken from NASA [51] clearly shows, how
the missions were planned to provide continuous uninterrupted data. It also shows
how some satellites worked way out of their mission life time as well as some failed
even before the start of the mission. This uncertainty is an important factor which
supports the need for time series generation using data fusion algorithms. Currently
Landsat satellites 7 and 8 are in orbit and collecting data. The spectral and spatial
properties of the optical instruments on-board both the satellites are provided in the
tables below. Landsat 7 and 8 are perfect candidates to demonstrate the remote sens-
ing time series generation process because of it has a high spatial resolution of 30m
and a poor temporal resolution of 12 to 16 days.
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FIGURE 2.1: Landsat Mission Time Line; credit NASA [44]

Landsat is an optical remote sensing satellite which observes the Earth surface in
multiple spectral bands. As part of the Landsat mission, so far 8 satellites has been
launched. Landsat 9 will be launched in 2020 which makes it one of the longest oper-
ating Earth observation missions to-date. All the satellites are equipped with state of
the art optical remote sensing sensors. These sensors are passive sensors, meaning
the sensors captures the Sun’s light reflected back to the space by the Earth’s Sur-
face. These sensors also captures the reflected radiation in a multiple wavelengths
and covers a spectral range from visible radiation to infrared radiation. Landsat is a
historic mission continuously operating for more than 30 years and collecting data.
The different spectral and spatial properties of the Landsat satellites 7 and 8 are pro-
vided below.

Landsat 7
Landsat 7 was launched on 1999 [44]. It orbits the Earth in sun-synchronous orbit
with the Enhanced Thematic Mapper Plus sensor, an improved version of the The-
matic Mapper sensor used on the Landsat 4 and 5 satellites. It acquires the data on
the Worldwide Reference System 2 [71] path/row system. Landsat 7 products are
delivered as 8-bit images. Landsat 7 has a revisit time of 16 days at the equator. The
different spectral bands of the ETM+ sensors with the respective spatial and spectral
resolution is provided in the table below.
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Landsat 7 Enhanced Thematic Mapper Plus (ETM+)
Band No. Wavelength in micro meter Resolution in m
Band 1 Visible (0.45 - 0.52) 30
Band 2 Visible (0.52 - 0.60) 30
Band 3 Visible (0.63 - 0.69) 30
Band 4 Near-Infrared (0.77 - 0.90) 30
Band 5 Near-Infrared (1.55 - 1.75) 30
Band 6 Thermal (10.40 - 12.50) 60
Band 7 Mid-Infrared (2.08 - 2.35) 30
Band 8 Panchromatic (PAN) (0.52 - 0.90) 15

TABLE 2.1: Landsat 7 bands Spectral and Spatial resolutions

Landsat 7 Temporal resolution 12 - 16 days.

The data from the Landsat 7 satellites are processed and distributed to the users as
level-1 and level-2 data products. The level-1 data is generated after performing ge-
ometric and radiometric correction on the RAW data captured by the satellite. The
level-2 data is provided to the users on demand as ground level surface reflectance
products after performing an additional atmospheric correction [43]. These images
are distributed as tiles and it follows the Universal Transverse Mercator (UTM) co-
ordinate projection system. The size of single tile covers an area of 100km x 100km.
The data is provided in a zip container with all the individual spectral band images
as GeoTiff file; refer Data Formats section below.

Landsat 8
Landsat 8 was launched on 2013 with Operational Land Imager (OLI) and Ther-
mal Infrared Sensor (TIRS) instruments on-board. It too orbits the Earth in sun-
synchronous orbit. Like the Landsat 7, Landsat 8 also acquires the images in World-
wide Reference System-2 [71] path/row system. The Landsat 8 has a 16 day revisit
time at the equator which is the temporal resolution of the satellite. The spectral and
spatial resolution of the two instruments on-board the Landsat 8 is provided in the
table below.

The data from the Landsat 8 is also distributed as data products with different lev-
els of processing. The level-1 data being the Top of the Atmosphere (TOA) product
where as the higher level products such as level-2 and 3 are distributed as Bottom
of the Atmosphere (BOA) surface reflectance products after performing atmospheric
correction. The data is distributed as tiles following the UTM projection system with
a tile size of 185km x 180km. The data is distributed in a zip container with the indi-
vidual bands in GeoTiff file format.

Landsat 8 Temporal resolution 12 - 16 days.
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Landsat 8 Operational Land Imager (OLI)
Band No. Wavelength in micro meter Resolution in m
Band 1 Visible (0.43 - 0.45) 30
Band 2 Visible (0.450 - 0.51) 30
Band 3 Visible (0.53 - 0.59) 30
Band 4 Red (0.64 - 0.67) 30
Band 5 Near-Infrared (0.85 - 0.88) 30
Band 6 SWIR 1(1.57 - 1.65) 30
Band 7 SWIR 2 (2.11 - 2.29) 30
Band 8 Panchromatic (PAN) (0.50 - 0.68) 15
Band 9 Cirrus (1.36 - 1.38) 30

Landsat 8 Thermal Infrared Sensor (TIRS))
Band 10 TIRS 1 (10.6 - 11.19) 100
Band 11 TIRS 2 (11.5 - 12.51) 100

TABLE 2.2: Landsat 8 bands Spectral and Spatial resolutions

2.1.2 TERRA and AQUA

Terra and Aqua satellites were launched on 1999 and 2002 respectively [49]. The
two satellites orbits the Earth in sun-synchronous orbit. Both the satellites carries
Moderate Resolution Imaging Spectroradiometer (MODIS) on-board. They are still
operation and continuously provide moderate resolution data to the research com-
munity. Terra [70] and Aqua [3] are observing the Earth surface every 1 to 2 days in
36 spectral bands. It acquires the data in 3 spatial resolutions 250m, 500m and 1000m.
It has a swath width of 2330Km. The main objective of the MODIS instrument is to
observe the Earth in visible and infrared radiation to derive products such as vege-
tation, land surface cover, ocean chlorophyll fluorescence, cloud, aerosol properties,
fire occurrence, snow cover and ice cover.

TERRA

Terra [70] satellite is formerly known as EOS/AM-1 to signify its morning equato-
rial crossing time. It was developed as a joint Earth observing mission from United
States, Japan, and Canada. The spacecraft and three instruments CERES, MISR and
MODIS were developed by NASA. Other instruments on-board the Terra satellite
such as ASTER was developed by Japan and MOPITT by Canada. The satellite was
launched and operated by NASA. The Terra spacecraft is flagship of NASA’s Earth
Observing Satellite program. The EOS/AM-1 satellite was later renamed to Terra
satellite by NASA.

AQUA
Aqua [3] satellite mission is a part of NASA’s international Earth observing mission.
Aqua was launched on 2002 and with a mission life of six years, like most other
Earth observation satellites, Aqua has far exceeded that original design life and is
still operating. Aqua was named EOS PM to signify its afternoon equatorial cross-
ing time. Later NASA renamed the EOS PM satellite to Aqua.
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MODIS instrument measures data in 36 spectral bands. The spectral and spatial
resolution of all the bands are shown in the table below.

MODIS in Terra and Aqua
Band No. Wavelength in

nm
Resolution in
m

Primary Use

Band 1 620–670 250 Land Cloud Aerosols Boundaries
Band 2 841–876 250
Band 3 459–479 500 Land Cloud Aerosols Properties
Band 4 545–565 500
Band 5 1230–1250 500
Band 6 1628–1652 500
Band 7 2105–2155 500
Band 8 405–420 1000 Ocean Color Phytoplankton
Band 9 438–448 500 Biogeochemistry
Band 10 483–493 1000
Band 11 526–536 1000
Band 12 546–556 1000
Band 13 662–672 1000
Band 14 673–683 1000
Band 15 743–753 1000
Band 16 862–877 1000
Band 17 890–920 1000 Atmospheric Water Vapor
Band 18 931–941 1000
Band 19 915–965 1000
Band 20 3.660–3.840 1000 Surface Cloud Temperature
Band 21 3.929–3.989 1000
Band 22 3.929–3.989 1000
Band 23 4.020–4.080 1000
Band 24 4.433–4.498 1000 Atmospheric Temperature
Band 25 4.482–4.549 1000
Band 26 1.360–1.390 1000 Cirrus Clouds Water Vapor
Band 27 6.535–6.895 1000
Band 28 7.175–7.475 1000
Band 29 8.400–8.700 1000 Cloud Properties
Band 30 9.580–9.880 1000 Ozone
Band 31 10.780–11.280 1000 Surface Cloud Temperature
Band 32 11.770–12.270 1000
Band 33 13.185–13.485 1000 Cloud Top Altitude
Band 34 13.485–13.785 1000
Band 35 13.785-14.085 1000
Band 36 14.085-14.385 1000

TABLE 2.3: MODIS bands Spectral and Spatial resolutions

MODIS: Temporal resolution 1 day.

The MODIS data is distributed as different data products. The data products are
distributed in HDF file format which contains multiple layers of sub datasets with
varying dimensions. These datasets provides the surface reflectance values observed
in different wavelengths, quality indicators and cloud coverage information. The
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data is projected in sinusoidal projection system. A single MODIS tile covers a huge
area. The coverage is in the range of 2300Km x 2300km.

2.1.3 Sentinel-2

Sentinel-2 is a multi-spectral operational imaging mission within the GMES (Global
Monitoring for Environment and Security) program, jointly implemented by the EC
(European Commission) and ESA (European Space Agency) for global land observa-
tion (data on vegetation, soil and water cover for land, inland waterways and coastal
areas, and also provide atmospheric absorption and distortion data corrections) at
high resolution with high revisit capability to provide enhanced continuity of data so
far provided by SPOT-5 and Landsat-7. Unlike the Landsat satellite mission, early on
the Sentinel-2 satellite mission is designed as a constellation of satellites. Currently
there are 2 Sentinel-2 satellites Sentinel-2A and Sentinel-2B in orbit and capturing
data. Both identical satellites are in sun-synchronous orbit but 180 degree apart.
This is the primary reason for the Sentinel-2 mission high temporal resolution. The
various spectral and spatial resolution of the Sentinel-2 satellite is provided in the
table below. The properties are identical for both Sentinel-2A and Sentinel-2B.

Sentinel-2 Multispectral Imager (MSI)
Band No. Central Wavelength in micro meter Resolution in m
Band 1 Coastal aerosol - 0.443 60
Band 2 Blue - 0.490 10
Band 3 Green - 0.560 10
Band 4 Red - 0.665 10
Band 5 Vegetation Red Edge - 0.705 20
Band 6 Vegetation Red Edge - 0.740 20
Band 7 Vegetation Red Edge - 0.783 20
Band 8 NIR - 0.842 10
Band 8A Vegetation Red Edge - 0.865 20
Band 9 Water Vapour - 0.945 60
Band 10 SWIR Cirrus - 1.375 60
Band 11 SWIR - 1.610 20
Band 12 SWIR - 2.190 20

TABLE 2.4: Sentinel-2 bands Spectral and Spatial resolutions

Sentinel-2: Temporal resolution 2 - 5 days.

Sentinel-2 has a revisit time of 2 days at the northern hemisphere and 5 days at the
equator, which is the temporal resolution. Sentinel-2 data products are distributed
as level-1C and level-2A products. Level-1C is the TOA product where as the level-
2A is the BOA product which is atmospherically corrected. Both the data products
are provided as zip container with .SAFE format. The individual spectral bands are
provided in 10m, 20m and 60m spatial resolutions in JPEG2000 file format. The data
is distributed as tiles following the UTM projection system.

2.1.4 Sentinel-3

The Sentinel-3 (S3) mission of ESA and the EC is part of the GMES (Global Mon-
itoring for Environment and Security) program, which provides operational and
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Sentinel-3 Ocean and Land Colour Instrument (OLCI)
Band No. Wavelength

in nm
Res in m Primary Use

Oa1 400.00 300 Aerosol correction, improved water con-
stituent retrieval

Oa2 412.50 300 Yellow substance and detrital pigments
(Turbidity).

Oa3 442.50 300 Chl absorption max biogeochemistry, vege-
tation

Oa4 442.00 300 High Chl, other pigments
Oa5 510.00 300 Chl, sediment, turbidity, red tide.
Oa6 560.00 300 Chlorophyll reference (Chl minimum)
Oa7 620.00 300 Sediment loading
Oa8 665.00 300 Chl (2nd Chl abs. max.), sediment, yellow

substance/vegetation
Oa9 673.75 300 For improved fluorescence retrieval and to

better account for smile together with the
bands 665 and 680 nm

Oa10 681.25 300 Chl fluorescence peak, red edge
Oa11 708.75 300 Chl fluorescence baseline, red edge transi-

tion.
Oa12 753.75 300 O2 absorption/clouds vegetation
Oa13 761.25 300 O2 absorption band/aerosol corr.
Oa14 764.38 300 Atmospheric correction
Oa15 767.50 300 O2A used for cloud top pressure, fluores-

cence over land.
Oa16 778.75 300 Atmos. corr./aerosol corr.
Oa17 865.00 300 Atmos. corr./aclean word to html convert-

ererosol corr., clouds, pixel co-registration.
Oa18 885.00 300 Water vapour absorption reference band.

Common reference band with SLST instru-
ment. Vegetation monitoring.

Oa19 900.00 300 Water vapour absorption/vegetation moni-
toring (max. reflectance)

Oa20 940.00 300 Water vapour absorption, atmos./aerosol
corr.

Oa21 1020.00 300 Atmos./aerosol corr.

TABLE 2.5: Sentinel-3 bands Spectral and Spatial resolutions
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near-real-time monitoring of ocean, land and ice surfaces over a period of 20 years.
The topography element of this mission will serve primarily the marine operational
users but will also allow the monitoring of sea ice and land ice, as well as inland
water surfaces. The Sentinel-3 mission is designed as a constellation of two identical
polar orbiting satellites, separated by 180o. The operational character of this mission
implies a high level of availability of the data products and fast delivery time.
The Sentinel-3 program represents a series of operational spacecraft over the envi-
sioned service period to guarantee access to an uninterrupted flow of robust global
data products.

Sentinel-3: Temporal resolution 1 day.

Sentinel-3 has a revisit time of 1 day, which is the temporal resolution. Sentinel-
3 data products are distributed as .NC files. The individual bands are provided
as subsets in the .NC files. The Sentinel-3 data products are supplied in 2 spatial
resolutions, the highest is 300m and the lowest is at 1200m. The spectral resolution
of the Sentinel-3 images are provided in the table 2.5.

2.2 Data Sources

In this section the important data sources from which the open source satellite data
such as the Landsat, MODIS Aqua and Terra, Sentinel-2 and Sentinel-3 data can
be downloaded. These data sources are operated by the respective space agencies
which launched the respective satellites into orbit. In some case the satellite data
are shared among space agencies for data dissemination. By providing satellite data
from multiple satellites these data sources plays a vital role in the scope of this re-
search work. The remote sensing time series generation by data fusion process re-
quires data from multiple satellites (at least 2 satellites) with varying spatial and
spectral properties. Using the data from the different satellites, time series of a de-
sired satellite data is generated. The data dissemination is done through HTTP and
FTP protocols. HTTP is the most commonly used method by the data providers
which enables the users to get access to the data. The two major Open source data
sources/providers are listed below. Since the satellites are developed, launched into
orbit and operated by the respective space agencies. The data from the satellites
are collected by them and are distributed to different organisations and other space
agencies, one for having data in multiple locations to serve the community better,
two for safe keeping and backup in the event of data loss in one source the data can
be recovered from the other sources.

2.2.1 Earth Explorer USGS

Earth Explorer is a graphical user interface of an online search, discovery, and or-
dering tool developed by the United States Geological Survey (USGS) [44]. It pro-
vides functionality to search for satellite, aircraft, and other remote sensing data
through an interactive as well as text based queries. Registered users can have ac-
cess to all the features and data. Anyone can register for free in the Earth Explorer
to download the data. Earth Explorer [17] can be accessed from the following link
https://earthexplorer.usgs.gov/. Earth Explore also offers a huge collection of
other remote sensing data apart from Landsat and MODIS data. The graphical user
interface of Earth Explorer is shown in the figure below.

https://earthexplorer.usgs.gov/
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FIGURE 2.2: Earth Explorer; credit NASA [44]

2.2.2 Scientific hub ESA

Like Earth Explorer, the scientific hub is a graphical user interface of an online
search, discovery and ordering tool developed by ESA [18]. It provides the func-
tionality to search and download all the Sentinel mission satellites data. Sentinel
mission is part of the Copernicus program. Sentinel-2 and Sentinel-3 are also part
of this program. The Sentinel-2 and Sentinel-3 data can be downloaded from this
portal. Users can register for free and download the open source data offered by
ESA in the following link https://scihub.copernicus.eu/dhus/. Unlike the Earth
Explorer, sci hub offers data from Sentinel satellite missions only. The graphical user
interface of ESA scientific hub is shown below

FIGURE 2.3: ESA scientific hub; credit ESA [44]

https://scihub.copernicus.eu/dhus/
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2.3 Data Formats

In this section the different data formats in which the remote sensing data is dis-
tributed by the data providers are described. Understanding the different data for-
mats is very important for the remote sensing time series generation by data fusion.
Since the data fusion process involves data from different satellites, the data from
different satellites are distributed in different formats. While performing data fusion,
satellite data in different data formats should be handled. This makes an important
point in the data handling.

For example the Landsat images are distributed as GoeTiff files where as the
MODIS images are distributed as HDF files. Both provided optical remote sensing
data but the format in which the data are stored are different. During the data fusion
process information from both the satellites should be read and interpreted. The
data from the different satellites can not be used directly in the data fusion process.
The data has to be pre-processed and should be made consistent with each other.
Proper understanding of the different data formats, their pros and cons are vital
in this aspect. More over there are also other data formats in which the satellite
data are distributed. Good knowledge on the different data formats will help us
include support to read and interpret different satellites thereby making methods
we develop during the scope of the work to be generic.

2.3.1 GeoTiff

GeoTiff is a standard (Tagged Image File) .tif or .tiff image file format which are
embedded with spatial information (geographic information) as metadata. The geo-
graphic information in the files contains projection system through which the image
represents the geographic area it covers, the extents it covers in latitude and longi-
tudes (in meters), the spatial resolution of the pixels in meters and if available the
ground control points gcps. These images are geo-referenced to a coordinate system
and this can vary depends on the coordinate system which the image is created to
represent. The spatial information is included in the image as tags. Along with the
spatial information, the GeoTiff file also has tags to represent image specific informa-
tion such as resolution, nodata value, compression algorithm, number of layers and
so on. Landsat satellite images are provided in GeoTiff file format. The metadata
contained in the GeoTiff file can be read using GDAL [23]. The figure below shows
the metadata contained in the GeoTiff file and its structure. Because of its simplicity
and can be viewed by most of the image viewers it is the preferred file format. In the
scope of the research work the satellite data in different file formats are converted to
GeoTiff file format before being used in the data fusion process. Also the resulting
remote sensing time series is stored in this format.

2.3.2 HDF

Hierarchical Data Format (HDF)[28] is the standard file format for most of the NASA
Earth Observing System (EOS) data products[50]. HDF is a multi-layer file format
developed by the HDF group[28]. This file format supports layers with varying di-
mensions. Each layer in the HDF file has predefined tags to identify the type, num-
ber of layers and dimensions of the data. This self-describing property of HDF files
helps users to understand the file’s structure and contents from the file itself. A sim-
ple program can interpret and identify the tag types in the HDF file and processes the
data accordingly. A single HDF file can also accommodate different data types. The
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FIGURE 2.4: GeoTiff File Metadata

data types can be symbolic, numerical and graphical data. But the geographic infor-
mation of the raster images and multidimensional arrays are often missing. Many
earth science data structures needs geographic information, the HDF Group also de-
veloped the HDF-EOS format with additional properties and data types for HDF
files to support geographic information. MODIS images are provided in HDF file
format.

2.3.3 JPEG2000

JPEG 2000[37] is an image coding system that uses state-of-the-art compression tech-
niques based on wavelet technology and offers an extremely high level of scalability
and accessibility. Content can be coded once at any quality, up to lossless, but ac-
cessed and decoded at a potentially very large number of other qualities and reso-
lutions and/or by region of interest, with no significant penalty in coding efficiency.
The standard supports up to 16384 components, with dimensions running into the
thousands of terapixels, and precisions as high as 38 bits/sample, with or without
tiling, and with a variety of interchangeable data progressions and random access
capabilities. The JPEG 2000 architecture lends itself to a wide range of uses from
portable digital cameras through to advanced pre-press, medical imaging, geospa-
tial and other key application domains. Sentinel-2 images are provided in JPEG2000
file format.
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2.3.4 netCDF

The Network Common Data Form, or netCDF[52] is an interface to a library of data
access functions for storing and retrieving data in the form of arrays. An array is an
n-dimensional rectangular structure containing items which all have the same data
type. A scalar is a 0-dimensional array. NetCDF is an abstraction that supports a
view of data as a collection of self-describing, portable objects that can be accessed
through a simple interface. Array values may be accessed directly, without know-
ing details of how the data are stored. Auxiliary information about the data, such
as what units are used, may be stored with the data. Generic utilities and appli-
cation programs can access netCDF datasets and transform, combine, analyze, or
display specified fields of the data. The development of such applications has led
to improved accessibility of data and improved re-usability of software for array-
oriented data management, analysis, and display. The netCDF software implements
an abstract data type, which means that all operations to access and manipulate data
in a netCDF dataset must use only the set of functions provided by the interface. The
representation of the data is hidden from applications that use the interface, so that
how the data are stored could be changed without affecting existing programs. The
physical representation of netCDF data is designed to be independent of the com-
puter on which the data were written. Sentinel-3 images are provided in netCDF file
format.
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Chapter 3

Problem Description

This chapter describes the problems in remote sensing time series generation process
by data fusion algorithms. Remote sensing time series generation is a sophisticated
and complex process. It is also an important process because various remote sens-
ing applications rely on high dense remote sensing time series data very much. The
performance of remote sensing applications improves with the improvement in the
spatial, spectral and temporal resolution of remote sensing data. Several issues has
to be overcome to achieve a high dense remote sensing time series of data. In this
chapter before addressing the problems faced in the remote sensing time series gen-
eration by data fusion process, a preface to it is also provided. The preface of the
problem describes why we need to develop such a remote sensing time series gen-
eration by data fusion in the first place. Later how the remote sensing time series
generation by data fusion can help resolve the initial problems and the problems
faced in the process itself. The reason why we need a remote sensing time series
generation by data fusion and the problems in the data fusion process are described
under the following subsections. They are listed below:

• Problems in obtaining daily or near daily remote sensing time series

• Problems in remote sensing time series generation by data fusion

The common problems in the current satellite architecture which leads to the non
availability of daily or near daily high spatial resolution images from a single sensor
system is addressed in the first section. The common problems in the current satellite
architecture are due to the design and development of sensors which are deployed
in satellites/aircrafts to observe the Earth surface and collect data. This is mainly
due to the trade off to be considered while developing such sensors. A single sensor
system which can capture high spatial resolution images daily is yet to be developed.
This can be solved by adding more satellites in a constellation and the data from all
the satellites are combined to have daily high spatial resolution data. But this option
will be very expensive and comes with other problems as well. All the problems
related to the data collection are described in the subsection 3.1.
This leads to the search for solutions which are cost effective and produce daily or
near daily synthetic remote sensing data as a better alternative for the common prob-
lems in the current architecture. But the generation of remote sensing time series by
data fusion itself has its own problems. This research work is focused on addressing
the problems in remote sensing time series generation by data fusion described in
section 3.2 and developing an efficient approach to make this solution a viable and
potential solution for the current drawbacks in the satellite architecture. Address-
ing the current problems in the process helps us understand the problems and also
to develop solutions to achieve the main objective of this work; the generation of
remote sensing time series using data fusion efficiently.
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3.1 Problems in obtaining daily or near daily remote sensing
time series

In this section the major problems which are not in the control of the average remote
sensing scientist who rely mostly on the open source Earth observation remote sens-
ing data are described. Generally most of the remote sensing community rely very
much on the open source Earth observation data provided by the renowned space
agencies such as the NASA [51] and ESA [18]. These space agencies are doing their
best to provide the remote sensing community with huge amount of data observed
over several decades. Since they are government funded missions there are always
cost restrictions to the missions and it often results in compromises. Even though
they aim to provide the remote sensing community with a high spatial hyper spec-
tral and high temporal (daily or near daily) remote sensing data. It is always not
feasible. The main issue is the cost of developing such missions. This makes the
space agencies to make trade off with the resolutions (spatial, spectral and tempo-
ral) depending on the mission objectives and costs. These decisions on trade off
determines the spectral, spatial and temporal resolution of the data collected by the
satellites.

3.1.1 Coverage / Temporal resolution issue

As described in the previous basic knowledge section, there are two kinds of optical
remote sensing satellites in operation. One satellite provides moderate spatial reso-
lution and high temporal images such as the Sentinel-3 and the MODIS and the other
type provides high spatial and low temporal resolution images such as the Sentinel-
2 and Landsat. Both are optical remote sensing satellites which are designed and
operated in this way due to various factors among them is the trade off between the
coverage and resolution [57].
The sensors on-board these satellites are the state of the art sensors but when they are
designed and developed a trade off has to be done between the spatial and temporal
resolution. Optical remote sensing satellites are placed in Sun-synchronous orbit
and the sensors captures the Sun’s radiation reflected back to the space by the Earth’s
surface. It is a near polar orbit with an altitude range of 600 to 800 Km. The average
orbital period of the satellites in this orbit is around 100 minutes. So with in a day,
the satellite can orbit the Earth several times.
A low spatial resolution satellite often has a wide field of view and can observe a
huge area on the ground. Given their wide field of view and orbital period of 100
minutes which makes them go around the Earth several times a day, they can ob-
serve the whole world daily. With 2 moderate resolution optical remote sensing
satellites spaced exactly at 180 degrees the whole world can be covered daily. This
cant be said for the high spatial resolution optical remote sensing satellites. In case
of the high spatial resolution satellite, the sensors are designed to capture images in
high spatial resolution, the field of view of these satellites are narrower. This makes
the satellite captures more information from a smaller area in comparison to the
moderate resolution satellites. Irrespective of the resolution of the sensor the optical
remote sensing satellite has to be operated in Sun-synchronous orbits. The sensors
on-board are passive sensors which collects the light reflected by the Earth’s surface.
This places the need for more number of satellites in a constellation to achieve sim-
ilar temporal resolution of the moderate resolution satellite. The coverage issue can
described with the following images.
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The following images shows the coverage achieved by the Sentinel-2 satellites [63]
in its constellation form Sentinel-2A and Sentinel-2B combined observation and ob-
servation from one satellite. This satellite is chosen because currently Sentinel-2 is
part of the open source optical remote sensing satellites which provides the best res-
olution possible in spectral, spatial and temporal scale. More details regarding the
spectral, spatial and temporal resolution of Sentinel-2 satellite is provided in chapter
2 "Background Knowledge".
The figures 3.1 and 3.2 shows the coverage achieved by both the satellites Sentinel-
2A and Sentinel-2B combined in one day and 5 days respectively.

FIGURE 3.1: One day Coverage of Sentinel-2A and 2B satellite [18]
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FIGURE 3.2: Five days Coverage of Sentinel-2A and 2B satellite [18]

The figures 3.3 and 3.4 shows the coverage achieved by Sentinel-2A satellite (only
one satellite) in five days and ten days respectively.

FIGURE 3.3: Five days Coverage of Sentinel-2A [18]
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FIGURE 3.4: Ten days Coverage of Sentinel-2A [18]

The above images are generated using pgAdmin4 [55] which is an user interface for
the database postgresql [56]. The data is obtained from ESA collaborative hub [18].
The data is collected and organized by adwäisEO [2].

From the image we can infer the following points:

1. The coverage over northern hemisphere are denser than the middle latitudes.

2. With 2 Satellites the coverage is more frequent than single satellite.

3. It takes about 2 to 5 days (2 days for the northern hemisphere and 5 days for
Equatorial and Middle latitude) to achieve full coverage when the observation
from both satellites are combined.

4. It takes about 5 to 10 days (5 days for the northern hemisphere and 10 days
for Equatorial and Middle latitude) to achieve full coverage when only one
satellite is used and this temporal resolution/coverage is better than the one
achieved by Landsat satellite.
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3.1.2 Cloud cover Issue

Optical remote sensing satellites are greatly impacted by clouds [39]. Clouds block
the light reflected by the Earth’s surface from reaching the sensors on-board the satel-
lites. Cloud cover is a common issue which has a direct impact on the coverage /
temporal resolution of the optical remote sensing data. This is an additional factor
on top of the already mentioned coverage issue described above. About 60 percent
of the Earth’s land surface is covered by clouds [69] on any given day, this fact is
provided by NASA [51]. It is hard to acquire a cloud free near daily remote sensing
time series.
The impact of the cloud cover is described clearly using the following images. The
following images shows the data captured by the Sentinel-2A and Sentinel-2B on
a single day. The images captured by these satellites are filtered based on the per-
centage of cloud cover. The figure 3.5 shows all the images captured by both the
satellites on one day, the figure 3.6 shows the images captured by both the satellites
which contains up to 25 percentage of cloud cover in the image and finally the fig-
ure 3.7 shows the cloud free images captured by both the satellites. From the images
we can clearly see that the amount of usable images are drastically impacted by the
clouds. The impact of cloud cover is seasonal. This percentage of cloud cover over a
given area varies continuously.

FIGURE 3.5: All images captured by Sentinel-2A and 2B satellite in
one day [2] [18]



3.1. Problems in obtaining daily or near daily remote sensing time series 27

FIGURE 3.6: Images with up to 25 percent cloud cover [2] [18]

FIGURE 3.7: Cloud free images captured by Sentinel-2A and 2B satel-
lite in one day [2] [18]
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FIGURE 3.8: Comparison of cloud free and completely clouded image
captured over Wuerzburg [2] [47]

The images are captured by the satellites as data strips and then during the initial
processing they are spilt into tiles. The cloud cover percentage in each tile is esti-
mated during initial processing. This information is provided as metadata in the
images. This information is used to filter the images. The could cover percentage
is the overall cloud cover percentage of the image/tile. This does not mean that
the study area under consideration is covered by clouds. This is another issue to
deal with because there is no possibility to see whether the study area is covered by
clouds until the images are visually inspected or run an cloud recognition algorithm
to check the cloud cover over the specific geographic location.

3.1.3 Other unforeseeable problems

The other unforeseeable problems which can occur and disturb the remote sensing
time series are the following:

1. Failure of the sensors or systems on-board the satellites

2. Partial or complete failure of the satellites

These problems are generally not controllable and are often very bad for remote
sensing.
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3.2 Problems in generation of dense remote sensing time se-
ries using data fusion

A potential and efficient solution for the above mentioned general problems in achiev-
ing remote sensing time series is the generation of dense remote sensing time series
by fusing data from multiple remote sensing satellites with varying spatial, temporal
resolution using data fusion algorithms. Generation of remote sensing time series by
data fusion is not an easy feat. The remote sensing time series generation by data
fusion involves multiple steps. This section describes the various problems in the
time series generation by data fusion process. As described earlier the remote sens-
ing time series generation by data fusion involves multiple processes. Each process
has its own problems so the problems of each process are separated and provided in
individual subsections.

The processes involved in the remote sensing time series generation by data fusion
algorithms are:

• Data download

• Pre-processing

• Time series interpolation

• Data fusion

• Accuracy assessment

3.2.1 Problems in data download

The remote sensing time series generation by data fusion process involves data from
multiple satellites, the first and foremost problem to be encountered in this process
is finding and downloading the required satellite data for the process. There are
many data providers available which offers open source remote sensing data. These
providers are predominantly government run space agencies. Though the data is
offered for free to download to the remote sensing communities, there are some
challenges/problems to be faced and needs to be taken care off. The problems are
listed below:

1. Different satellite data has to be obtained from different sources

2. Different satellite data are provided in different formats and packages

3. Different protocols and tools are used for automated download by different
data providers

4. Limitation in bandwidth

5. Limitation in parallel download

6. Limitation in maximum download limit

7. Satellite data is often distributed as packages which has all the bands, this
causes data handling issue due to their size being bigger and requires more
memory and computational resources.
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3.2.2 Problems in pre-processing

Pre-processing is the second step and an important process in the remote sensing
time series generation. It is also one of the sophisticated process. Because pre-
processing involves multiple steps and are executed sequentially. Due to this, pre-
processing is a time consuming process and also generate huge amount of interme-
diate data which are the inputs for the next step in the process. There are some
problems which has to be taken care to achieve efficient data fusion approach for
remote sensing time series generation. The problems are listed below.

1. Multiple step process and requires multiple tools

2. Time consuming

3. Memory intense process

4. Data handling is a major issue

5. All the tools has to be identified and obtained from multiple sources

6. Requires special knowledge to operate the tools

7. High possibility of introducing errors in the data

8. Lacks a proper framework where all the tools can be seamlessly integrated to
perform the pre-processing process.

3.2.3 Problems in data fusion

Data fusion is the core functionality of the remote sensing time series generation
by data fusion. This is also the important process which requires lot of research
and development. Presently many data fusion algorithms has been developed and
published by scientist. In order to achieve efficient data fusion approach for remote
sensing time series generation the following problems has to be overcome.

1. Data handling issues such as different file formats has to be handled

2. Process is highly computation intensive and there is a need for optimized im-
plementation of data fusion process

3. Many data fusion algorithms available, best data fusion methods has to be
identified based on their prediction accuracy.

4. Only very few data fusion algorithms are implemented which can be used to
perform data fusion and measure accuracy.

5. Available implementations are in different programming languages and are
often very complicated to use and are not performance oriented.

6. There is a lack of generic data fusion library where multiple data fusion algo-
rithms can be implemented and can be used generically on any optical remote
sensing data.

7. No common framework available where scientist can implement their new
data fusion algorithm with ease.
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3.2.4 Problems in Cloud detection and filling

Cloud cover is a major issue in optical remote sensing data. Cloud cover and its
shadow often renders the image useless. There are methods/tools available to detect
the clouds in an image. But there are no tools available to fill the gaps created by the
clouds in the image with information. The problems to overcome are:

1. Needs development of tools/methods to perform cloud filling

2. Available cloud detection methods has to be integrated into our framework

3. Accuracy of the filled information should be measured to prevent errors.

3.2.5 Problems in accuracy assessment

Accuracy assessment measures the accuracy of the generated images. Currently
there are many statistical accuracy assessment methods available. The major issue
with the available methods are they need a reference image to perform the accu-
racy assessment. The data fusion algorithms are developed to predict images where
there is no reference image available. This makes the accuracy assessment of all the
generated images highly impossible. Presently all the accuracy assessment works
by measuring the accuracy of the image generated on a day where an actual refer-
ence observed image is available and the metrics measured are used to represent the
accuracy of the data fusion process.

1. Need for development of new accuracy assessment methods

2. Develop them as tools and integrate them in the framework to make the remote
sensing time series generation process efficient and autonomous

3.3 Possible solution

In the scope of this research work, the possible solutions for the above mentioned
problems are identified. The identified solutions are implemented as frameworks
and tools to make the time series generation by data fusion process; generic, au-
tonomous, accurate and efficient in terms of computation and data handling. The
possible solutions, design, development, experimentation’s and results are provided
in the subsequent chapters.
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Chapter 4

State of the Art

In this chapter the current state of art of various processes involved in the remote
sensing time series generation by data fusion is described. Remote sensing time se-
ries of data is very important for remote sensing applications. Remote sensing time
series generation by data fusion process increases the amount of high spatial and
high temporal resolution data available for the remote sensing applications. High
spatial and temporal resolution data is vital for crop monitoring, phenology change
detection and so on [77]. Due to the limitations in the current satellite architecture
and frequent cloud cover issues and various other factors [57] described in detail
in the chapter 3 "Problem Description", availability of daily high spatial data is still
far from reality. Remote sensing time series generation of high spatial and temporal
data by data fusion seems to be a practical alternative [77]. The main focus of this
work is to find efficient data fusion approaches to achieve high density synthetic and
observed remote sensing time series. However, it is not easy to achieve high den-
sity remote sensing time series. This process involves data from multiple satellites,
multiple steps, processes and also requires multiple tools [46]. That includes the
one which are already available and the ones which needs to be developed in par-
ticular for this process. This section investigates the currently available processes
and methods which are specifically developed for this purpose and the ones which
should be re-purposed to fit our objective and perform the remote sensing time series
generation. Before we start developing the processes and methods to our objective
of achieving efficient data fusion approaches, it is imperative to look at the state of
the various processes and methods currently available. This will help us to know
which processes or methods needs to be improved to achieve our main objective
and which can be used as it is. For this purpose, firstly, all the major steps involved
in the time series generation of remote sensing data by data fusion algorithms are
identified. The following is the list of processes involved in the remote sensing time
series generation process.

1. Data acquisition and data download

2. Pre-processing of satellite data

3. Cloud pixel identification, removal and filling

4. Data fusion algorithms to generate remote sensing time series

5. Accuracy assessment of the generated time series
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4.1 Data acquisition and Data download

Time series generation of remote sensing data starts with the collection of data using
various sensors as described in the chapters 1 "Introduction" and 2 "Basic Knowl-
edge". Currently there are numerous remote sensing satellites collecting data of the
Earth’s surface [21]. The primary properties of these sensors are the spectral, spatial
and temporal resolution. Due to various factors each satellite or the sensor collects
the data in different spectral, spatial and temporal resolutions. Remote sensing time
series is the collection or acquisition of remote sensing data in a fixed equally spaced
time period over a particular area or for the whole world [40]. Since each satellite or
sensor has different properties, achieving a dense time series of homogeneous data is
difficult with the current satellite architecture. Currently the best open source time
series of high spatial resolution remote sensing data is provided by the Sentinel-2
satellites [63]. The Sentinel-2 satellites constellation is capable providing data over a
given location once every 2 to 5 days depending on the latitude. This is explained in
detail in the chapter 3 "Problem Description". The current state of the remote sens-
ing data acquisition architecture is still not capable of achieving daily or near daily
remote sensing data [57].

Presently the open source remote sensing data is offered by the following data
providers.

1. NASA Earth Explorer [51]
Provides: Complete collection of Landsat, MODIS data and Sentinel-2 data

2. ESA Scihub [18]
Provides: Complete collection of Sentinel-2 and Sentinel-3 satellite data

3. LSA LSADC [47]
Provides: Complete collection of Sentinel-2 data

4. DLR CODE-DE [11]
Provides: Complete collection of Sentinel-2 and Sentinel-3 data

The technical details on how to access the data from each of the data providers,
the technology used to run the service and the interfaces and API they offer to search
and download the data. The processes is more or less the same of all the above
mentioned data providers. In this section the process of getting access to the data is
demonstrated step by step using the ESA scientfic hub [18] to search and download
Sentinel-2 [63] and Sentinel-3 [65] satellite data.

4.1.1 Domain name and account creation

1. The first technical step in getting access to the data is to get the domain name
of the data provider through the data is offered to the public for download.
For ESA scihub the domain name is
https://scihub.copernicus.eu/dhus/#/home
The home page of the ESA scihub is shown in figure 2.3.

2. Once the domain name is know then the next step is to create an user account
in the data provider site. The account is required to login to the data provider
site and avail the facilities provided by the data provider. The account creation
process itself is straight forward and it can be accomplished by filling a data
form and assigning a username and password to the account [61].

https://scihub.copernicus.eu/dhus/#/home
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3. After the account is created the data can be accessed by login in to the data
provider site.

4.1.2 Technical Details on Access protocol and User interface

1. The data providers often use multiple internet protocols to offer the data to the
public. In case of ESA scihub the data provider offers data using the following
protocols:

• Hypertext Transfer Protocol Secure (HTTPS)

• File Transfer Protocol (FTP)

Mostly the data providers offer the FTP access to their premium users, for the
general public and research community the HTTPs access is offered.

2. Likewise the data providers also provide a web based graphical user interface
shown in figure 2.3 working on the HTTPs service as well an API to search and
download data from their data base. The usage instruction can be found in this
link: https://scihub.copernicus.eu/userguide/GraphicalUserInterface

3. The data providers also provide a powerful python API to access the data in
their servers. This python API can be used to perform automated search and
download of Sentinel-2 and Sentinel-3 satellite data. The installation and us-
age guide is presented in the url:
https://sentinelsat.readthedocs.io/en/stable/api.html

For this scope of the work, the objective of achieving a dense remote sens-
ing time series, we have to use the automated download script. These are
very powerful tools (links can be found in the Appendix A) when it comes to
perform automated download. Integrating this in our time series generation
process will greatly improve the efficiency of the whole process.

4.1.3 Data formats and Limitations

1. The satellite data provided by these providers are in a package as mostly zip
containers which contains all the bands and some times in different spatial res-
olutions. The different data formats and packages by which the data is offered
to the users are described in the chapter 2 Background Knowledge. The data
providers offers multiple ways/methods to download the data.

2. The data providers also have some restriction in place for the users on the
download bandwidth, number of concurrent downloads and total amount of
data which can be downloaded per day. These restrictions are made to dis-
courage people who exploit the resources. So it is important to find multiple
data providers so that users can download the data required for the time series
generation without reaching the maximum download limit. In certain cases
crossing the maximum download limit will raise flags and the data providers
can ban the users from downloading more data. The limitations on the usage of
ESA scihub can be found in the following url: https://scihub.copernicus.
eu/userguide/WebHome

https://scihub.copernicus.eu/userguide/GraphicalUserInterface
https://sentinelsat.readthedocs.io/en/stable/api.html
https://scihub.copernicus.eu/userguide/WebHome
https://scihub.copernicus.eu/userguide/WebHome
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4.1.4 Sample usage of ESA scihub python API

The below python code snippet presents the usage of python API to connect to ESA
scihub, search for data, sort them based on cloud cover percentage, ingestion date
and download the first 5 products from the resulting query.

# c o n n e c t t o t h e API
from s e n t i n e l s a t import SentinelAPI , read_geojson
from s e n t i n e l s a t import geojson_to_wkt
from datetime import date

api = Sent inelAPI ( ’ user ’ , ’ password ’ ,
’ h t tps :// scihub . copernicus . eu/dhus ’ )

# s e a r c h by bounding box , t ime , and SciHub query keywords
f o o t p r i n t = geojson_to_wkt ( read_geojson ( ’map . geojson ’ ) )
products = api . query ( f o o t p r i n t ,

date =( ’ 20151219 ’ , date ( 2 0 1 5 , 12 , 2 9 ) ) ,
platformname= ’ Sent ine l −2 ’ )

# c o n v e r t t o Pandas DataFrame
prods_df = api . to_dataframe ( products )

# s o r t b a s e d in c l o u d c o v e r and i n g e s t i o n d a t e
prods_df_srtd = prods_df . s o r t _ v a l u e s (

[ ’ c loudcoverpercentage ’ ,
’ i n g e s t i o n d a t e ’ ] ,
ascending =[ True , True ] )

# L i m i t t o f i r s t 5 s o r t e d p r o d u c t s
prods_df_srtd = prods_df_srtd . head ( 5 )

# download s o r t e d and r e d u c e d p r o d u c t s
api . download_all ( prods_df_srtd . index )
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4.2 Pre-Processing

Pre-proscessing is an important process in the remote sensing time series generation
by data fusion algorithms. Because this method of remote sensing time series gen-
eration involves data from two different satellites with entirely different properties
in spatial and temporal resolution scale. Needles to say the data captured by the
satellites are not readily suitable for remote sensing applications. Remotely sensed
data captured by the sensors on-board the satellites or other airborne instruments
has to be pre-processed before being used in various remote sensing applications
[59]. Because the data captured by the sensors are flooded with numerous artefacts
and errors [46], [33] that has to be corrected.

Remotely sensed data obtained from satellites and other instruments are often dis-
tributed by the data providers after applying varying levels of pre-processing tech-
niques to rectify the artefacts and errors. The data distributed are often described as
high level data products [42]. The level of processing techniques applied on the data
determines the readiness of the data suitable for use in remote sensing applications.
The data can be directly used in some of the remote sensing application without the
need for further processing. But in most cases the data has to be processed, to make
it more suitable. Generation of high spatial and temporal remote sensing time se-
ries by data fusion needs more pre-processing on the data [15]. Pre-processing of
remotely sensed data can be categorized into two main categories.

1. General pre-processing steps

2. Pre-processing steps specific to remote sensing time series generation by data
fusion

4.2.1 General pre-processing steps

General pre-processing steps discussed in this section are mostly done by the data
providers. They also let the users to perform some or most of the general pre-
processing steps on their own. This is mainly done by letting the users have access to
both the low level data as well the high level data. For example the Sentinel-2 data
is provided as Level-1C and Level-2A data products [63]. The level-1C product is
not atmospherically corrected but the other pre-processing such as radiometric and
geometric corrections are preformed. Whereas the Level-2A products are corrected
for all three of them making it more suitable for agricultural monitoring and phenol-
ogy change detection. The artefacts and errors in the satellite data are contributed
by several factors [33] . The factors can be broadly classified into two main cate-
gories such as internal factors and external factors [15]. The below table 4.1 provides
some of the internal and external factors which contributes to the errors in remotely
sensed optical data.

The factors mentioned in the table 4.1 influence the remotely sensed data heavily and
make them not suitable for use in remote sensing applications. The pre-processing
process removes the errors and artefacts in the remotely sensed data and provides
a more meaningful data which could be used in remote sensing applications and
processes.
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Internal Factors External Factors
Line Drop outs Atmospheric interference
Striping or branding Topographic effects
Line Start Altitude and Attitude
Scan Skew
Mirror scan velocity
Earth’s Rotation
Platform Stability
Viewing angle

TABLE 4.1: Contributing factors of errors in remote sensing data

The general pre-processing steps involves the following processes.

• Radiometric correction

• Geometric correction

• Atmospheric correction

The data providers also developed toolboxes to perform the above mentioned cor-
rections to remove the artefacts and errors. These toolboxes are also made available
to the users as open source software. For example to perfom error corrections on the
Sentinel-2 data ESA [18] provides Sentinel-2 tool box [64]. This enables the users to
tweak the parameters to generate the high level products with better accuracy. The
state of the art of the general pre-processing processes performed on all the satellites
images are described in the following subsections.

Radiometric correction

Sensors on-board the optical remote sensing satellites captures the sun’s radiation
reflected back to the space by the Earth Surface [34] . The sun’s azimuth and ele-
vation and atmospheric conditions can influence the energy reflected by the Earth’s
surface. Because of these factors the energy recorded by sensors on-board the satel-
lites can differ from the actual energy emitted or reflected from the Earth’s surface on
the ground. Radiometric errors must be corrected to obtain the real ground irradi-
ance or reflectance of the captured images [34]. Radiometric correction is performed
on the raw data captured by the sensors to correct the errors in the digital numbers
(DNs) of images. Radiometric correction improves the quality of the remotely sensed
data. They are also important when comparing images captured over multiple time
periods.
Currently the radiometric corrections are done by the data providers and the radio-
metrically corrected data is provided to the users. This removes the need to develop
our own method to perform radiometric correction of the satellite data. By down-
loading the radiometrically corrected data we could avoid one additional step from
the already long and sophisticated pre-processing process.
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Geometric correction

Due to the differences in Earth’s terrain, non-linearity in ground range and Earth’s
rotation, the images captured by the remote sensing satellites contains geometric
disturbance as geo-location errors [15], [32]. This shifts the position of the captured
images from its original location. Because of this the images may look distorted or
disoriented. This renders the image non usable for remote sensing applications. This
provides offset in the location represented by the images. Images with offsets cannot
be used in remote sensing applications. Geometric correction rectifies the offset and
brings the images to represent the correct location on the Earth’s surface accounting
for the terrain. This is mainly done using Digital Elevation Models (DEMs) and
Ground Control Point (GCPs).
Currently the data provided by the data providers are geometrically corrected data
[62], meaning that the data is matched to the terrain it represents using the DEM and
GCPs. The users can also do the geometric correction and terrain matching on their
own. For our objective its enough to use the geometrically corrected data offered by
the data providers.

Atmospheric correction

Optical remote sensing satellites capture images from the orbit by observing the sun
light reflected by the Earth’s surface [15]. The light reflected by the Earth’s sur-
face pass through various levels of atmosphere with different compositions. This
causes interference in the reflected light and the sensors capture them along with
the interference. Because of the interference, the images captured by the optical
remote sensing satellites does not provide the actual surface reflectance of the ter-
rain. So the images captured by the optical sensors of the remote sensing satellites
should be corrected for atmospheric interference. The atmospheric correction is per-
formed using various theoretical models of Earth’s atmosphere. Final outcome of
this pre-processing step will provide an image with actual reflectance value as if
the image was captured with no atmosphere in between. The figure 4.1 shows the
TOA Sentinel-2 image with no atmospheric correction performed. and the figure 4.2
shows the the BOA Sentinel-2 image after the atmospheric correction is performed.
From the two figures we can clearly see the effect of atmospheric interference on the
optical remote sensing images.

FIGURE 4.1:
TOA image

FIGURE 4.2:
BOA image
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Currently the data providers, provide both the Top of Atmosphere (TOA) reflectance
images as well as Bottom of Atmosphere (BOA) atmospherically corrected reflectance
images [62]. For the scope of our research work some more additional pre-processing
steps are required [15] apart from the ones which are described above. Because our
objective is to develop efficient data fusion approach for remote sensing time series
generation by multi-sensory remote sensing satellite data fusion. Remote sensing
time series generation by data fusion process involves data from multiple satellites
[22], [77] and [31] which are then fused to generate time series of remote sensing
data. The data from different satellites differ from each other in many aspects [15],
[14] and [16]. The pre-processing required to bring them coherent to each other is
explained below.

4.2.2 Pre-processing steps specific to remote sensing time series genera-
tion by data fusion

This section provides brief description of the pre-processing steps performed par-
ticularly for the remote sensing time series generation by data fusion process [15].
Unlike the generic pre-processing steps described above, the pre-processing for time
series generation process is done to make two different satellite data coherent with
each other [12]. The pre-processing steps performed to make two satellite data co-
herent with each other is called image registration [12].
Before describing about the pre-processing steps, a simple background on why this
image registration pre-processing steps are necessary. Data acquired by different
satellites has to be pre-processed before being used in any remote sensing applica-
tions [59]. This is because the data captured by satellites are different from each other
[15]. They differ mainly due to the difference in sensors, resolution and capturing
angle, time of capture and operating orbit of the satellites. The data downloaded by
the users from the data providers are high level products which are already corrected
for the above described error [42]. The pre-processing process under discussion here
is not the pre-processing process done on the raw satellite data directly downloaded
from the satellites. This pre-processing process is done on the high level satellite data
downloaded from the data providers. It involves multiple steps and are performed
sequentially on the high level satellite data. It is also referred as image registration
technique [12]. All the pre-processing steps should be performed carefully in order
to prevent the addition of error in the data, which would contribute to incorrect gen-
eration of time series [15]. The data obtained from various satellites differ from each
other in the following aspects, which are:

• Projection system: The satellite data is provided with different projection sys-
tems (for example MODIS data is provided in Sinusoidal projection system
where as the Landsat and Sentinel data are provided in Universal Transverse
Mercator (UTM) projection system. A sample of images projected in UTM pro-
jection system and sinusoidal projection system are shown in figure 4.3 and 4.4.

• Pixel Resolution: Depending on the sensor on board the satellites, the images
captured by them have different pixel resolution. MODIS has a pixel resolution
of 250m x 250m [42], Landsat has a pixel resolution of 30m x 30m [72].

• Image Size: The remote sensing satellites in orbit draw a track on the Earth’s
surface. The width of the track is determined by the field of view of the satel-
lites and its operating altitude. Based on this, differently sized images are pro-
duced by different satellites. Images captured by MODIS satellites cover an
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area of 1200 km x 1200 km [42] on the Earth surface whereas the images cap-
tured by the Landsat satellite covers an area of 180 km x 180 km [72]. The
coverage extent of the moderate spatial resolution image and a high spatial
resolution images are shown in the figure 4.3 and 4.4.

Time series generation of high spatial resolution data by data fusion requires the
data from different satellites to be in same projection system, same pixel resolution
and same size. The following are the individual pre-processing steps performed
on the satellite data to bring them in the required condition suitable for time series
generation by data fusion. The accuracy of the remote sensing time series generation
does not only depend on the data fusion methods. It also depends greatly on the
accuracy of the pre-processing techniques. So these processes has to be performed
with at-most care. The pre-processing steps which are part of the image registration
techniques are listed below:

1. Reprojection

2. Resampling

3. Cropping and Stitching

Many open source tools/libraries as well as licensed software are available for pre-
processing satellite data. They are discussed in detail in the design of pre-processing
framework section. It is generally advisable to do more pre-processing steps on the
low spatial resolution data rather than on the high spatial resolution data [15]. This
will preserve the spatial resolution of the high spatial resolution data free from errors
[14], [16].

Reprojection

The images captured by different remote sensing satellites are presented in differ-
ent projection systems based on their viewing angle and position in orbit. Images
captured by Landsat satellites are provide in Universal Transverse Mercator (UTM)
projection system [72] while the images captured by MODIS Terra/Aqua satellites
are provided in Sinusoidal projection system [42]. Both the satellite data represents
the Earth’s surface in their respective projection system. But the data fusion process
requires all the data to be available in one projection system. Reprojection trans-
form the satellite data in one projection system to another. In our case the Sentinel-3
or the MODIS data which is in sinusoidal projection system will be transformed to
UTM projection system as that of the Sentinel-2 or the Landsat data. The figure 4.4
shows the MODIS image in sinusoidal projection system and the figure 4.3 shows
the Landsat image in UTM projection system.
The reprojection is done by warping the image in one projection system to another.
It is done by using "gdalwarp.exe" a tool provided by GDAL [23]. The MODIS image
covers the extent of the Landsat image. But it can not be seen due to the different
projection system they are in. The spatial reference system of the Landsat image is
used as the target spatial reference system of the MODIS image while warping. After
the warping is done the Landsat image can be overlaid on top of the MODIS image,
shown in figure 4.5.
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FIGURE 4.3:
UTM

FIGURE 4.4:
Sinusoidal

FIGURE 4.5: MODIS reprojected to Landsat Spatial Reference System

Resampling

The remote sensing satellites capture images in different spatial resolutions and they
are based on the construction and capabilities of the respective sensors they carry
on-board. Images captured by the Sentinel-2 satellites are in 10m x 10m [62], [63]
and the Landsat satellites are in 30m x 30m resolution [72] which are considered
to be high resolution images while the images captured by the Sentinel-3 satellites
are in 300m x 300m [65] and the MODIS Terra/Aqua satellites are in 250m x 250m or
500m x 500m [42] resolution are considered as moderate resolution or low resolution
images. In resampling normally the low or moderate resolution images are up scaled
or resampled to match the high resolution images.
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FIGURE 4.6: Resampling Example

Since our aim to generate remote sensing time series by data fusion. The re-
sampling methods such average, nearest neighbour, bilinear and cubic are used to
resample the pixels in the moderate resolution image to the pixel size of high spa-
tial resolution image. The figure 4.6 shows the resampling of a sinle pixel to 2x2
pixels. The process of increasing or decreasing the number of pixels is resampling.
The resampling method mentioned above has its own merits and demerits. While
resampling a moderate resolution image to match the resolution of the high resolu-
tion image, new pixels will be added and while resampling a high spatial resolution
image to a moderate resolution image will decrease the number of pixels. In our
scope of work the nearest neighbour resampling method is widely used as the re-
sampling method. This is the simplest resampling method and also it preserves the
input pixel value in the newly created pixels [6]. In this way the newly added values
will be within the range of the already available pixel values in the image in contrast
to other methods which creates new pixels values outside the range of the already
available pixel values using interpolation functions. The nearest neighbour resam-
pling method is commonly used as a resampling method in remote sensing even
though it produces positional errors and blocky effects [6].

Cropping and Stitching

The extent covered by a single tile of remote sensing image is in hundreds of square
kilometres. The coverage extent mainly dependents on the field of view and the orbit
where the sensor is placed [15]. A single tile of Sentinel-2 and Landsat image covers
an area of about 180km x 180km [72] whereas the Sentinel-3 and the MODIS image
covers an area of approximately 1100km x 1100km [42]. For applications like crop
growth monitoring, the images provided by these satellites are very large whereas
the fields where the crops are grown covers only a small portion. It will be enough
to use the small portion of the image covering the fields for subsequent process, so
the small area of interest should be cropped out of the one big image.

The remote sensing images are also provided as image tiles. It is also possible
that the region of our interest falls partly in one tile and the remaining in another. In
this scenario the region of interest from the images should be cropped out first and
then stitched together to form one single image.

The figure 4.7 shows the full tile of the Sentinel-2 image and the figure 4.8
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FIGURE 4.7:
Full image

FIGURE 4.8:
Cropped

Available tools for Pre-Processing process

The accuracy of the remote sensing time series generation not only depends on the
data fusion methods. It also depends greatly on the accuracy of the Pre-Processing
techniques. The pre-processing involves a sequence of steps which are performed
on the satellite data, to bring the raw satellite data with less or no errors. The pre-
processing steps should be performed carefully, otherwise the satellite data after
pre-processing will contain more error which will lead to incorrect generation of
remote sensing time series. There any many open source tools/libraries as well as
licensed software available for pre-processing satellite data. The following is the list
of tools identified for the pre-processing of satellite data.

1. GDAL - Geospatial Data Abstraction Library [23]

2. ATCOR 2 - Atmospheric Correction for Flat Terrain [5]

3. ATCOR 3 - Atmospheric/Topographic Correction for Mountainous Terrain [5]

4. GRASS GIS - Geographic Resources Analysis Support System [26]

5. ENVI - Geospatial Imagery Analysis And Processing Application [41]

6. ArcGIS - Geographic Information System [4]

7. QGIS - Geographic Information System [58]
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4.3 Cloud and Shadow Detection, Removal and Filling

Optical remote sensing satellite data is used in many remote sensing applications,
such as crop monitoring or ecology change detection [77]. They provide a variety
of information over any area on the Earths surface. However, they are greatly af-
fected by clouds which is a major hindrance for any optical remote sensing satellite,
since the optical remote sensing satellite collects information about the surface by
capturing the solar radiation reflected back by the Earths surface. Clouds obstruct
the sensors on-board the optical remote sensing satellites such as Landsat, MODIS,
Sentinel 2 and 3. Due to their high reflective index, clouds reflect more incident ra-
diation back to the space than the surface below them. This overwhelms the optical
sensors and completely blocks the land surface directly below them. Because of the
same nature they also cast a shadow over a large area which again partially disrupts
the radiation reflected back to the space by the non-cloud covered area. In either case
the real ground truth is missing, this affects the performance of many remote sens-
ing applications which highly depends on cloud free optical remote sensing satellite
data. In this section the current state of the art of the cloud and cloud shadow detec-
tion techniques and the methods available to replace the detected cloud location by
valid pixels are described. This section is split into two parts the first part talk about
the cloud detection process and the second part talks about the filling methods. This
part of the work is done as a collaborative research and the results are presented in
the paper "Automated Cloud and Cloud Shadow Removal and Filling on Landsat,
MODIS and Sentinel Data" by Christof Kaufmann [10].

1. Cloud detection and Masking

2. Cloud Filling

4.3.1 Cloud Detection and Masking

Clouds in the optical remote sensing images greatly impact the quality of the im-
ages. Moreover they have huge impact on the performance of the remote sensing
application when used. Precisely for this reason the cloud pixels in the images are
identified and masked. Data such the MODIS [42] and Sentinel-3 [65] contains an
additional quality layer which are created during the processing of the satellite data.
This quality layer provides the cloud cover information of the pixels in the image.
These layers are used as the cloud masking layer to identify the cloud pixels and
mask them from the image to avoid using the pixel values in the remote sensing
application or from the data fusion process. In our case the quality layer is used to
mask the pixels and identify them as the location to be interpolated to fill value valid
pixel values. The technique used to the fill the valid pixel values are described in the
next section.

For Landsat [72] and Sentinel-2 [63] there is a lack of such a quality layer which
give information about the pixels covered by clouds. In this case an additional cloud
detection method or tool needs to be developed. Lucky for us that there is such a
tool available to mask the cloud pixels in Landsat and Sentinel-2 images. The tool
used to do the cloud masking in Landsat and Sentinel-2 images is the FMASK [19],
[20].



46 Chapter 4. State of the Art

4.3.2 Cloud Gap Filling

The global cloud coverage based on the estimate by NASA [51] is considered to be
between 56 and 70 percent [69]. Thus the filling of clouds is a major issue in any
satellite image. A good overview on existing techniques for reconstructing missing
data can be found in [66]. The cloud filling is done by spatial, spectral, temporal and
hybrid reconstruction methods. The survey concludes that spatial methods fail to fill
large areas, such as clouds, because of the accuracy. Spectral methods are not appro-
priate for filling clouds at all, since the information is missing in all bands. Another
good survey on methods for filling gaps caused by cloud and cloud shadow is given
in [36], which groups the approaches into the categories, compositing, regression,
data fusion and neighborhood pixel interpolation. A comparison of three different
temporal methods was performed in [1].
The method proposed in [39] combines a spatial and temporal method, but the spa-
tial part is only used for the marginal pixels of the clouds. So it is mainly a temporal
interpolation method, but the temporal part lacks flexibility. It requires cloud free
pixels in two days symmetrically around the interpolation date. With images that
have a large cloud coverage this is often not the case. The methods in [76], [9], are
also spatio-temporal methods. They both use two images from different dates, one
image that includes clouds to fill and another one as reference. Then similar pixels
are collected from the reference image by comparing the pixel location with other
pixels, whose locations are valid pixels in the cloud contaminated image. Then [76]
employs a regression model, which seems to work well for different brightness lev-
els of the images. In [9] the similar pixels are used in a Markov random fields model
to find the best similar pixel in the cloud contaminated image to fill a cloud pixel.
This method is computationally expensive, but seems to have advantages for small
clouds when the two images are very different. However, these method do not ex-
ploit information from a time series of images.
In the scope of this research work a novel method is developed which utilizes the
information from the time series of the images, as our aim to generate a remote sens-
ing time series it makes perfect sense. Using the information from the multitemporal
images and with the interpolation method the cloud filling is performed [10].

The interpolation method used to do the cloud filling can be described with the
following equation [10].

Id(x, y) =
Id−1(x, y) + Id+1(x, y)

2
, (4.1)

where Id−1(x, y) and Id+1(x, y) are valid, non-cloudy pixels.

The above equation is represented in pictorial form in the figure 4.9
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FIGURE 4.9: Cloud Filling by Interpolation

4.4 Data Fusion Algorithms

This section describes the state of the art of the data fusion algorithms available for
the remote sensing time series generation. Data fusion is the core functionality of the
complete time series generation process [14], [16]. Data fusion algorithms are used
to fuse data from different optical remote sensing satellites with different data acqui-
sition properties to generate high spatial and temporal resolution of homogeneous
time series of data. Currently many data fusion algorithms developed by researchers
and are made available for the remote sensing community [14]. These data fusion
algorithms, based on their approach are classified and grouped.

4.4.1 Data Fusion Algorithm

With the advent of new high resolution sensor systems, data fusion plays an in-
creasingly important role in remote sensing time series generation. This is mainly
due to the fact that data fusion of multiple remote sensing sensors is a cost effective
alternate means to overcome the still-existing shortcomings of the current remote
sensing satellite architecture. The need for near-daily high spatial resolution satellite
data in various remote sensing applications influences the development of data fu-
sion methods. Several data fusion methods have been developed recently by many
researchers in order to fulfill the demand for near-daily high spatial resolution data
[14]. Many have been successful in doing so. The state of the art data fusion methods
developed so far are investigated in the scope of this research. The main objective
of the research work is to develop an efficient data fusion approaches for the gener-
ation of synthetic remote sensing time series of remote sensing data. It makes sense
for the objective of the research work to investigate and understand multiple data
fusion methods. Based on the studies we have done so far, the current state of the
art data fusion methods are explained in this section. This section will provide in-
formation on the broad categories of the data fusion methods and brief description
about some of the data fusion methods.

Data fusion methods used for remote sensing time series generation can be broadly
classified in to the following categories.

1. Transformation Based

2. Reconstruction Based
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3. Learning Based

Data fusion methods from each category have their own merits and demerits.
Brief description about each category and some data fusion methods from each cat-
egory are provided below.

Transformation Based

This category is one of the well know data fusion methods developed not only for
the remote sensing applications but also to be used in various other applications.
Transformation based methods perform data fusion on the high resolution panchro-
matic image with the medium resolution images from individual spectral bands.
Mostly this type of data fusion is performed on the images captured from one or
more instruments on board a single satellite which has the capability to capture
a single high resolution image for a wide spectral band (panchromatic) as well as
medium resolution images on multiple narrow spectral bands. In remote sensing
the main objective of these methods are to generate high resolution multiple spectral
band images, which is done by combining the spectral characteristics of the medium
resolution images from multiple spectral band images with the high spatial resolu-
tion panchromatic images. The data fusion methods in this category are only effec-
tive in generating multiple spectral images with the spatial resolution similar to the
panchromatic image. However these methods are not effective in generating a high
resolution images with higher spatial resolution than the panchromatic image. This
method is also not very efficient in generating high spatial resolution images with
high temporal coverage. Some of the well know transformation based methods are
listed below

1. Intensity-Hue-Saturation (IHS) transformation [8]

2. Principle Component Analysis [67]

3. Wavelet transformation [74], [75]

4. Ehlers Fusion [48]

Due to the limitation of generating high spatial resolution images with high tem-
poral coverage, the transformation based data fusion methods are not widely used in
the generation of remote sensing time series. A different data fusion method was re-
quired to fulfill the purpose, this led to the development of the reconstruction based
data fusion methods.

Reconstruction Based

Reconstruction based data fusion methods were developed to generate high spatial
resolution images with high temporal coverage which was not fulfilled by the trans-
formation based data fusion methods. The reconstruction based data fusion meth-
ods perform data fusion on data from different sensors on board different satellites.
These methods uses high spatial low temporal resolution images from satellites such
as Landsat and Sentinel-2 with the low spatial high temporal resolution images from
satellites such as Sentinel-3, MODIS Terra and Aqua. The spatial resolution of im-
ages generated by the reconstruction based data fusion methods are determined by
the high spatial resolution image used in the process rather than the panchromatic
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image in case of transformation based data fusion methods, because the spatial res-
olution of panchromatic images are only slightly better than the individual spectral
band images. So the higher the spatial resolution image used as input in the recon-
struction based methods, generates higher spatial resolution images, this holds not
only for spatial resolution, this holds for the temporal resolution as well. The more
number of moderate resolution images available in temporal scale will result in the
generation of same number of high spatial resolution images. There are several re-
construction based data fusion methods available, which are listed below.

1. STARFM : Spatial and Temporal Adaptive Reflectance Fusion Model [22]

2. ESTRAFM: Enhanced Spatial and Temporal Adaptive Reflectance Fusion Model
[77]

3. STAARCH: Spatial Temporal Adaptive Algorithm for mapping Reflectance
Change [30]

4. FSDAF: Flexible Spatiotemporal Data Fusion [45]

The above mentioned reconstruction based data fusion methods operate based
on weighting functions and reconstruction functions. The data fusion algorithm re-
quires either one input pair (one high spatial and one moderate resolution image
captured on same day by different sensors) or two input pairs and a moderate res-
olution image on another date where an actual high spatial resolution image is not
available, to predict (generate) a synthetic high spatial resolution image on that par-
ticular date. The scenario is depicted in the figure 4.10.

FIGURE 4.10: Reconstruction Based Data Fusion Different Scenarios

The pixel value for the new high spatial resolution image for any given date is
generated by;

1. Observing the temporal change between the input date and the prediction date
moderate resolution image.

2. Computing the spatial information for the pixel in the prediction day image
by looking at the nearest similar pixel in the input day high spatial resolution
image and weighting them based on their proximity to the pixel whose value
is being estimated.

3. The spatial information obtained from the weighting function and the tem-
poral change obtained from the moderate resolution images are combined to
estimate the new pixel value for the prediction day image.

4. Thus, these data fusion methods preserves the spatial resolution and informa-
tion as that of the high spatial resolution image and the temporal changes from
the moderate resolution images in the synthetic images.
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Learning Based

With the development in reconstruction based data fusion methods and their effec-
tiveness in generating high spatial and high temporal resolution images, focus was
also laid in developing learning based data fusion methods. The learning based data
fusion methods are also developed for the same purpose as that of the reconstruction
based data fusion methods with the aim to improve the quality of the images gen-
erated. In the learning based data fusion methods, sparse representation is widely
used to improve the spatial resolution of the moderate resolution data. These data
fusion methods enables the construction of dictionary which allows the learning of
the signals (in our case the reflectance or the pixel values) and using the dictionary
to perform reconstruction of signals with sparse representation. This has a signif-
icant impact in the quality of the high resolution images generated. Because the
efficiency of reconstruction based data fusion methods were reduced considerably
when a complex heterogeneous landscape was encountered during the fusion pro-
cess. While the learning based data fusion methods performed well in those scenar-
ios [31]. There are several learning based data fusion methods available. The list of
available methods are listed below:

1. Image super-resolution via sparse representation [73]

2. SPSTFM: Spatiotemporal reflectance fusion via sparse representation [31]

3. Spatiotemporal satellite image fusion through one-pair image learning [68]

The study of data fusion algorithms from all the above mentioned categories
helped to gain detailed knowledge about the data fusion algorithms and in imple-
menting them in a generic way so as to enable various performance optimization
in terms of quality and processing time to achieve efficient data fusion approaches
for the remote sensing time series generation which are described in detail in the
subsequent chapters.
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4.5 Accuracy Assessment

In this section the state of the art of the accuracy assessment methods used to mea-
sure the accuracy of the remote sensing time series generated from the data fusion
process is described. Accuracy assessment is the final step and also an important
step in the remote sensing time series generation process. This step validates the
data generated by the data fusion process as well as the performance in-terms of
accuracy of the data fusion algorithm used to generate the data. In this step various
statistical values are calculated in-order to make sure the values in the generated
data makes sense and fall within the tolerable limits. There are many statistical ac-
curacy assessment methods available. The list is provided in the sub section below.
The accuracy assessment method used here validates only the accuracy of the gen-
erated data. Any errors already present in the data captured by satellites can not be
measured using this accuracy assessment methods and they are most likely propa-
gated to the generated data.

4.5.1 Accuracy Assessment

Accuracy assessment or quality assessment is the next important aspect to be consid-
ered in the generation of remote sensing time series to make the generation process
by data fusion efficient. Due to various factors mentioned previously the availability
of near-daily high spatial resolution images are limited. Missing images are gener-
ated by using the above mentioned state of the art data fusion algorithms. To assure
that the data generated by these algorithms are accurate and can be used in place of
actually measured data is a very important step. Without the assurance of quality,
the results generated in subsequently applied analyses of the time series cannot be
considered valid. Measuring the accuracy or quality of the data in some cases are
not so complicated. Such cases are where a reference image is available for the com-
parison of image generated by data fusion methods. This is not always the case, the
real situation is that more images are generated in the time series generation pro-
cess using data fusion methods for days where there is no actual reference image
available. So currently the accuracy of all the generated images are not measured.
Instead images are generated using the data fusion algorithms for days where there
is an actual captured image (reference image or source image) is available. Then the
generated image is compared with the reference image and the quality is measured.
The measure quality is considered as the collective indicator of the performance of
the data fusion algorithms. By recording various conditions and the accuracy of the
generated images, data fusion algorithms can be categorized and can be labelled
either suitable or not suitable for the remote sensing time series generation.

The list of available quality assessment techniques used to estimate the quality
of the images generated by the data fusion methods are provided below. These
are also the quality assessment methods used by the authors who developed the
above mentioned various data fusion methods. These methods are predominantly
statistical comparison methods which can be seen clearly in their respective research
work, the extensive use of the following statistical comparison methods as quality
estimators:
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1. Correlation Coefficient (CC)

2. Root Mean Square Error (RMSE)

3. Average Absolute Difference (AAD)

4. Mean Bias (MB)

5. Variance Difference (VD)

6. Standard Deviation Difference (SDD)

7. Relative Dimensionless Global Error (ERGAS)

8. Quality Index

From the above list of statistical accuracy assessment methods the following two
methods are chosen as the accuracy assessment to measure the accuracy of the re-
mote sensing time series generated by data fusion process. These methods are cho-
sen primarily because these methods are widely used by the researchers who devel-
oped data fusion algorithms such as STARFM [22] and ESTARFM [77]. Since these
data fusion methods are implemented in the imagefusion framework described in
the chapter 6, these two accuracy assessment methods are also chosen as the pri-
mary accuracy assessment methods. More over these two methods chosen because
they can effectively provide comparative results between two images (reference and
generated images).

1. Root Mean Square Error (RMSE)
The root mean square value for an image is calculated based on the formula
below [25]:

Where Pi represents the Pixel values in predicted image and Oi represents the
pixel values in reference image or obsereved image.

2. Average Absolute Difference (AAD)
The absolute average difference is calculated by measuring the difference be-
tween the pixel values of the two images and the resulting difference is aver-
aged.

AAD =
IA(x, y)− IB(x, y)

TotalPixels
, (4.2)

Where IA(x, y) is the reference image and IB(x, y) is the generated image.
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All these statistical quality measurement techniques works by comparing the
generated image with the reference image. The data fusion methods were used to
generate an artificial image for the day where an actual image is available and the
two images are compared using some or all of the above mentioned statistical meth-
ods. The resulting values are then used to represent the efficiency of the data fusion
methods. The data fusion methods are believed to generate images with same qual-
ity for all the days even though the quality measurement for most of the images are
not possible. But this is not always true in each case, because the time series gener-
ation is a dynamic system and the accuracy of each generated image is determined
by factors such as atmospheric conditions and temporal gaps between the images.
This brings the need for a more robust quality assessment method which will deter-
mine the quality of all the generated data irrespective of the availability of reference
image.
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Chapter 5

Software Design

In this chapter the detailed information about the design methodology followed in
achieving the main objective of efficient data fusion approaches for remote sensing
time series generation is provided. In order to achieve the objective, the developed
process/work flow must be streamlined, robust, generic and most importantly au-
tonomous in performing key functions. The design of the novel software library to
perform autonomous time series generation process is started with the identification
of individual steps in the remote sensing time series generation process. The identifi-
cation of individual steps and their current state of the art is described in detail in the
chapter 4 "State of the Art". After the identification of individual steps in the remote
sensing time series generation process, the key issues to be addressed are identified.
The key issues in individual steps are identified and described in detail in the chap-
ter 3 "Problem Description". As any other software development, the development
of this novel software library to perform remote sensing time series generation fol-
lows the standard design approaches. The design of the software/library follows
the three mains steps which are listed below:

1. Abstract Design
In this phase of the software design/development, an abstract design of the
software/library is created. This provides an overview of the functionality
and design. This part of the software design process is described in detail in
the section "Abstract Design: Identification of primary building blocks"

2. High Level Design
In this phase, a less abstracted design of the software is developed. The pri-
mary building blocks identified in the abstract design are investigated in de-
tail and are broken down into systems, sub-system and modules. In this phase,
consideration are made to develop the systems in modular way, the dependen-
cies of the modules and their interactions with other modules are also defined.
The implementation of the systems already starts here.

3. Design Implementation
In this phase, the overall design of the software/library developed in the high
level design is refined and improved. The core modules of the systems and
sub-systems are developed in detail. The design implementation is explained
in the chapter 6 "Detailed Design and Implementation" along with the other
implementation details. Because the detailed design phase of the software de-
sign is predominantly the implementation of the core modules of the systems
and subsystems.
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5.1 Abstract Design

This is the fist step in the design of the novel software library which performs au-
tonomous remote sensing time series generation by data fusion. The objective is to
develop a generic software library which is suitable for performing time series gen-
eration using any two optical remote sensing satellites data provided they match
certain criteria. The criteria being similar spectral resolution as in wavelength of the
bands being fused, have images takes on same days at some point in time so that
the images can be used as input pairs in the data fusion process and at least one
satellite data have higher temporal resolution than the other. The process of abstract
design starts with the identification of primary building blocks. The primary build-
ing blocks are listed below. The figure 5.1 shows the initial workflow of the time
series generation process.

1. Data Download

2. Pre-Processing

3. Time Series Interpolation

4. Data Fusion

5. Accuracy Assessment

FIGURE 5.1: Primary Building Blocks and workflow diagram

The above mentioned five main functions forms the five main building blocks of
the remote sensing time series generation process. This is the first level in software
design which is also termed as “Architectural Design”. The outcome of the archi-
tectural software design is the functional block diagram. The block diagram pro-
vides an abstract design of the system. It identifies the software as various blocks
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(components) and their interaction with each other. The block diagram provides an
abstract view of the final software library. The preliminary blocks are further inves-
tigated which includes complete study of the primary functions of each block, the
sub-systems required to fulfill the primary functions and a feasibility study on the
realization of the sub-systems and blocks to achieve the main goal. The primary
function of each block and their sub-systems are described below and finally the
functional diagram is constructed and is shown in figure 5.2.

5.1.1 Block 1: Downloading data

The main functionality of the block is to download satellite data from their respec-
tive data providers as per the requirements provided by the researchers. The real-
ization of this block is simple because all the data providers provide an Application
Programming Interface (API) to perform automated download of satellite data from
their respective servers. The download tools from respective data providers are pro-
vided in the Appendix B. These tools, based on the search parameters such as which
satellite data to be downloaded, for which given latitude and longitude (boundary
as bounding box), sensing date and product type, search the database and provide
the users the results and based on that the user can choose to download all of the
data or some of the data based on other additional parameters such as cloud cover.

5.1.2 Block 2: Pre-Processing

The main functionality of this block is to pre-process different satellite data down-
loaded in the previous process and make them coherent to each other. The detailed
description of the pre-processing steps to be performed on the satellite data are ex-
plained in the chapter 4 "State of Art". The result of this block will be a co-registered
high spatial and low spatial resolution images with same pixel resolution in same
projection system representing the study area. This block is realized using the tools
provided by GDAL [23]. Some other open source tools can also be used for this
purpose. But in the scope of this research work GDAL is only used.

5.1.3 Block 3: Time Series Interpolation

The main functionality of this block is to identify and remove the cloud and cloud
shadow pixels in the image and fill them using interpolation methods to make the
images cloud free. For this functionality there are no ready to use tools available. In
order to realize this block a novel tool is developed with a generic method to identify,
remove and fill the cloud pixels in different satellite images. The methods used to
perform time series interpolation on the images are described in the chapter 4 "State
of the Art".

5.1.4 Block 4: Data Fusion

The main functionality of this block is to perform data fusion on the pre-processed,
interpolated images obtained from the previous processes. This block provides mul-
tiple data fusion algorithms for remote sensing time series generation. In order to
realize this data fusion block, some of the most widely used and better working data
fusion algorithms are chosen and implemented. Those data fusion algorithms are
implemented in different programming languages and are not efficient in terms of



58 Chapter 5. Software Design

computation and has high run times. So these methods are implemented in one sin-
gle generic library where different data fusion algorithms can be used to generate
remote sensing time series based on the conditions of the available data.

5.1.5 Block 5: Accuracy Assessment

The main functionality of the block is to validate the generated images from the data
fusion process. There are many statistical accuracy assessment methods available.
The list of the accuracy assessment methods and their state of the art are described
in the chapter 4 "State of the Art". The accuracy assessment methods are also devel-
oped along with the data fusion algorithms in the generic library. So that the data
can be validated directly as soon as they are generated from the data fusion pro-
cess. Since the statistical accuracy assessment method requires a reference image to
measure the accuracy of the generated image, the data fusion algorithm should be
made to generate an image on a day where the actual image is available as reference
and the accuracy of the generated image is measured. By implementing multiple
accuracy assessment methods the performance of the data fusion algorithms can be
measured in every aspect.

A detailed and refined block diagram which shows the individual blocks with its
sub-system, interface, data flow between the blocks (systems) and data flow within
the blocks (between sub-systems) is created based on the understanding of the indi-
vidual processes and is shown in the figure 5.2.

FIGURE 5.2: Time Series Generation Process Overview
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5.2 High Level Design

In this section the abstract design shown in the block diagram is split into less ab-
stract individual entity and a high level design is developed. The sub-systems of the
individual blocks and their interactions are explained in detail. In the high level de-
sign the focus is more on designing and developing the blocks and its sub-systems
as modules. In this level the interaction among the modules with in the blocks are
also identified. The high level design of the individual blocks are provided in detail
below.

5.2.1 Download

The download block performs the download of various satellite data based on user
requirement. This block is developed and implemented as an individual applica-
tion/tool which can be used as standalone tool, used only for downloading differ-
ent satellite data. This can also be integrated with the other blocks so that after
performing the download of different satellite data, the pre-processing process can
be invoked autonomously and the pre-processing steps are performed on the down-
loaded data.

Design of Download Application

The download application constitutes several sub-systems. The sub-systems and
their interactions are shown in the figure 5.3. The download application contains
three sub-systems out of which two are configuration files which provide inputs
and configurations to the core application. The individual sub-system properties,
functionalities and design are provided below .

FIGURE 5.3: High Level Design: Download Block

Download Application

The download application was developed as a command line tool making use of the
automated download tools/api provided by the data providers. The list of tools/api
provided by the data providers are listed in the Appendix B. This tool is controlled
by an input parameter file to provide the search parameters to search for satellite
data and satellite settings file which contains the login and access details of the data
providers for downloading satellite data. The developed application will read the in-
formation provided in the satellite settings file to open an HTTP connection with the
data providers. HTTP is the preferred connection offered by the data providers to the
users to download data [61]. Then the download application uses the information
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provided in the input parameter file to search for satellite data and download. The
download application will autonomously download any number of satellite data for
the given search parameters by the user from the data provider if available.

Input Parameter File

Satellite data are usually catalogued by the data providers based on the Satellite,
sensing date, product type and so on. These data can be searched in their catalogue
by using various supported search parameters. Some of the main parameters which
are used to search the data are provided in the input parameter file. Input parameter
file is a configuration type file created as an xml file. The input parameter file can
be updated based on their requirements to download satellite data. The important
parameters contained in the input parameter file is shown below.

• Sensing Start Date:

• Sensing End Date:

• Bounding box (Longitude/Latitude):

• Path/Row Number (optional if bounding box provided):

• Data Product:
Ex: MODIS Land surface reflectance or MODIS Vegetation Indices, Sentinel-2
Level 1C or Level-2A

• Cloud cover Percentage:

• Snow Cover Percentage:

The basic search parameters are provided above, based on the catalog prepared
by the data providers to distribute the data. Some more additional parameters can
be provided to refine the search. The xml file is designed with the above search
parameters as tags to provide the values to perform search.

Satellite Settings

Each data provider has a different host name and requires an authorized account [61]
to download data. The access points and login details are provided to the download
application using the satellite settings file. Like the input parameter file, Satellite
settings file is also a configuration file. This file tells the download application from
which data provider, the application should search for data and download. The set-
tings file can be created for any number of data providers. Once created the settings
files does not require frequent change. The satellite settings file is an xml file and
contains the following information.

• HTTP access point details (normally the website of the data provider):
Ex: For NASA https://earthexplorer.usgs.gov/ [51]
For ESA https://scihub.copernicus.eu/dhus/#/home [18]

• Login information (Username and Password):

https://earthexplorer.usgs.gov/
https://scihub.copernicus.eu/dhus/#/home
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5.2.2 Pre-Processing

Pre-processing is the next step in the remote sensing time series generation pro-
cess. After the satellite data is downloaded, the downloaded data needs to be pre-
processed. The pre-processing steps are done on both the high spatial resolution im-
ages as well as the low spatial resolution images. The number pre-processing steps
done on the low spatial resolution images are more than that of the high spatial res-
olution images. For the pre-processing block, no tool or application is developed, in-
stead already available pre-processing applications are used to do the process. This
block provides a collection of applications for various pre-processing operation. A
configuration file is designed to control the pre-processing sequence, to invoke the
individual pre-processing application by providing proper commands and inputs
to the application. A simple command line tool is developed to process the con-
figuration file and execute the commands. This provides the pre-processing block
feasibility to add any number of tools for pre-processing based on pre-processing
steps required for the particular satellite data. The individual pre-processing steps
and the suitable tools to perform the operation are provided below.

An example of the pre-processing work flow done on the high spatial and low spatial
resolution data is shown in the figure below:

FIGURE 5.4: Pre-processing work flow

• Data Conversion
The first step in the pre-processing process is the convert the data format of the
low spatial resolution data into the data format of the high spatial resolution
data. There after other processing steps are carried out. For example if we want
to fuse MODIS data with Landsat data to generate high spatial resolution time
series of Landsat data. The MODIS data in HDF format should be converted
to the GeoTiff format of the Landsat data.
Tool used to convert data: GDAL [23] gdal_translate.exe
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• Re-projection
The images acquired by the satellite sensors are distributed in different projec-
tion system. In normal cases images acquired by high spatial resolution satel-
lites and the moderate resolution satellites will not be provided in same pro-
jection system. In order to fuse the images from two different satellite sensors
image from one satellite sensor should be converted to the projection system
of other satellite sensor. This process of converting the satellite image from one
projection system to other is called re-projection.
Tool used Re-project: GDAL [23] gdalwarp.exe

• Re-sampling
Based on the satellite sensor capability the images acquired by the sensors are
in different resolution levels. For example the Landsat satellites capture images
in 30m x 30m [72] resolution while the MODIS Terra satellite capture images in
250m x 250m resolution [42]. In order to perform image fusion both the images
should be in same spataila resolution scale. By using re-sampling methods the
moderate resolution image is re-sampled to match the high resolution image.
Tool used to Re-sample: GDAL [23] gdal_translate.exe

• Cropping and Stitching
The extent of the image captured by satellite is in the magnitude of hundreds of
kilometres. Such huge extent of images will not be used for the data fusion or
any other process. The study area concerned will be of few square kilometres
in size. The small study area should be cropped out from the huge area using
cropping tools. In some cases the study area is captured in different tiles of
the satellite images. In this condition the extent of the study area should be
cropped out from both the image tiles and stitched into one single image using
image stitching tools.
Tool used to Crop and Stitch: GDAL [23]
gdal_translate.exe for cropping images
gdal_merge.py for stitching images

Design of pre-processing block

The realization of the pre-processing block is simple in comparison to other blocks.
The main constituents of the pre-processing block are listed below.

• Configuration file

• Application to process the xml file

GDAL [23] is offered as pre-built binary as well as open source library where the
source can be used to compile and built the library on our own. To perform the
pre-processing steps the installation of the pre-built binary is sufficient. It provides
command line tools such as gdal_translate, gdalwarp and gdal_merge to perform all
the above mentioned pre-processing operations. Since pre-processing steps are done
sequentially and almost all the pre-processing steps has to be done on the data. A
simple configuration file to control the work flow and a tool to read the configuration
file and execute them autonomously in the sequence defined in the configuration file
is enough. The design of the configuration file and the tool to read the configuration
file is described below.
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Configuration file:

This design of the configuration file is the main design work in the pre-processing
block. The configuration file is an xml file which provides a variety of tags to control
the pre-processing applications.

The xml file contains pre-processing as a high level tag under which two first level
tags are available.

1. The first tag “setup-environment” tag, used to setup the environment variable
for the tools and applications used for the pre-processing. This is also called
initialization tag. Useful for the applications which needs to be initialized.

2. The second tag is the “pre-process” tag which is the actual pre-processing op-
eration tag. This tag is used to define each and every individual pre-processing
steps to be performed on the satellite data. One tag should be used for one pre-
processing step. This tag requires an attribute called id which is a mandatory
option, needs to be filled. The attribute "id" is defined to accepts only numer-
ical value, which in turn defines the sequence number of the operation. This
tag contains many sub tags which provides the commands and control param-
eters of the pre-processing operations.
The pre-process tag contains many sub tags which defines and controls the
pre-processing step. The sub tags and their child tags are listed below with a
short description.

• description tag: Describe the pre-processing step ex: Reprojection

• Command tag: Represents the command/tool used to perform the pre-
processing step. Ex: "gdalwarp" for reprojection.
The command tag has child tags to control the tool with general options,
specific option, input file location and output location.

The sample xml configuration file is shown below.

<?xml vers ion ="1 .0"? >
<PreProcessing >

<setup−envi >
< i n i t >"C:\ Program F i l e s \GDAL\GDALShell . bat "</ i n i t >
< i n i t > </ i n i t >
< i n i t > </ i n i t >

</setup−envi >
<PreProcess id ="1" >

<descr ip t ion >Resampling</descr ip t ion >
<Command>"C:\ Program F i l e s \GDAL\ g d a l _ t r a n s l a t e . exe"</Command>

<General−Parameter >
<GPara></GPara>
<GPara></GPara>
<GPara></GPara>

</General−Parameter >
< S p e c i f i c−Parameter >

<SPara ></SPara >
<SPara ></SPara >
<SPara ></SPara >

</ S p e c i f i c−Parameter >
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<add−dir ></add−dir >
<input−dir ></input−dir >
<out−dir ></out−dir >

</PreProcess >
</PreProcessing >

Application to process XML file and execute commands

The configuration file described above is used to define the workflow of the pre-
processing process. A novel application is developed to parse the xml file and ex-
ecute the commands. The application developed for the pre-processing block will
execute the process step by step. It is possible to execute the script from the com-
mand prompt along with the configuration xml file.

5.2.3 Time series Interpolation

Time series interpolation block is designed to performs two important tasks which
are listed below.

1. Cloud and cloud shadow masking
Identify and mask the cloud and cloud shadow pixels in the image

2. Gap filling or interpolation
Fill the gaps created in the above step by useful values using interpolation
techniques.

Time series interpolation is an important process in the remote sensing time series
generation work flow and it can also be a part of pre-processing process. Unlike the
pre-processing steps mentioned above, time series interpolation has a direct impact
on the quality of the generated data. The importance of time series interpolation
for cloud removal and gap filling are described in the chapter 4 "State of Art". The
design of the time series interpolation block is defined below.

Cloud masking

The cloud in the Earth’s atmosphere blocks the land surface underneath. The satel-
lite sensors capturing the surface reflectance of the land surface beneath the clouds
are completely blocked by these clouds. These are represented as pixels of high
value where no information of the land surface is registered. Moreover the shadow
formed by the clouds also disturbs the measurement of the nearby areas where there
is no actual cloud over the surface. Cloud masking tools are used to identify cloud
covered places and the shadow caused by the clouds in the image. The identified
places in the image are then blocked from being used further in the remote sensing
applications or replaced with valid pixel values using gap filling methods.

The realization of this task is done by using an already available tool for the cloud
and cloud shadow masking of the Landsat and Sentinel-2 data. For the MODIS and
Sentinel-3 the cloud cover layer provided along with the dataset is used to mask the
cloud and cloud shadow pixel. Tool used to do cloud masking: FMASK [20]
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Cloud Filling or Interpolation

Cloud filling is done using interpolation method. The cloud filling method is devel-
oped as a collaborative research work. The details of the cloud filling methods are
provided in the chapter 4. The developed method and their details are presented in
the paper "Automated Cloud and Cloud Shadow Removal and Filling on Landsat,
MODIS and Sentinel Data" by Christof Kaufmann [10].

5.2.4 Data Fusion

Data fusion is the one of the core functionality of this research work. This block
needed a ground up design and implementation. The design of data fusion block
has a direct impact on the processing time, memory requirement and accuracy of
the remote sensing time series generation. The data fusion block design includes the
STARFM [22], ESTARFM [77] and SPSTFM [31] data fusion algorithms as base data
fusion functions for the generation of time series.
The data fusion block is developed with interfaces by following a step by step ap-
proach. The individual functions of the data fusion methods are identified. The
identified functions are classified into groups based on their functionality. The func-
tions which are grouped is implemented as modules in the data fusion block. The
chosen data fusion methods falls under reconstruction and learning based category,
detailed description is available in chapter 4 "State of the Art". Most of the accurate
data fusion methods for time series generation also falls under the above two cate-
gory. This provides the feasibility to add functions from new data fusion methods
at later stages using the interfaces available in the data fusion block. This makes the
data fusion block expandable one.

Design of Data Fusion Block

This section provides a brief description of the data fusion design. At the architec-
tural level the data fusion block performs the following functions. They are;

1. Pre-data fusion process

2. standard input file creation

3. Data fusion

4. parallel computing

5. output creation

The block diagram shown in the figure 5.5 shows the data fusion block functionality
as in a high level design. The more detailed design of the individual sub-modules in
the data fusion block are provided in the chapter 6 "Detailed Design and Implemen-
tation".
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FIGURE 5.5: Data Fusion Functional Block Diagram

Pre-data Fusion Process

The pre-data fusion process is an optional step which is included in the data fu-
sion block for performing the calculation of various indices. This module uses the
pre-processed and interpolated data for further processing. Data fusion can be per-
formed on individual bands of images to generate the time series and then the in-
dices can be calculated (blend and index) or wise versa (index and blend) [35]. This
functionality is identified from the article titled “Blending Landsat and MODIS Data
to Generate Multispectral Indices A Comparison of “Index-then-Blend” and “Blend-
then-Index” Approaches” [35] which describes the advantages and accuracy of time
series generation using indices rather than the individual band images. This mod-
ule provides the user the ability to include new functions to calculate other indices
at later stage based on their requirement.

Standard Input File Creation

This is the first mandatory step in the data fusion block. This module converts the
different file formats created from the pre-processing, time series interpolation and
the optional pre-data fusion process into a single standard input file for the data fu-
sion process. In this step the different image formats with the geo information is
split in to a Meta data file which contains the geo information details of the images
and a multilayer pixel matrix file for data fusion process. This stores any number of
input image file into a single multilayer pixel matrix. The standard input file pro-
vides read and write access were the data fusion process adds new additional layers
resulting in the execution of data fusion functions.

Data Fusion

Data fusion module is the core module of the data fusion block which generates the
remote sensing time series. It provides the functions identified from the chosen data
fusion algorithms. Similar functions of the three data fusion algorithms are grouped
together as sub modules. The functions which are specific to the data fusion algo-
rithms are identified and implemented as algorithm specific functions. All the sub
modules are provided with interfaces. The functions from the sub modules can be
wired using the interfaces to perform the overall data fusion process. This provides
the feasibility to add new functions from different algorithms using the available in-
terfaces to the data fusion module. The data fusion algorithm provides two options
for time series generation. The time series generation can be performed by the stan-
dard way defined by the algorithm or by parallel computing process. The output
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created during the execution of data fusion functions is stored in the pixel matrix as
additional layers.

Parallel Computing

The time series generation by reconstruction and learning based methods are high
time consuming process. The data fusion methods included in this block has a func-
tion which searches for spectrally similar neighbour pixels and estimate the weight
to predict the pixel value of one single pixel. For an image of size 1200 x 1200, this
step has to be repeated for about 1,440,000 times. The data fusion algorithms used
in the data fusion block performs the operation sequentially for every single pixel.
In order to speed up the process, parallel computing method is used. In this method
the single image is split in to multiple small fraction images and the above men-
tioned process is performed in parallel in all the fragments. This operation is pos-
sible thanks to the high computing and multiple processing capabilities the present
day computers. The parallel computing can be made possible by the inclusion of a
parallel computing model in the data fusion block. This results in reduced process-
ing time to produce the remote sensing time series.

Output File Creation

After the execution of the data fusion functions the image generated as part of the
time series is stored as a layer in the pixel matrix. This layer contains only the surface
reflectance value predicted from the data fusion process. This layer does not contain
any geo information details. This module merges the geo information which was
extracted from the source image during the standard input file creation with the
predicted image. The predicted image can be stored in different file formats which
supports geo information tag. The predicted image can also be stored without geo
information.

5.2.5 Accuracy Assessment

Accuracy Assessment or quality assessment is the measurement of the accuracy of
the synthetic high resolution data predicted by the data fusion algorithms. Data
fusion methods used to generate generic time series of high resolution data often
produce synthetic data with deviations or errors with respect to original image. The
amount of deviation or the error produced by the data fusion methods should be
measured. Synthetic high resolution image with high error will lead to wrong es-
timations. This is very important because the data generated by the data fusion is
used in various remote sensing applications to estimate the crop yield and predict
phenology change. There are several methods available for measuring the accuracy
of the predicted image. They are;

1. Visual Analysis

2. Statistical Analysis
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Accuracy Assessment Design

The remote sensing time series generation is an open loop process. The process starts
with the download of satellite images of high spatial and low temporal resolution
images and high temporal and low spatial resolution image. The downloaded data
is then pre-processed. The pre-processed data is interpolated or smoothed to fill the
gaps created during the pre-processing of the data. Then the data with complete in-
formation is used in various data fusion algorithm to generate synthetic high spatial
and high temporal resolution data. Since the data fusion algorithm applies methods
which results in the prediction of surface reflectance for a day where actual image is
not available. The last step of the remote sensing time series generation software’s
accuracy assessment plays an important role. The predicted images are checked for
the percentage of error it contains. Based on the percentage of error, the predicted
image is used for further process or discarded if the error is too high. Also the es-
timation of error is only possible if there is a reference image available. The block
diagram of accuracy assessment block is shown in the figure 5.6.

FIGURE 5.6: Accuracy Assessment Functional Block Diagram

The above mentioned category of image analysis are described in detail below.

Visual Analysis

Visual analysis is done on the image to look for colour preservation and features.
It is done on the predicted image by an observer or interpreter. The accuracy of
the prediction depends on the observer or interpreter. This method can be used for
initial verification of the image to look for prominent differences. The difference
or error in the pixel level cannot be assessed by this method. For more detailed
assessment of the image the following two analysis are used. But this method is not
suitable for our research work. This method can only be used if one single image
is generated, for time series a better alternative such as a statistical or comparative
analysis method is needed.
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Statistical or Comparative Analysis

In statistical or comparative analysis method the data fusion algorithm is used to
predict a high resolution image for a date where an actual image is available. Then
the predicted image is compared with the actual image to look for differences. From
the difference values various statistical parameters will be calculated to estimate the
percentage of error. The error estimated in this method is more accurate because a
reference image is available for the estimation of the error. The error estimated in
this comparative analysis is used to determine the accuracy of fusion process and
to improve the prediction if the error is too high. This is very important because,
the reference image is often not available for all the predicted image in a season for
comparative analysis. When a reference image is not available, the error estimation
of the predicted image becomes impossible.
Statistical analysis methods are objective, quantitative and repeatable. There are
various statistical analysis methods available. The methods used to determine the
accuracy of the data fusion process in the scope of the research work are given below.
The following are the accuracy assessment method implemented in the accuracy
assessment block.

1. Root Mean Square Error (RMSE)
The root mean square value for an image is calculated based on the formula
below [25]:

Where Pi represents the Pixel values in predicted image and Oi represents the
pixel values in reference image or obsereved image.

2. Average Absolute Difference (AAD)
The absolute average difference is calculated by measuring the difference be-
tween the pixel values of the two images and the resulting difference is aver-
aged.

AAD =
IA(x, y)− IB(x, y)

TotalPixels
, (5.1)

Where IA(x, y) is the reference image and IB(x, y) is the generated image.
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Chapter 6

Detailed Design and
Implementation

This chapter is the continuation of the previous chapter. In the 5 "Software Design",
the abstract design of the autonomous remote sensing time series generation work
flow and the high level design of the individual processes of the work flow are
described. This chapter provides information on the detailed design of the indi-
vidual processes and the steps followed in the implementation. Prime importance
is given to make the autonomous remote sensing time series generation workflow
more generic. The novelty of the design of the individual blocks are described in
detail in the following sections. This chapter is divided in to two main section, the
sections are listed below:

1. Detailed Design

2. Design Implementation

6.1 Detailed Design

In this section the detailed design approach followed on the individual blocks of the
autonomous remote sensing time series generation process is described in detail.
Out of the five primary blocks of the remote sensing time series generation process
only the following three blocks required and qualified for the detailed design phase.
The three block qualified for the detailed design phase are:

1. Time series Interpolation

2. Data fusion

3. Accuracy Assessment

The other two blocks does not qualify for the detailed design phase because there is
not much needed to be developed in particular to perform those tasks. The tool-
s/solution needed to accomplish the satellite data download and pre-processing
are already available and they are listed in Appendix A and B. Detailed descrip-
tion about the data download block and pre-processing block are provided in the
chapters 4 "State of the Art" and 5 "Software Design". In the scope of this research
work the already available solutions are used to realize the data download and pre-
processing. The design development needed in regard to performing the tasks are
to develop solution to incorporate theses tools in the workflow in order to perform
the task seamlessly. The solution developed to incorporate the data download and
pre-processing tools in the work flow of the remote sensing time series generation is
described in detail in the implementation section.



72 Chapter 6. Detailed Design and Implementation

6.1.1 Detailed Design Data Fusion

In this section the five major modules described in the high level design section of
the chapter 5 "Software Design" are explained in detail. It provides detailed de-
scription on the implementation of each modules, sub modules and the interfaces.
The module defines the main function within the data fusion block. Each module
contains a number of sub modules. The sub modules are the core functions which
performs the various operations and produce results. The sub modules are linked
via interface so that the produced results can be shared among other sub modules
for further process. The sub modules of similar functions or the functions related to
specific operation are collected in one module. The modules are expandable blocks,
which allows further addition of new functions.

Pre Data Fusion Process

The generic autonomous remote sensing time series generation process under devel-
opment here can be used to generate high spatial resolution data for many remote
sensing applications. One such application area where the remote sensing time se-
ries of high spatial resolution data will be most useful is the monitoring of crop
growth. The crop yield estimation requires a high temporal time series of high spa-
tial resolution images. The images generated from the time series generation process
are used to calculate different indices and also numerous other factors. The crop
yield in turn is estimated from the indices calculated from the images.

The time series generation by data fusion process can generate the near daily
high spatial resolution data and then the indices are calculated manually or using
other software. In order to avoid the additional steps after data fusion, the func-
tions to estimate the indices are included and are provide as an optional feature in
the form of pre data fusion module in the data fusion block. Currently this block
supports the following list of indices show below. This option can also be used to
verify the “index then blend” and the “blend then index” methods [35]. This module
provides interfaces to support expandability to enable addition of new functions to
calculate new indices at a later stage.

List of Indices

The indices which are calculated using the individual spectral band below.

The indices listed in the table are available as functions in the pre-data fusion mod-
ule. These are optional functions. It can be used before and after the data fusion
process based on the user requirement.
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From the list of equations it can be seen clearly that to calculate the indices the func-
tions require the remote sensing images of particular bands, their wave lengths and
other coefficients which are in most cases constant values. The process of indices
calculation is shown in the block diagram figure 6.1. These indices are calculated to
enhance the crop areas in the images to enable crop monitoring.

FIGURE 6.1: Pre data fusion module block diagram
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Standard Input File Creation

One of the main objective of the research work is to create a generic data fusion li-
brary which accepts different image formats in the time series generation by data
fusion process. Remote sensing data acquired by different sensors are distributed
in different file formats. The remote sensing time series generation process must be
able to handle different formats. It is a big challenge to create a tool which is able to
fuse the images in different formats. The pre-processing block is often used to han-
dle different file formats. The data management module of the pre-processing step
converts the low spatial resolution images to high spatial resolution image format to
maintain coherency. In case the pre-processing block is not used and the high spatial
resolution data and the low spatial resolution data are in different formats standard
input file creation module overcomes the issue by converting all the different image
format into one format. It also converts the multiple input file into a multi-layer
single file pixel matrix. The pre-processed interpolated remote sensing images con-
tain geo-information along with the surface reflectance (pixel) values. This module
process the image files and splits the geo-information and the surface reflectance
values and stores them separately. For the process of data fusion only the surface re-
flectance value is important so the standard input file contains only the pixel values
as a multi-layer pixel matrix.

FIGURE 6.2: Input file creator module

In the above figure the standard input file creation process is illustrated using five
input images. Two high resolution on day1 and day3 and three medium resolution
of images on day1, day2 (prediction date) and day3. The function is designed to
accept the images in any file format and splits the geo-information from the pixel



6.1. Detailed Design 75

values and stores them separately. The images are stored as pixel matrix. The multi-
layer single file pixel matrix provides read/write functionality and additional layers
can be added to the pixel matrix during the data fusion process.

Parallel Computing

Parallel computing is the process of splitting the single high spatial resolution im-
age into smaller fragments to perform remote sensing time series generation pro-
cess in multiple threads to make use of the computational resources effectively. The
main functions of the reconstruction based data fusion processes are the search for
spectrally similar neighbour pixels, weight estimation and prediction of surface re-
flectance value. In the actual STARFM [22] and ESTARFM [77] algorithm the afore-
mentioned process is done sequentially where a moving window is constructed and
moved over all the pixels in the image. For an image of 1000 x 1000 resolution the
step has to be performed 1,000,000 times. If done sequentially in a single thread/cpu
core this process will take a lot of time. Instead the image can be split into smaller
fractions which is described below and the data fusion process can be done parallely
to reduce the processing time.

The parallel computing process is explained with an example below:

A high resolution image of 1000 x 1000 pixels covering the study area is used in
the fusion process. In reconstruction based data fusion algorithm the fusion process
starts by looking for a spectrally similar pixel in a moving window and the size of
the moving window is often more than 2 coarse resolution pixel equivalent in the
high resolution scale. In our example the maximum window size is set as 500 x
500 to look for spectrally similar neighbour pixel. In-order to cover the corner area
of the study area an increased image resolution has to be considered for the data
fusion process and it will increase the original image size to 1500 x 1500 pixels. The
step by step the parallel computing process is illustrated in the following figures.

FIGURE 6.3: Increased Image Resolution for Parallel Data Fusion
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The figure 6.3 shows the final image size to be used in the data fusion process. The
white area in the figure represents the study area for which the time series of high
spatial resolution images should be generated. The grey area represents the addi-
tional area included to enhance the prediction of surface reflectance on the edges of
the study area. The reconstruction based data fusion algorithm predicts the value of
a pixel by looking at the nearest similar pixels within a boundary defined by a mov-
ing window of fixed or variable size. In normal cases the prediction is done for all
the pixels in the image. The corner pixels of the image don’t get much information
from the similar neighbour pixels because the number of pixels available within the
window is less when compared to a pixel in the middle of the image. So in general
it is better to have a slightly bigger image to perform the data fusion so that the cor-
ners of the study area gets enough information and later the additional area used are
cropped out.

In our case the moving window to search for spectrally similar neighbour pixel will
start from a location where the moving window fits well inside the image boundary,
in our example that is pixel number (251, 251) and ends at (1250, 1250) which also
represents the boundary of the study area. The figure 6.4 illustrates the start and
end point of the moving window to begin the search for spectrally similar neighbour
pixel based on standard serial processing.

FIGURE 6.4: Search for spectrally similar neighbour pixel in a Moving
Window
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After defining the study area and the extended area to provide more information
to the corner pixels, the single image is split into smaller fragments to be provided
to the processing threads/cpu cores to perform data fusion. In our example the
image is split into 16 smaller fragments meaning that the prediction of the single
image is performed parallely in 16 threads/cpu’s instead of single thread/cpu. This
will greatly increase the speed of the prediction process which is also an important
objective of the research work. The splitting of single image into 16 smaller blocks
to perform parallel data fusion process is illustrated in the figure 6.5. In the figure
image fragments are represented clearly with boundary as well as the area of image
where the actual prediction is carried out. Finally after the execution of parallel data
fusion process the computed fragments are merged to form a single image as shown
in the figure 6.6. This single image is stored as a layer in the multilayer pixel matrix.
Later it is given to the output module to be stored in a desired image format.

FIGURE 6.5: Splitting of single image into blocks and image area re-
quired for parallel computing

In the figure 6.6 the actual image covering the study area is split in to 16 fragments
along with the image area which fits the moving window to perform the search for
spectrally similar neighbour pixel, weight estimation and eventually the prediction
of land surface reflectance is shown in detail. Finally the predicted fragments are
then merged together to form a single image can also be seen in the figure.
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FIGURE 6.6: Image fragments for parallel computing



6.1. Detailed Design 79

Data Fusion

This module is designed to provide all the core functionalities required to perform
data fusion. Data fusion module offers multiple data fusion algorithms which can
be used to generate remote sensing time series. Currently the data fusion module
offers three pre-built data fusion algorithms. The three data fusion algorithms are
STARFM [22], ESTARFM [77] and SPSTFM [31]. The former two data fusion algo-
rithms fall under reconstruction based data fusion algorithm category and the later
falls under learning based data fusion algorithm category. Because ESTARFM algo-
rithm is an enhanced version of STARFM they both have many common functions.
The third algorithm SPSTFM also shares some common functions with the other two
algorithms.
The data fusion module is designed by carefully learning the different data fusion
algorithms and finding similarities between them. After identifying the similarities
between the data fusion algorithms, the identified functions or the steps in the algo-
rithms are grouped together. The data fusion workflow is listed below:

1. Reading input images

2. Estimation of spectral and temporal difference between high resolution and
low resolution images

3. Finding spectrally similar neighbour pixels in a moving window

4. Weight estimation of the similar neighbour pixels

5. Prediction of the final pixel value for the image on the prediction date.

The above list of steps are common for the reconstruction based data fusion algo-
rithms but in case of learning based algorithm the steps are little different. Instead
of searching for spectrally similar pixels it looks for similar patches and then the
weights are estimated. This also involves a creation of dictionary pair and learning
of dictionary for similar conditions to predict the pixel values. The major functional
groups identified based on the similarities between the data fusion algorithms and
their operations are listed below:

1. Difference calculation
The functions which falls under this group are: Spectral difference and tempo-
ral difference from both STARFM and ESTARFM High Resolution Difference
Image (HRDI) and Low Resolution Difference Image (LRDI) for SPSTFM

2. Search for spectrally similar pixel and Weight estimation
Creation of moving window (fixed size for STRAFM and variable size for ES-
TARFM)
Search for spectrally similar pixels with parallel computing for both STARFM
and ESTRAFM
Weight estimation for STARFM and ESTARFM

3. Additional function respective to algorithm
Every data fusion algorithm has some specific functions which differentiate
themselves from one another such functions are implemented under this group.
When a particular data fusion algorithm is chosen to generate remote sensing
time series, the function which corresponds particularly to that data fusion al-
gorithm are activated. The following is the list of algorithm specific functions.
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STARFM: Calculation of uncertainties in spectral difference and temporal dif-
ference
ESTARFM: Calculation of conversion coefficient by linear regression analysis
for each similar pixel in search window
SPSTFM: Dictionary-Pair Learning High resolution difference image recon-
struction from the learned dictionary

4. Prediction of Surface Reflectance Value
Prediction of surface reflectance value or the generation of remote sensing time
series is the final step of all the algorithms. The data fusion end result is obtain-
ing the surface reflectance for the date where the actual image is not acquired
or cannot be used due to complete cloud cover.The calculation of surface re-
flectance is the last step of the data fusion process. Each data fusion algorithm
performs this step in a different way based on the values calculated from the
above step. The estimation of land surface reflectance is provided as individ-
ual functions with respect to algorithms.

The individual functions from all the chosen data fusion algorithms are imple-
mented and grouped. They are also provided with interfaces to enable the possi-
bility to include an additional steps to improve the prediction at a later stage. The
data fusion algorithm steps are developed as separate function and included in the
data fusion module as command line executable tools. This provides the possibility
to generate the remote sensing time series using functions related to one particular
data fusion algorithm or using additional functions which are included at a later
stage to control the quality of the data fusion algorithms. This is made possible by
developing the data fusion module with a good application programming interface
API.

Output File Creation

The output generated during the data fusion process is saved as additional layers in
the multilayer pixel matrix which includes the predicted high resolution image for
the prediction date. The predicted image layer should be separated from the pixel
matrix and stored as an image file along with the geo-information. This module does
the work of splitting the multilayer pixel matrix to individual layers and store them
as separate files. This module can also be defined as the image creator where the
predicted image layer can be stored in multiple image formats with or without the
geo-information. The figure 6.7 shows the different image layers of the pixel matrix.
The predicted image is added as additional layer in the pixel matrix created by the
input file creator and the new added layers can be visualized in the figure 6.7 when
it is compared with the pixel matrix shown in the figure 6.2 created by the input file
creator.
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FIGURE 6.7: Storing Image Layers as Individual Files

6.1.2 Time series interpolation

The design of the time series interpolation block contains two main modules. One
module is to detect the cloud and cloud shadow pixels in the image and the other
one is to perform interpolation to fill the masked pixel location with valid pixels.
The two main modules are listed below.

1. Cloud Masking Module

2. Cloud Filling Module

Cloud Masking Module

The cloud masking module receives a cloud mask layer and an associated image as
input. Using the information available in the cloud mask layer, the cloud masking
module will systematically remove the pixel values in the image and set them as
no data value. These no data values are later used by the cloud filling module to
identify the location of the pixels and perform cloud filling using the interpolation
techniques. The cloud masking layer is prepared individually for each image. For
MODIS satellite image, the cloud mask layer is provided as an additional layer by
the data providers. For Landsat and Sentinel-2, a separate tool is used to prepare
the cloud mask. The tool used to generate the cloud mask layer for the Landsat and
Sentinel-2 data is the FMASK [20].

Cloud Filling Module

After the cloud pixels are masked by the cloud mask module, the time series of all
the input images are used by the cloud filling module to perform the cloud filling.
In this step, the cloud filling module estimates the valid pixel value for a given pixel
location in an image for a give day by looking at the images captured before and
after. By using the pixel values in the before and after image and using linear in-
terpolation method, the cloud filling module generates the valid pixel value for the
previously cloud covered pixel location. The detailed description about the cloud
masking and cloud filling methods are provided in the chapters 4 "State of the Art"
and 5 "Software Design".



82 Chapter 6. Detailed Design and Implementation

6.1.3 Accuracy Assessment

The design of the accuracy assessment block contains one main module "Error Esti-
mation Module". The design and functionality of the module is described below.

Accuracy Assessment Methods

The accuracy of a generated remote sensing time series can be verified in various
levels. The various levels of accuracy assessment are pixel level, feature level and
knowledge or decision level. Many methods and techniques are available for the
accuracy assessment in different levels. In this module various accuracy assessment
methods are identified. Based on their performance and efficiency to predict the
errors in the generated time series, the methods are chosen and implemented in this
module. This module provides multiple accuracy assessment methods. This module
is developed as an expandable module with interfaces, at a later point of time the
users can add new methods to this module using the available interface.

Error Estimation Module

This module uses the predicted image and the acquired image as input for error es-
timation. It also provides functions for various error estimation methods. The error
estimation is done on different sets of predicted images obtained by fusing high res-
olution and low resolution images from different dates. Different error estimation
methods are applied to single set of predicted and acquired images. The error esti-
mation can’t be done on the predicted image, where actual image or reference image
is missing. Detailed description of the accuracy assessment methods are provided
in the chapters 4 "State of the Art" and 5 "Software Design".

6.2 Implementation

In this section the implementation details of all the individual blocks of the au-
tonomous generic remote sensing time series generation process is described in de-
tail. This section provides details on the choice of programming languages, usage of
external libraries to implement the core functionalities and image input and output
(IO) methods. The implementation of the autonomous remote sensing time series
generation process is further grouped into two main framework. The frameworks
are defined to organize the implementation of the individual blocks to achieve max-
imum efficiency. The two frameworks which further groups the individual blocks
of the remote sensing time series generation process are listed below:

1. Pre-processing Framework

2. Imagefusion Framework

The implementation details of the above frameworks are described in detail in the
following subsections. The pre-processing framework constitutes the data down-
load block and the pre-processing block where the imagefusion framework consti-
tutes the time series interpolation, data fusion and the accuracy assessment block.
They are grouped in such a way because the pre-processing framework does not
require a ground up development of tools, the tools to perform automated data
download and pre-processing steps are already available, refer Appendix A and B.
The only thing required to make the process efficient is to define the workflow in
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a well defined manner and execute the workflow in a seamless way. This seamless
integration of individual processes in a single work flow improves the run time and
quality of the output data to a great extent. As far as the imagefusion framework
is concerned, the individual block which constitutes this framework on the contrary
to the pre-processing framework requires a ground up development. Because to ac-
complish the data fusion, time series interpolation and accuracy assessment there is
no ready to use tool available. Even if it is available they are not implemented well
to provide high performance in-terms of processing time and in certain cases less
accurate.

6.2.1 Implementation of Pre-processing Framework

The pre-processing framework includes the data download block and the pre-processing
block. The two blocks are implemented separately and then combined in a single
framework. The data download block is implemented by directly using the API
provided by the data providers, refer Appendix B. The pre-processing framework is
implemented using the tools which are already developed and available.

The realization of pre-processing framework is simple and easy. Because many
open source tools and licensed applications are available to perform most of the pre-
processing steps. So the pre-processing framework does not require the develop-
ment of many new tools or applications. The pre-processing steps are done by using
the tools provided by Geo Spatial Data Abstraction Library (GDAL) [23]. The main
work done in the implementation of the pre-processing framework is identification
of tools for all the pre-processing steps, design and development of a configuration
file and finally development of a script file to parse the information in the configu-
ration file to generate command line arguments suitable for execution in command
prompt.
Configuration File:

The configuration file is designed and developed using XML format. XML format
is chosen because it is both human and machine readable format, simple to use and
platform independent . The configuration file provides multiple tags to configure the
pre-processing process. Pre-processing tag being the high level tag to represent this
configuration file is for pre-processing of satellite data for remote sensing time series
generation. It is followed by two first level tags to setup environmental variables
for the proper functioning of tools and pre-process tag to define the pre-processing
steps. All the pre-processing steps to be done on the satellite data can be defined in
a single configuration file using multiple pre-process tags. The pre-process tag itself
contains sub tags where the users can define the pre-processing step, the tool used,
all the input parameters required by the tool and the input and output directories.
Clearly defined tags are provided in the configuration file to configure each and ev-
ery parameter required for the successful completion of each pre-processing step.
Pre-processing is a sequential process, the output from the first step is used as input
for the second step. The change in sequential execution of pre-processing steps has
direct impact on the run time as well as the quality of the pre-processed data [15] .
In order to control the sequence of execution of the pre-processing steps, step "id"
option is included in the pre-process tag. Based on the step "id" value provided by
the users in each pre-process tag, the pre-processing steps are executed in order. The
sequence of execution of the pre-processing can be easily controlled using the step
"id" which removes the need for defining the pre-processing steps in a particular
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order. Finally the configuration file does not have any constraint over the use of dif-
ferent tools for the pre-processing steps. The only constraint is that the tool can be
executed from the command prompt. This also provides the users flexibility to use
their own tools for pre-processing.

Script file for Parsing:

A simple script file in Perl Programming Language is created to parse the configu-
ration file to generate command line arguments and execute the commands in com-
mand prompt in the user defined sequence. Since the script is written in Perl which
is an interpreted language, to execute the script an interpreter is required. So a Perl
interpreter must be installed to use the pre-processing framework. Strawberry Perl
[54] perl interpreter is used in our scope of the research work to execute the pre-
processing framework.

6.3 Implementation of Imagefusion Framework

The imagefusion framework is implemented as a generic library. The time series
interpolation block, the data fusion block and the accuracy assessment blocks are
combined into the imagefusion framework. The imagefusion framework is imple-
mented in C++11. Its main component is the library “libimagefusion”. With this li-
brary users have everything at their hands to implement data fusion algorithms. For
that it contains a few core classes to represent images, to structure multiple images
by date and resolution as required for data fusion algorithms, it defines common
interfaces for data fusion algorithms and contains some helper classes. These relate
in a natural way, which makes the design clear and lightweight. One central class is
Image. It can read and write image files in different formats for which it relies on the
GDAL library. For its image processing capabilities the well-known library OpenCV
is used. These libraries are highly optimized and well maintained. So instead of
writing own code to provide the same functionality it is better to reuse them. By
wrapping these libraries in an own class, it was possible to add missing functional-
ity. Also the wrapping allows us to hide the complicated interfaces of the libraries
behind simpler and more natural interfaces. The Image class still allows the users to
access the underlying OpenCV object directly. So the users are not restricted in the
functionality by any means. With the help of the core classes another important part
of the imagefusion framework could be realized: the implementation of data fusion
algorithms. These are included in the library for convenience, but could as well be
kept outside. Currently three data fusion algorithms are implemented : STARFM,
ESTARFM and SPSTFM. These are optimized for performance without compromis-
ing the accuracy. The implementations also provide lot of options to control the data
fusion algorithms. Depending on the application and options our implementations
might even give better results than the reference implementation. Now at the same
time requires much less computation time for example our ESTARFM implementa-
tion is faster by a factor of more than 100 compared to the reference implementation
in IDL. The computation speed is also accelerated by parallelization. For local op-
erating data fusion algorithms such as STARFM and ESTARFM there is a general
parallelization concept implemented.

After the implementation of all the core functionalities required for the data fu-
sion process, time series interpolation and the accuracy assessment. A command
line tool with a pre-built help function is developed to perform the respective task
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of the autonomous generic remote sensing time series generation process. The tools
developed for the task with respect to each block is listed below.

1. Data Fusion:
STARFM.exe, ESTARFM.exe and SPSTFM.exe

2. Time Series Interpolation:
imginterp.exe

3. Accuracy Assessment:
imgcompare.exe
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Chapter 7

Experimentation and Results

In this chapter, various experiments conducted during the scope of the research
work and their results are presented in detail. These experiments are performed
to make sure the main objective of the efficient data fusion approaches for remote
sensing time series generation is achieved. The experiments are performed to check
the performance and efficiency of the pre-processing framework and the imagefu-
sion framework. The results from the tests are described in detail in the following
sections to present a overall picture on how much the performance of the remote
sensing time series generation process is improved because of our novel approach
and techniques. The results are also presented as proceedings in international con-
ferences [15] and [16]. The processes on which the experiments are made are listed
below.

1. Pre-processing

2. Data Fusion

7.1 Findings on Pre-processing

Pre-processing is an important process in the remote sensing time series generation
process. This process removes inconsistencies present in the data and makes it con-
sistent. The data from different satellites differ from each other in projection system,
resolution and pixel size due to the differences in the construction of sensors, ac-
quisition time and different viewing angles [13]. The data needs to be processed
for image registration in-order to be used in data fusion algorithms. The image
registration pre-processing steps are re-projection, re-sampling and cropping/stitch-
ing. These pre-processing steps are applied on the MODIS [49] data using the pre-
processing framework with the ability to control the pre-processing sequence of op-
eration. MODIS data is choosen because of its the high temporal resolution meaning
that a large number of images has to be pre-processed to be suitable for the remote
sensing time series generation by data fusion. Moreover the moderate spatial and
high temporal resolution images are often processed more to preserve the high spa-
tial resolution images. In this section, the results of the novel research approach
made to measure the impact on the quality and processing time due to change in
the pre-processing operation sequence on moderate resolution satellite images are
presented.

This experimentation is conducted on the MODIS images is presented with a
scenario of having them prepared for data fusion with Landsat images. In this ex-
periment a single tile from Landsat-8 satellite and a single tile from MODIS satellite
are used and more details of the scenario are presented in the below subsections. The
Landsat-8 satellite image is provided in UTM projection [72], where are the MODIS



88 Chapter 7. Experimentation and Results

satellite image is provided in sinusoidal projection [42]. There are also other differ-
ences between these two satellite images which are provided in the table 7.1.

Difference between Landat-8 and MODIS
Properties LANDSAT-8 MODIS
Projection UTM Sinusoidal
Resolution 30m 250m
Dimension 8061 x 8151 4800 x 4800

TABLE 7.1: Properties of Landsat-8 and MODIS images

The difference between the two satellite images can be visually seen from the figures
7.1 Landsat 8 image and 7.2 MODIS image. The figures also represents the initial
condition of both the Landsat and MODIS data before pre-processing steps. From
this we can clearly see that these data cannot be used in data fusion process directly.

FIGURE 7.1:
LANDSAT-8

FIGURE 7.2:
MODIS

7.1.1 Research Target

This research work is done to address and understand the following key issues in
the pre-processing process which presents a roadblock in our aim of achieving an ef-
ficient data fusion approaches in autonomous remote sensing time series generation.
The roadblocks addressed are listed below:

1. Data handling-management

2. Sequential processing

This section presents the research findings and observation on the two important
points, the sequential pre-processing operation and amount of data used in every
pre-processing step and their impact on the dependencies such as disk space (mem-
ory) and computing power.
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Data Handling/Management

Remote sensing time series generation by data fusion process uses huge amount of
data. Due to their sheer size and number there are some major issues which has to
be addressed. The issues concerning the data handling part of the pre-processing
operations are huge disk space, high processing time and high power computing
devices [46]. The roadblock which posed by the amount of data is described with an
example below.

A single moderate resolution image covers a huge area (MODIS single tile covers
an area of 1100km x 1100km) [42] which is used in all the pre-processing steps. The
single moderate resolution image is multiple times bigger than a single high spatial
resolution image (Landsat single tile covers an area of 180km x 180km) [42]. More-
over the image size used in the data fusion process depends on the study area which
may be even smaller than a single high spatial resolution image. In some situations
the study area can also be located partially on one scene and on another. In this
case the amount of data needs to be pre-processed doubles. Another parameter that
determines the amount of input data required for the process is the total number of
days the high spatial synthetic data has to be generated. It also depends on the total
number of image bands for which the time series has to be generated. A sample con-
dition and the estimate of the amount of input data to be handled and processed in
the initial pre-processing step is shown in the table 7.2 below. The sample condition
is to generate synthetic high spatial resolution data (Landsat like) for a duration of
30 days in red and near infrared bands using Landsat and MODIS data.

Input Data size (MB) Quantity Total Size (MB)
MODIS HDF 110 30 3300
MODIS Red Tiff 44 30 1320
MODIS NIR Tiff 44 30 1320
Landsat Red Tiff 128 2 256
Landsat NIR Tiff 128 2 256
Total 6452

TABLE 7.2: Data Estimate for the sample condition

The table 7.2 presents the total amount of data at the beginning of the pre-processing
process only considering the necessary bands. This estimate does not include the to-
tal size of the product. Because the MODIS Data is provided in HDF file format. It
contains the individual band as sub datasets along with quality and other informa-
tion. The sub datasets of the HDF file can be extracted and converted to Tiff files
using GDAL [23]. Landsat data is provided .tiff files in zip container with all the
available bands. The individual band images required for the process can be ex-
tracted from the zip container. For this scenario, the above table presents the total
amount of input data to begin with before pre-processing which in this case is not
very much because its comes around 6.4 GigaBytes. When the input image data is
used in the first pre-processing step, the output data is created which adds on top
of the already available data as additional data to the memory. The output created
by the first step is again used in the next pre-processing step which again creates
output data and is again added to the memory. This process is repeated until all the
pre-processing steps are executed. In this way we end up adding more and more
data to the memory. Depending on the duration and number of bands used for time
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series generation, the total amount of data can exceed gigabytes and even terabytes.
This results in the memory storage filled up quickly and causing storage issues for
the new data. A novel approach is developed and is described in the following sub-
section which solves this issue and reduces the amount of intermediate data created
during the process and there by reduces the load on the memory storage.

Sequential Pre-Processing operation

The next roadblock we addressed is the pre-processing operation performed sequen-
tially on the low spatial resolution data. All of the low spatial resolution satellite
data needs to be processed for all the pre-processing steps, this can only be done
sequentially, i.e. the output from the first step is used as input for the second step.
The commonly followed pre-processing sequence for image registration is reprojec-
tion, resampling and cropping. The moderate resolution image is transformed from
its original projection system to the projection system of the high resolution image,
then the reprojected moderate resolution image is resampled to match the pixel size
of the high resolution image and later both the moderate resolution and the high
resolution images are cropped to the required size.
The sequential pre-processing is the primary reason for all the major issues in the
pre-processing process such high processing time, high memory storage require-
ment and high power computing requirement. When a full size moderate resolution
image is used in the pre-processing step, the end result will be addition of huge
amount of data on the storage and the processing time is also exceptionally long.
But in reality a full size moderate resolution image is not required for all the pre-
processing steps as well as for the data fusion process. This can be clearly seen in the
figure 7.3 where a Landsat image is overlaid on top of the MODIS image. Clearly the
MODIS image is multiple times bigger than the Landsat image but at the end of the
pre-processing process, a MODIS image cropped to the size of the Landsat image or
even a smaller image size covering just a smaller study area is produced.

FIGURE 7.3: Landsat image overlaid on MODIS image
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This shows that a large amount of moderate resolution image data which is not
considered for the data fusion process is also processed in all the pre-processing
steps.

A novel approach is developed to resolve this issue and the approach is also
tested in this experiment with an aim to reduce processing time and control the huge
addition of new data to the memory. The proposed novel approach is to change the
order of execution of the pre-processing steps and using a smaller image as input for
the individual pre-processing steps. By this approach the amount data to be used
as input for each pre-processing step can be controlled which has a direct impact on
the processing time and the creation of output data. To verify the effectiveness of
this approach on processing time and creation of new data the pre-processing steps
are executed in the following sequence with varying input image size. The table 7.3
provides the different pre-processing sequence and the size of the input image used.
The different sequences are arrived from the standard image registration process [12]
which are reprojection, resampling and cropping. The detailed description about
these processes are provided in the chapter 4 "State of the Art".

Image Size Pre-processing Sequence Notation
Full Reprojection-Resampling-Cropping F1
Full Reprojection-Cropping-Resampling F2
Half Reprojection-Resampling-Cropping H1
Half Reprojection-Cropping-Resampling H2
Quarter Reprojection-Resampling-Cropping Q1
Quarter Reprojection-Cropping-Resampling Q2

TABLE 7.3: Pre-processing Sequence and Input Image Size

The pre-processing sequences show above are executed on the input data in the
exact order and the impact on the run time and storage are measure. The tests
are performed in a standard desktop PC and the results are recorded. The pro-
cessing time for the various pre-processing sequences are measured using the pre-
processing framework developed as part of this research work (described in detail
in chapter 5 "Software Design") and the process is also automated to simplify the
execution of various pre-processing sequences. The processing time, amount of ad-
ditional data created (data handling and management) and the quality of the output
data from various pre-processing sequences are observed and the values are pre-
sented measurement subsection. Execution of the pre-processing sequence in the
above mentioned order on different input image sizes changes the results to a great
extent. The expected outcomes of the change in pre-processing sequences such as
reduction in run time and creation of less additional data can be seen clearly in the
measurement results.
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7.1.2 Measurements

Run Time Estimation

The automated pre-processing framework developed as part of this research work
is used to execute the various pre-processing sequence on the image data. The pre-
processing framework is capable of performing batch execution of the defined pre-
processing sequence and record the total duration it takes to execute the whole pro-
cess as well as for an individual image. The application also provides the feasibil-
ity to alter the pre-processing sequence in a simple way and execute the new pre-
processing sequence on the input image data. The processing time for the execution
of different pre-processing sequences on a single image is recorded and presented in
the table 7.4.

F1 F2 H1 H2 Q1 Q2
55.5 2.8 28.8 2.5 10.1 1.7

TABLE 7.4: Processing time for pre-processing sequence with a given
input image size

The graphical representation of the processing time is shown in the figure 7.4. This
graph provides an comparative overview on the run time measured for the various
pre-processing sequence with different input image sizes. The graph represents the
six different pre-processing sequence on the x-axis and the processing run time in
the y-axis and the bars are labelled with the sequence identifier defined in the table
7.3.

FIGURE 7.4: Pre-processing run time comparison

The processing time recorded in the table 7.2 and the run time comparison be-
tween different pre-processing sequences with different input image sizes shown
in the figure 7.4 clearly indicates that the processing time of the pre-processing se-
quence 2 (Reprojection – Cropping – Resampling) is very less when compared to
the pre-processing sequence 1 for any given input image size. The difference in run
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time between the two sequences is measured to be about 90 percent lesser. There is
also a notable difference in the run times measured between the same pre-processing
sequences with different input image sizes. From the results it can be said with con-
fidence that the two major time consuming pre-processing processes are resampling
and reprojection. When an input image of any size is used in the pre-processing
sequence 1 which is reproject - resample - crop, the run time is very very high in
comparison to the pre-processing sequence 2 which is reproject - crop - resample.
Just by moving the resampling step to the end drastically reduces the run time.

7.1.3 Data Estimation

In this section the amount of additional data created due to the execution of various
pre-processing sequence is analyzed. As explained in the previous subsection data
handling/management the input data (MODIS single image file) is used to perform
the various pre-processing sequences. After the execution of each pre-processing
sequence described in the table 7.3, the total amount of newly created data is mea-
sured. In the table 7.5 the initial input image size used and the total amount of
output data created is shown.

F1 F2 H1 H2 Q1 Q2
Initial 44 44 22 22 11 11
Final 3650 192 2056 163 938 121

TABLE 7.5: Data Estimation in MB

The data recorded in the above table clearly shows that the execution of pre-
processing sequence 1 (Reprojection – Resampling – Cropping) creates more output
data than that of the pre-processing sequence 2 (Reprojection - Cropping - Resam-
pling). The numbers clearly indicates that many folds decrease in additional data
generated during the pre-processing sequence. When a pre-processessing step is ex-
ecuted on the input data it creates an output after performing the said pre-processing
step. The output data is then used in the next pre-processing step as input data and
so on. When a full size MODIS image is used in the pre-processing steps reprojec-
tion and resampling, the resulting output data size is many folds bigger than the
input file. This is because the MODIS data in its original form is available in sinu-
soidal projection system, when it is reprojected to UTM projection system, the image
is wrapped as shown in the figure 7.3. This operation include new pixels and also
stretch the old pixels in the MODIS image there by creating new data. After the
reprojection, the moderate spatial resolution (250m x 250m) MODIS data is resam-
ple to 30m x 30m spatial resolution scale of Landsat data, the pixels numbers are
increased drastically, this also increases the size of the image. By altering the input
image size and also controlling the sequence of the execution of pre-processing steps,
the amount of data generated during the pre-processing process can be greately re-
duced. This can be clearly seen in the table 7.5 data estimation. By cropping the
image before resampling process and also by decreasing the size of the input image
the amount of data created in each step can be controlled and kept to a minimum.
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7.1.4 Output data quality

In theory the output image resulting from all the pre-processing sequence should
be similar. Because the variables in the processes are the input image size and
the processing sequence. The aim of the pre-processing sequence is to generate an
pre-processed image over a given study area. So the final output from all the pre-
processing sequence is an image reprojected in UTM projection system, resampled
to 30m x 30m pixel resolution scale and cropped to same geographical extent. But
the output data created from different pre-processing sequences using different in-
put image sizes are different when compared with each other. This is because the
pre-processing steps such as reprojection and resampling modifies the pixel size of
the original image. This modification can induce addition or deletion of pixels in
the output image created from the pre-processing steps. Mostly new pixels will get
added in both the pre-processing steps due to the conversion of projection system
in reprojection and the up scaling of pixel resolution in resampling. The location
of the addition of new pixels in the output image is determined by the size of the
input image as well as the sequence of execution of the pre-processing steps. The
output image produced by different pre-processing sequence with same image size
are compared and are shown in the below figures 7.5, 7.6 and 7.7.

Figure 7.5 to 7.7 shows the difference image of the output images created by the
pre-processing sequence 1 and 2 using the same input image. The dark pixels in the
image shows that the pixel values in those locations are similar in both the output
images. The yellow line shows the location of the pixels where the pixel values are
different. From these images we can see clearly where the new pixels are added
in the images by different pre-processing sequences. By changing the order of the
pre-processing sequence the location of the new pixels added in the output images
are controller. More over the number of new pixels added in the output images can
also be observed from the figures. When using a bigger input image we can clearly
see that many new pixels are added this can be clearly seen from the amount of
yellow lines visible in the difference image shown in figure 7.5 and the number of
new pixels created reduces with the reduction in size of the input image, The trend
can be observed in the figures 7.6 and 7.7.

FIGURE 7.5: Difference Image Sequence 1 and 2 (Full)
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FIGURE 7.6: Difference Image Sequence 1 and 2 (Half)

FIGURE 7.7: Difference Image Sequence 1 and 2 (Quarter)

From these observations we can clearly see that the change in pre-processing se-
quence has a high impact in the quality, run time and also the amount of data created
during the pre-processing process.
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7.2 Findings on Data Fusion Process

The generic data fusion library developed during the scope of this research work is
also tested to estimate its performance in comparison with the already available data
fusion algorithm implementation. Various capabilities of the imagefusion frame-
work such as data handling, accuracy of the different data fusion algorithms in-
cluded in the framework, processing time and the capability of generating remote
sensing time series are tested and the results are presented in this section.

7.2.1 Data Handling

The imagefusion framework core functionality uses the GDAL library, handling of
different satellite data is never an issue, because GDAL library [23] supports most of
the known geodata formats. Moreover the data format to be used in the imagefusion
framework can also be controlled from the pre-processing framework. This makes
imagefusion framework suitable for the time series generation of any satellite data.

7.2.2 Accuracy

The ultimate aim of the imagefusion framework is the development of a common
platform for different data fusion algorithms which is achieved by the implementa-
tion of three data fusion algorithms using the imagefusion framework. Testing the
accuracy of the data fusion algorithm and its computational performance are very
important to show that the imagefusion framework works as a common platform
for different data fusion algorithms. The data fusion algorithms implemented in the
imagefusion framework are listed below:

1. STARFM [22]

2. ESTARFM [77]

3. SPSTFM [31]

The measurement of accuracy and the computational performance in case of STARFM
[22] and ESTARFM [77] are very simple because of the availability of the refer-
ence implementation. The data fusion algorithms implemented in our imagefusion
framework is used to predict high spatial resolution data for simulated data and real
satellite data and the results are compared with the reference implementation. The
simulated data is created to test the accuracy of the prediction of STARFM [22] and
ESTARFM [77] when there is temporal change (represented as water and vegeta-
tion), change in the size of object (represented as vegetation change) or linear object
(represented as road and vegetation) [22]. These images are simulated images and
are used by the authors who developed the data fusion algorithms. In order to mea-
sure the improved performance of our imagefusion framework the original satellite
images (Landsat and MODIS) used to test the data fusion algorithm and their imple-
mentation is used to test the implemented data fusion algorithms in our imagefusion
framework.
The figures 7.8 to 7.11 shows the input images used to measure the performance
of the data fusion algorithm. The tables 7.6 to 7.9 provides the accuracy of the
STARFM [22] data fusion algorithm implemented in the imagefusion framework
against the accuracy of the actual reference STARFM [22] and ESTARFM [77] imple-
mentation. High resolution images are predicted using both the implementations.
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The predicted images are compared with the reference images to estimate the aver-
age absolute difference in order to represent the accuracy.
This figure 7.8 represents the water (circle in the middle) and vegetation surrounding
the water. The Change of vegetation is shown in the 3 figures in both high resolution
and low resolution (First 2 rows). The last row represents the predicted images using
the data fusion algorithm with two different setting. The images are predicted using
the data fusion algorithm by using the 3 low spatial resolution images (d, e and f)
and the 2 high spatial resolution images (a and c). Both the results looks similar but
the image (g) in figure 7.8 is more accurate to the actual reference image.

FIGURE 7.8: Water Vegetation

In the figure 7.9, the simulated data represents the growth of vegetation over time
in high spatial resolution and low spatial resolution. Then the data fusion algorithm
is used to predict the image in the middle using the 3 low spatial resolution images
and first and the last high spatial resolution images.

FIGURE 7.9: Vegetation Change
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Like wise the figure 7.10 represents a simulated image with road (diagonal line)
crossing the water and vegetation in the images and the vegetation is changing over
time leaving the water and road constant.

FIGURE 7.10: Road and Vegetation

Finally the actual satellite images are used in the data fusion algorithm to mea-
sure the prediction accuracy and the performance. The actual image used in the test
is shown below.

FIGURE 7.11: Actual Satellite Image
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The spatio-temporal data fusion processes are controlled by various control op-
tions provided as inputs during the data fusion process. The control options are
listed below:

• Window size

• Number of input image pairs to be used (single or double pair [22], [77])

• Tolerance range for a pixel value to be considered spectrally similar.

The data fusion algorithms implemented in the imagefusion framework are pro-
vided with more options to control the STARFM [22] data fusion process. The ac-
curacy of our implementations are better than the actual reference STARFM [22]
implementation. Because during the implementation of the STARFM data fusion al-
gorithm in the imagefusion framework, the reference implementation was studied
closely and during this time some bugs were identified in the reference implementa-
tion and those were rectified and implemented in the imagefusion framework. This
improved the results greatly. This can be seen clearly from the tables 7.6 and 7.7
that the values at the last column (Best configuration) always predicts the data more
accurately than the actual reference STARFM implementation.

Image Set
Data Fusion Algorithm Water and Vegetation Change Road and Vegetation

Vegetation Date 2 Date 3 Date 2 Date 3
Reference STARFM 5.09987 258.979 401.445 2.6504 2.45204
Our Implementation
(Reference configuration)

5.09929 258.977 401.441 2.64996 2.45156

Our Implementation
(Best configuration)

2.85658 210.858 341.123 2.10169 2.45156

TABLE 7.6: AAD estimated for the simulated data using reference
STARFM and STARFM in imagefusion framework

Image Set
Data Fusion Algorithm Green Red Near Infra Red
Reference STARFM 46.6149 54.492 147.624
Our Implementation
(Reference configuration)

46.5554 54.1382 147.554

Our Implementation
(Best configuration)

44.5791 50.4154 143.46

TABLE 7.7: AAD estimated for the actual satellite data (in green, near
infra-red and red bands) using reference STARFM and STARFM in

imagefusion framework
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In case of ESTARFM [77], the options did not improve the accuracy consider-
ably. So the table only provides the comparative results between the reference im-
plementation and our implementation in the imagefusion framework with reference
configuration. The results are provided in the tables 7.8 and 7.9

Image Set
Data Fusion Algorithm Vegetation Change Road and Vegetation

Date 2 Date 3 Date 2 Date 3
Reference ESTARFM 421.318 665.028 0.535156 0.357244
Our Implementation
(Reference configuration)

408.028 637.92 0 0

TABLE 7.8: AAD estimated for the simulated data using reference
ESTARFM and ESTARFM in imagefusion framework

Image Set
Data Fusion Algorithm Green Red Near Infra Red
Reference ESTARFM 38.1754 34.0269 125.497
Our Implementation
(Reference configuration)

38.3998 34.1477 125.335

TABLE 7.9: AAD estimated for the actual satellite data (in green, near
infra-red and red bands) using reference ESTARFM and ESTARFM in

imagefusion framework

The AAD values recorded in the tables shows that the data fusion algorithms im-
plemented in the imagefusion framework performed exactly like the reference im-
plementation. In case of the STARFM the imagefusion framework predicted images
with even better quality than the reference implementations. But the real difference
can be seen in the computational time measured during the data fusion process. The
computational time of the data fusion process is described in detail in the following
subsection.
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7.2.3 Computational Time

Computational times of both the reference implementation and our implementation
are recorded during the prediction of the actual satellite data. Our implementation
outperformed the reference implementation by many folds. This can be clearly seen
in the run time comparison between reference ESTARFM [77] (IDL) implementation
and our implementation (C++). This is mainly due to the parallel computing of the
data fusion process in the imagefusion framework as well as the optimized imple-
mentation of the data fusion algorithms in the imagefusion framework.

The imagefusion framework’s capability to generate time series of data for mul-
tiple number of days is also tested. Remote sensing time series in general is creation
of high resolution data for multiple number of days where actual satellite data is
missing. Imagefusion framework can be used to generate synthetic data for one par-
ticular day or for multiple number of days based on the number of input pairs and
input images provided to the data fusion algorithms. This functionality is included
in the imagefusion framework which is not available in the reference implementa-
tions.

Finally both the pre-processing framework and the imagefusion framework com-
bined functionality is also tested. Both the frameworks can be used individually or
can also be combined [16]. The data fusion algorithms provided in the imagefu-
sion framework work as command line utilities. Simply adding one of the data fu-
sion algorithm utility as a step in the configuration file of the pre-processing frame-
work and executing the configuration file with the script will perform both the pre-
processing of satellite data and time series generation using the pre-processed data
in one go.

Data Fusion Algorithm Input Image Resolution Runtime in Seconds
Reference ESTARFM 1200 x 1200 22
Our STARFM 1200 x 1200 18
Reference ESTARFM 400 x 400 574
Our ESTARFM 400 x 400 10

TABLE 7.10: Recorded runtime for the execution of reference
STARFM, ESTARFM vs STARFM and ESTARFM in imagefusion

framework
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Chapter 8

Conclusion

The need for daily or near daily high spatial resolution data can not be fulfilled by
the current remote sensing satellite architecture. Many optical high spatial resolution
remote sensing satellites should be launched in to orbit in a constellation to achieve
daily high spatial resolution data. This approach is very expensive, more over there
are other issues such as the cloud cover over the land surface under observation,
failure of sensors on-board the satellite or the loss of the satellite itself. Autonomous
generic remote sensing time series generation by data fusion has the potential to
generate daily high spatial resolution optical remote sensing data and support many
remote sensing applications. This approach can support the remote sensing applica-
tions such as crop monitoring, climate research, disaster management and response
and many more. All of this can also be achieved at a lower cost. This approach also
has some issues which needed further research and development. In the scope of
the research work, efforts are made to develop a new approach in-order to make
the remote sensing time series generation by data fusion process an effective, effi-
cient and practical alternative to having more remote sensing satellites in-orbit. In
this research work we have succeeded in understanding the remote sensing time se-
ries generation process and gained valuable knowledge in the individual processes
involved in the time series generation work flow. The individual process that are
identified as key processes in the time series generation by data fusion process are:

1. Data download

2. Pre-processing

3. Time series interpolation

4. Data fusion

5. Accuracy assessment

The gained knowledge and understanding of the individual processes are devel-
oped into many novel techniques, methods and tools to improve the remote sensing
time series generation by data fusion process so much so that this solution can be
used as a potential alternative for the real satellite data. The major developments
and improvements made to streamline the workflow of the data fusion process are
listed below.
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• Automated the download of data using the data download API B provided
by the data providers. This helps to reduce the amount of time wasted on
manually selecting and downloading satellite data from a web based graphical
user interface.

• Developed pre-processing framework which efficiently and effectively con-
trols the sequential execution of the pre-processing steps and there by achieved
better quality results in less time, effectively controlled the creation of addi-
tional intermediate data during the pre-processing steps to reduce the issues
of data handling and need for high memory storage devices and most impor-
tantly realized the complete pre-processing process using the available limited
computational resources. Various tests are conducted on the pre-processing
framework and the results are published as proceedings in international con-
ferences [15].

• Developed a novel technique to perform cloud and cloud shadow pixel mask-
ing on the different resolution remote sensing data and interpolation method
to replace the cloud and shadow pixels in the images with valid pixel values
in-order to avoid the interference of the high pixel values of the cloud pixel
values in the data fusion process from causing errors. This work is done in
collaboration with fellow researcher Mr. Christof Kaufmann and the results
are presented in international conference [10]

• Developed a new, novel and generic data fusion library capable of fusing data
from any optical remote sensing data with parallel computing functionality
with improved performance and efficiency in terms of computational time and
quality. The data fusion algorithms with state of the art parallel computing
method offers better results and completed the task in less time. The novel
data fusion library is tested for its performance and efficiency and the results
are published in the proceedings in international conference [16].

• Included the statistical comparison methods within the data fusion library to
enable the generation of statistical comparison parameters to measure the ac-
curacy of the generated results as soon as the data is generated.

This work is periodically published and presented in internal conferences. It is
also tested by our collaborators at the Institute of Remote Sensing in University of
Wuerzburg and the results are also published in journals and international confer-
ences.

Overall the main objective of the research work has been fulfilled to a great extent
with the key research is focused on the impact of the change in sequential execution
of the pre-processing steps on the quality and run time of the remote sensing data
to achieve high efficiency in pre-processing process and implementation of parallel
computing in data fusion process to speed up the time series generation process
by data fusion and also to achieve better prediction quality. Along with the above
mentioned research point, other developments are also made to bring the whole
time series generation by data fusion process into a single package solution, there by
achieved the objective of efficient data fusion approaches for the remote sensing time
series generation. In the beginning of this research work there was no such solution
to perform remote sensing time series generation by data fusion this effectively and
efficiently. But at the end of the research work there is such as solution and it is also
built with futuristic approach so that it can be developed consistently to meet the
growing demands.
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This research work is performed at the Department of Remote Sensing, Univer-
sität Würzburg. The outcome of this research work is currently being used by project
partners to generate synthetic high spatial resolution time series of optical remote
sensing data. The time series generated is used to derive various vegetation index to
monitor the crop growth and study the effectiveness of using synthetic high spatial
resolution data as a replacement for actual satellite data. This research work may not
be possible without the funding by the Federal Ministry for Economic Affairs and
Energy (BMWi), Germany under the project titled Techs4TimeS (FZK: 50EE1353).
The outcome of the research work is a pre-processing framework and imagefusion
framework, the source code and the pre-built binaries are availble at the Depart-
ment of Remote Sensing, Universität Würzburg and Department of Robotics and
Computer Technology Hochschule Bochum.
The imagefusion framework developed in the scope of the research work offers lots
of possiblities to future development. The framework offers good API to all the
core functionalities, its potential can be tapped to implement many new data fu-
sion algorithms. Presently the remote sensing time series generation by data fusion
process developed in this research work is a open loop process. The input data is
used to generate the time series and the quality of the generated data is measured
punctually where there is a reference image is available. The measured accuracy is
only used as a quality metric, it could be used to develop a control loop around the
time series generation process. When the quality of the generated image is below
the threshold, the accuracy assessment module developed as a control module can
be used to tweak the control parameters of the data fusion process to obtain better
accuracy. New accuracy assessment methods could also be developed to measure
the accuracy of the generated images on all days where the reference images are not
available which is currently not possible. These are some of the future works which
can be done on top of the research work presented in this report on the "Efficient
data fusion approaches for remote sensing time series generation".
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Appendix A

Appendix

A.1 Tools used to process remote sensing data

Some of the basic tools used to read, interpret and process the above mentioned
satellite data in different formats are described below. Some of these tools are part
of open source software, libraries and some are licensed applications.

A.1.1 Geospatial Data Abstraction Library (GDAL)

Geospatial Data Abstraction Library [23] or GDAL is a translator library for raster
and vector geospatial data formats that is released under an X/MIT style Open
Source License by the Open Source Geospatial Foundation. As a library, it presents a
single raster abstract data model and single vector abstract data model to the calling
application for all supported formats. It also comes with a variety of useful com-
mand line utilities for data translation and processing.

A.1.2 QGIS

QGIS[QGIS] is a free and open source geographic information system. In this re-
search work the QGIS application is mainly used to perform basic raster operations
such as visualization of JPEG 2000 (.JP2) file format, image overlay for visual inspec-
tion, cropping and simple raster calculations.

A.1.3 HDFView

HDFView[29] is a free software developed by the HDF Group [28]. This tool enables
the user to view, edit and create hdf files. This tool is mainly used to visualize and
understand the MODIS data which is offered in HDF file format.

A.1.4 ENVI

ENVI is a commercial geographic information system application provided by L3Harris
[41]. Since its a commercial application, this software is not extensively used in the
project. This application/software is only used to test the ESTARFM a data fusion
algorithm. The author used ENVI to implement and test the data fusion algorithm.
Since this thesis aims to develop efficient data fusion approaches for remote sensing
time series generation, this tool is used only for a brief moment. The license for this
application is offered by the University of Wuerzburg (check this with Thorsten).
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Appendix

B.1 Automated download scripts

The data providers offers automated download script to download data. This avoids
the need for the use of web graphical user interface which is not efficient for our
work, often time consuming and tedious. Below you will find the links to download
the automated download scripts:

1. NASA Earth Explorer [51]
Link: USGS API

2. ESA Scihub [18]
Link: Sentinelsat API

3. LSA LSADC [47]
Link: Mail to get the LSA-DC API

4. DLR CODE-DE [11]
Link: CODE-DE API

https://mapbox.github.io/usgs/index.html
https://sentinelsat.readthedocs.io/en/stable/index.html
support@collgs.lu
https://code-de.cdn.prismic.io/code-de/209d6fe7-af56-47c3-991e-add437ab8732_EO+Finder+-+API+Documentation+v1.0.2_ENG.pdf
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