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## Notations

Here we indicate some of the notations and conventions used in this thesis, most of them are standard. However, this list is not complete; we omit notions which only appear in one section where they are defined in situ or which are standard.

As usual, we denote by $\mathbb{N}=\{1,2,3, \ldots\}$ the set of positive integers. The sets of integers, rational numbers, real numbers, and complex numbers are denoted by $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$, respectively. Following an old tradition in the theory of the zeta-function, the complex variable is given by a mixture of greek and latin letters: we write $s=\sigma+i t$, where $\sigma, t \in \mathbb{R}$, and $i$ is the imaginary unit $\sqrt{-1}$ in the upper half-plane.
The letter $p$, with and without a subscript, denotes a prime number. The symbol $\equiv$ stands either for some congruence or it denotes that a function is constant. The number of elements of a finite set $\mathcal{A}$ is denoted by $\# \mathcal{A}$.

The logarithm is, as usual in number theory, always taken to the basis $e=\exp (1)$. The integer part and fractional part of a real number $x$ are indicated by $[x]$ and $\{x\}$, respectively. Very convenient is the use of the Landauand Vinogradov-symbols. Given two functions $f(x)$ and $g(x)$, both defined for $x \in X$, where $g(x)$ is positive for all $x \in X$, we write

- $f(x)=O(g(x))$ and $f(x) \ll g(x)$, respectively, if there exists a constant $C \geq 0$ such that

$$
|f(x)| \leq C g(x) \quad \text { for all } \quad x \in X
$$

here $X$ is specified either explicitly or implicitly. Usually, the set $X$ is an interval $[\xi, \infty)$ for some real number $\xi$.

- $f(x)=o(g(x))$ if the following limit exists and is equal to zero:

$$
\lim _{x \rightarrow \infty} \frac{|f(x)|}{g(x)}
$$

# Introduction and statement of the main results 

"Aller Anfang ist schwer."<br>Johann Wolfgang von Goethe (1749-1832)

The Epstein zeta-function is an interesting object in number theory. It can be considered as one of many different ways to generalize the Riemann zetafunction. Likewise the distribution of zeros of Epstein zeta-functions is a natural topic to study. Given its connection to quadratic forms it is no surprise that the Epstein zeta-function contains information about primes and irreducibles of number fields. Apart from the famous interest into the distribution of real parts of the zeros of zeta-functions, which leads for example to the question posed in the Riemann hypothesis, also the vertical dictribution of the zeros has been under constant scrutiny. Here uniform distribution modulo one enters the picture. In 1916 Hermann Weyl gave the famous characterization of uniform distribution via his equivalent criteria, which was amongst numerous other advances key in establishing uniform distribution modulo one for the imaginary parts of nontrivial zeros of the Riemann zeta-function decades later.

The main scope of this thesis is to investigate the wide class of Epstein zetafunctions. We want to know if the imaginary parts of nontrivial zeros are uniformly distributed modulo one.
In this introductory chapter section 1.1 introduces the Epstein zeta-function. Section 1.2 states briefly the definition of uniform distribution modulo one and section 1.3 explores Landau's theorem from 1912, which plays an important role. Section 1.4 outlines this thesis and states the main results.

### 1.1 The Epstein zeta-function

1903 Paul Epstein [18] introduced zeta-functions associated with quadratic forms. If $\mathcal{Q}$ is a positive definite $n \times n$ matrix with integer values and $\mathcal{Q}[\mathbf{x}]=$ $\mathbf{x}^{\mathrm{t}} \mathcal{Q} \mathbf{x}$ the associated quadratic form, then

$$
\begin{equation*}
\zeta(s ; \mathcal{Q})=\sum_{0 \neq \mathbf{x} \in \mathbb{Z}^{n}} \mathcal{Q}[\mathbf{x}]^{-s} \tag{1.1}
\end{equation*}
$$

is called the associated Epstein zeta-function. This Dirichlet series converges absolutely for $\operatorname{Re} s>\frac{n}{2}$ and there exists an analytic continuation to the whole complex plane except for a simple pole at $s=\frac{n}{2}$. It is also well known, see for example Steuding [65], that it satisfies the functional equation

$$
\begin{equation*}
\pi^{-s} \Gamma(s) \zeta(s ; \mathcal{Q})=(\operatorname{det} \mathcal{Q})^{-\frac{1}{2}} \pi^{s-\frac{n}{2}} \Gamma\left(\frac{n}{2}-s\right) \zeta\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right) \tag{1.2}
\end{equation*}
$$

with $\mathcal{Q}^{-1}$ the inverse matrix of $\mathcal{Q}$ and $\Gamma(s)$ the Gamma-function. The trivial zeros lie for $m \in \mathbb{N}$ at $s=-m$, though we are interested in the remaining zeros, the nontrivial ones denoted by $\varrho=\beta+i \gamma$.

Let $N(T ; \mathcal{Q})$ count the number of nontrivial zeros with $|\gamma|<T$. There exists an analogue of the Riemann von-Mangoldt formula, i.e.

$$
\begin{equation*}
N(T ; \mathcal{Q})=\frac{2 T}{\pi} \log \frac{T}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}}+O(\log T) \tag{1.3}
\end{equation*}
$$

see for example Steuding [66]. Here

$$
\begin{equation*}
\mathrm{m}(\mathcal{Q})=\min \left\{m \in \mathbb{R} \mid \exists \mathbf{x} \in \mathbb{Z}^{n}: \mathcal{Q}[\mathbf{x}]=m\right\} \tag{1.4}
\end{equation*}
$$

is the minimum value attained by the quadratic form, an important invariant of $\mathcal{Q}$ frequently used in what follows.

We will explore many more properties of Epstein zeta-functions throughout this thesis but would like to close this section with a brief remark about where we find them. They are interesting analytical objects playing an important role in algebraic number theory and in the theory of modular forms, see for example Siegel [63]. We also find Epstein zeta-functions in chemistry and physics, see for instance the articles of Buhler and Crandall [8], Elizalde and Romeo [15], and Elizalde [16].

### 1.2 Uniform distribution modulo one

As far back as in the middle ages observations were made which in the modern language of mathematics can be connected to uniform distribution modulo one. For example around 1360 the French mathematician Nicole Oresme considered two bodies on a circle with uniform but incommensurable velocities and claimed that
"No sector of a circle is so small that two such bodies could not conjunct in it at some future time, and could not have conjuncted in it some time in the past."

This can be interpreted in a way that the multiples of an irrational number lie dense in the unit interval. Centuries later the basic definition where we can build on runs as follows:
A sequence of real numbers $\left(x_{n}\right)_{n \in \mathbb{N}}$ is uniformly distributed modulo one if for every pair $\alpha, \beta$ of real numbers with $0 \leq \alpha<\beta \leq 1$, the proportion of the fractional parts of the $x_{n}$ in the half open interval $[\alpha, \beta)$ tends to its length in the following sense:

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\#\left\{1 \leq n \leq N:\left\{x_{n}\right\} \in[\alpha, \beta)\right\}}{N}=\beta-\alpha . \tag{1.5}
\end{equation*}
$$

### 1.3 Landau's theorem for the Riemann zeta-function

In 1912 Edmund Landau published his paper "Über die Nullstellen der Zetafunktion" [43]. In this he proved for the nontrivial zeros $\varrho=\beta+i \gamma$ of the Riemann zeta-function

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}
$$

the following estimate: For an arbitrary real parameter $x>1$ we have

$$
\begin{equation*}
\sum_{0<\gamma<T} x^{\varrho}=-\Lambda(x) \frac{T}{2 \pi}+O(\log T) \tag{1.6}
\end{equation*}
$$

where the von Mangoldt $\Lambda$-function is defined by

$$
\Lambda(n)=\left\{\begin{array}{cl}
\log p & \text { if } n=p^{k} \text { with } k \in \mathbb{N} \\
0 & \text { otherwise }
\end{array}\right.
$$

If $0<x<1, \Lambda(x)$ needs to be replaced by $x \cdot \Lambda\left(\frac{1}{x}\right)$ due to the symmetrical distribution of nontrivial zeros.

### 1.4 Statement of the main results and outline of the thesis

The main focus of this thesis is to investigate the distribution of imaginary parts of nontrivial zeros of Epstein zeta-functions. In particular we want to
explore the subset of Epstein zeta-functions where we can show that the imaginary parts are uniformly distributed modulo one. For the Riemann zetafunction $\zeta(s)$, the simplest form of an Epstein zeta-function, Rademacher [55] proved this in 1956 under the assumption of the Riemann hypothesis. He showed that for any positive real number $z \neq 1$, the sequence $\left(\frac{\log z}{2 \pi} \gamma\right)_{\gamma}$ is uniformly distributed modulo one. Here $\gamma$ ranges through the set of positive imaginary parts of the nontrivial zeros of $\zeta(s)$ in ascending order. Unconditionally this was first shown by Elliott [17] in 1972.
In Chapter 2 we introduce the concept of uniform distribution modulo one and connect it to the question of distribution of imaginary parts of zeta-functions. The central elements to achieve this are Weyl's criterion and Landau's theorem. Usually there exist different real parts in the set of nontrivial zeros of a general Epstein zeta-function, to illustrate this we recall several results in section 3.5 .
Therefore a natural question is to ask to which extent in this general case a weighted version of Weyl's criterion exists such that uniform distribution modulo one can be derived directly from a Landau type theorem. This we investigate in section 2.4 where we prove in Lemma 2.4 the following: Assuming the sequence $\tilde{\beta}_{k}=e^{2 \pi \beta_{k}}$ takes only two different values $\tilde{\beta}_{\text {min }}$ and $\tilde{\beta}_{\text {max }}$, and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N}\left(\tilde{\beta}_{k}\right)^{m} \cdot e^{2 \pi m i \gamma_{k}}=0 \tag{1.7}
\end{equation*}
$$

holds for all $m \in \mathbb{Z} \backslash\{0\}$, then the sequence $\left(\gamma_{k}\right)_{k \in \mathbb{N}}$ is uniformly distributed modulo one. That Lemma can help in some cases of Epstein zeta-functions to prove uniform distribution modulo one of the zero ordinates without further assumptions, we provide examples in section 5.5.2. This method comes quickly to an end though. For already three different weights $\tilde{\beta}_{k}$ we provide a counterexample in section 2.5 , i.e. a sequence which fulfills the limit conditions (1.7) without being uniformly distributed modulo one.

In Chapter 3 we look at the theory of Epstein zeta-functions and their algebraic foundation in general. We first explore fundamental properties of binary quadratic forms. For all those it will turn out that the zero ordinates of the associated Epstein zeta-function are uniformly distributed modulo one which will be shown in section 5.5.1. We recall the connection between binary quadratic forms and quadratic number fields and introduce generating functions associated with forms and ideals. We give various examples of forms where Epstein zeta-functions can be represented as a linear combination of more familiar objects like Dedekind zeta-functions and Hecke L-functions. The chapter closes with a summary of known results about the zero distribution of Epstein zeta-functions.

Chapter 4 deals with Landau's theorem in more detail. We recall some applications and generalizations of the theorem including uniform versions in both
variables $x$ and $T$. We study in particular the result of Akbary and Murty [1], which is based on Landau's theorem for a class of Dirichlet series more general than the Selberg class, called $\tilde{\mathcal{S}}$. From this, uniform distribution modulo one of the zero ordinates is derived with help of an average density hypothesis, i.e. assuming an upper bound for the number of zeros $N_{F}(\sigma, T)$ with $F \in \tilde{\mathcal{S}}$ in the strip $0 \leq \gamma \leq T$ and $1 / 2 \leq \sigma \leq T$. This result is important for the context of this thesis since we use a similar density hypothesis to prove a quasi equivalent result for Epstein zeta-functions in Chapter 5.

Chapter 5 contains the main results of this thesis. We prove the analogue version of Landau's theorem valid for all Epstein zeta-functions, Theorem 5.3. In essence we shall see that for an arbitrary parameter $x \in \mathbb{R}^{+} \backslash\{1\}$, as $T \rightarrow \infty$,

$$
\sum_{|\gamma|<T} x^{\varrho}=\frac{T}{\pi}\left(\delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q})-x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)\right)+O(\log T)
$$

Here the coefficients $l_{k}(\mathcal{Q})$ and $b_{k}(\mathcal{Q})$ can be explicitly defined which we show in Lemma 5.1. They occur in the following relation of the logarithmic derivative of the slightely modified Epstein zeta-function $Z(s ; \mathcal{Q})$, defined in (5.1), which carries the same zeros as $\zeta(s ; \mathcal{Q})$ :

$$
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}
$$

For these results we use ideas of Steuding ([67], [65]) and evaluate a contour integral of $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$. Some added complexity stems from the fact that for the logarithmic derivative of the general Epstein zeta-function we have to deal with a general Dirichlet series where the coefficients are related to non integer values. By demanding the density hypothesis

$$
\begin{equation*}
\sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|=o(N(T ; \mathcal{Q})) \tag{1.8}
\end{equation*}
$$

to the imaginary parts of the nontrivial zeros we conclude uniform distribution modulo one of the zero ordinates, see Corollary 5.4. In section 5.5 .1 we apply this result to the case where a binary quadratic form is governing the Epstein zeta-function. We are able to show that the density hypothesis is fulfilled by using methods from Levinson [47], Steuding (see [65],[69]) and the meansquare estimate

$$
\int_{0}^{T}\left|\zeta\left(\frac{1}{2}+i t ; \mathcal{Q}\right)\right|^{2} d t=C(\mathcal{Q}) T(\log T)^{2}+O(T \log T)
$$

holding with some constant $C(\mathcal{Q})$, which was shown by Müller [49]. Leveraging Lemma 2.4 we show in Corollary 5.5 that uniform distribution modulo one can
also be derived for the zero ordinates, if the real parts of zeros cluster around two different lines. Examples of Epstein zeta-functions where the associated quadratic form carries more than two variables and for which this is valid are given in section 5.5.2. We conclude the chapter with an alternative recursive representation of the logarithmic derivative of $Z(s ; \mathcal{Q})$.

In Chapter 6 we approach a quantitative view of the distribution of nontrivial zero ordinates of Epstein zeta-functions. The discrepancy measures how good a sequence is distributed modulo one. We postulate the natural condition of a clustering of zeros around the critical line, i.e. (1.8) at a certain speed. In particular we demand $\sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|=O\left(\frac{T \log T}{\log \log T}\right)$, which holds for the Riemann zeta-function as shown by Levinson [47]. Then we shall see that the estimate for the discrepancy $D_{T}$ for Epstein zeta-functions is

$$
D_{T} \ll \frac{|\log z|}{\log \log \log T} .
$$

for all positive $z \neq 1$. To prove this we apply the Theorem of Erdös and Turán while using ideas of Rehberg [56], as well as Baluyot and Gonek [3].

## So what is really new?

Lemma 2.4 gives a new possibility to derive uniform distribution modulo one for any sequence satisfying the stated limit conditions with two arbitrary weights. Further the construction of the counterexample in section 2.5 for three weights. Theorem 5.3 generalizes Landau's theorem for all Epstein zetafunctions. Corollaries 5.4 and 5.5 provide the opportunity to apply it to a certain class of Epstein zeta-functions. The recursive representation arose from the analysis of Theorem 5.3 and the respective Lemma 5.1. Finally the discrepancy estimate in Chapter 6 is new. The proof uses certain properties of Epstein zeta-functions represented by general Dirichlet series.

## Uniform distribution modulo one

> "Besides language and music mathematics is one of the primary manifestations of the free creative power of the human mind."

Hermann Weyl (1885-1955)

In this chapter we introduce uniform distribution modulo one from the point of view of this thesis in more detail. We start by stating Weyl's criterion in section 2.1. In section 2.3 we show how it is used to prove uniform distribution modulo one of the Riemann zeta zero ordinates by applying well-known results of Levinson [47] about the clustering of the zeros around the critical line. Moreover, we recall in section 2.2 a result of Akbary and Murty [1], which highlights that the ordered finite union of uniform distributed sequences modulo one is again uniformly distributed modulo one. This can later be applied in section 5.5 when we investigate more general Epstein zeta-functions.

In section 2.4 we explore Weyl's criterion for our purpose by allowing powers of different weights to appear. We prove that if just two arbitrary real numbers occur as weights in the exponential sum, this yields another criterion for uniform distribution modulo one. Moreover, in section 2.5 we see on the other hand that for powers of three different weights there exists a counterexample of a sequence obeying the limit conditions, but not being uniformly distributed modulo one. Essentially this is because the third weight adds another degree of freedom. We construct a sequence which approximates three different density functions with non-zero Fourier coefficients and still obeys all limit conditions. We conclude that in case of more than two different real parts occurring in the set of nontrivial zeros more information about the zetafunctions is required in order to derive uniform distribution modulo one for their zero ordinates.

### 2.1 Weyl's criterion

In his famous articles [78], [79] and [80] Hermann Weyl developed an important criterion which is equivalent to uniform distribution modulo one as defined in (1.5). He first proved the following

Theorem 2.1. The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is uniformly distributed modulo one if, and only if, for any Riemann integrable function $f:[0,1] \rightarrow \mathbb{C}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} f\left(\left\{x_{n}\right\}\right)=\int_{0}^{1} f(x) d x \tag{2.1}
\end{equation*}
$$

The proof, see for example the classic reference on uniform distribution from Kuipers and Niederreiter [42], uses the indicator function $\mathbf{1}_{[\alpha, \beta)}$ and the fact that $\int_{0}^{1} \mathbf{1}_{[\alpha, \beta)}(x) d x=\beta-\alpha$ holds obviously. Linear combinations of those indicator functions lead to the statement for step and finally for all Riemann integrable functions. This brings us to the celebrated Weyl criterion which can be stated as follows:

Theorem 2.2 (Weyl's criterion). The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is uniformly distributed modulo one if, and only if, for all $m \in \mathbb{Z} \backslash\{0\}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} e^{2 \pi m i x_{n}}=0 . \tag{2.2}
\end{equation*}
$$

To prove this Weyl utilized the Weierstrass approximation theorem for trigonometric polynomials and Theorem 2.1 above; see for instance again Kuipers and Niederreiter [42], Theorem 2.1.

Weyl's criterion is often used to establish uniform distribution modulo one and was applied and extended in various ways. Just to name a few, Weyl himself extended results on sequences of the form $n^{k} \alpha$ with irrational $\alpha$, mathematical billards and the three body problem, see [79]. Also Vinogradov [76] applied it in his proof of the ternary Goldbach conjecture, which states that any sufficiently large odd integer can be represented as a sum of three primes.
One of many applications of criterion 2.2 was to investigate the distribution of zero ordinates of first the Riemann zeta-function and later zeta-functions in general. The structure of Landau's theorem (1.6) with the free parameter $x$ shows similarities to the exponential sum in Weyl's theorem and we will consider the connection in the next section.

But first we explore a simple possibility to derive uniform distribution modulo one for unions of sequences which are already uniformly distributed.

### 2.2 Composition of uniformly distributed sequences

Akbary and Murty showed in [1], proposition 12 the following consequence of Weyl's criterion.

Theorem 2.3. i) Let $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}$ be two monotonically increasing sequences of positive real numbers and let $\left(c_{n}\right)_{n \in \mathbb{N}}$ be the union of these two sequences ordered according to the absolute value of its elements. If $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}$ are uniformly distributed modulo one, then $\left(c_{n}\right)_{n \in \mathbb{N}}$ is also uniformly distributed modulo one.
ii) Let $F, G$ be general Dirichlet series. If the sequences $\left(\alpha \gamma_{F, n}\right)_{n \in \mathbb{N}}$ and $\left(\alpha \gamma_{G, n}\right)_{n \in \mathbb{N}}$, with $\alpha \neq 0$, formed from imaginary parts of zeros of $F$ and $G$ are uniformly distributed modulo one, then the same is true for the sequence $\left(\alpha \gamma_{F G, n}\right)_{n \in \mathbb{N}}$ of imaginary parts of zeros of $F \cdot G$.
Proof: With $t>0$ let $n_{c}(t)$ be the number of elements of $\left(c_{n}\right)_{n \in \mathbb{N}}$ not exceeding $t$. Hence $n_{c}(t)=n_{a}(t)+n_{b}(t)$. By denoting a general term of $\left(c_{n}\right)_{n \in \mathbb{N}}$ with $c$ we get

$$
\begin{aligned}
\frac{\left|\sum_{c \leq t} e^{2 \pi i m c}\right|}{n_{c}(t)} & =\frac{\left|\sum_{a \leq t} e^{2 \pi i m a}+\sum_{b \leq t} e^{2 \pi i m b}\right|}{n_{a}(t)+n_{b}(t)} \\
& \leq \frac{\left|\sum_{a \leq t} e^{2 \pi i m a}\right|}{n_{a}(t)}+\frac{\left|\sum_{b \leq t} e^{2 \pi i m b}\right|}{n_{b}(t)} .
\end{aligned}
$$

Therefore (i) follows from Weyl's criterion. (ii) is straightforward from (i), since the set of zeros of $F \cdot G$ is the union of the set of zeros of $F$ and the set of zeros of $G$.

For our purpose this simple result is very useful since it transfers uniform distribution modulo one to products of zeta-functions. We will return to this fact when we discuss more general Dirichlet series.

### 2.3 Ordinates of zeros of the Riemann zeta-function

We first consider how Landau's theorem (1.6) and Weyl's criterion Theorem 2.2 play together in case of the Riemann zeta-function. For this we need an asymptotic formula about the number of nontrivial zeros $\varrho=\beta+i \gamma$ up to a given height $T$, denoted by $N(T)$. As conjectured by Riemann and famously proven by von Mangoldt in 1895, the Riemann von-Mangoldt formula gives

$$
\begin{equation*}
N(T)=\frac{T}{2 \pi} \log \frac{T}{2 \pi e}+O(\log T) \tag{2.3}
\end{equation*}
$$

Now starting with Landau's theorem (1.6), dividing by the number of nontrivial zeros using (2.3) above, this yields for $x>1$

$$
\begin{equation*}
\frac{1}{N(T)} \sum_{0<\gamma<T} x^{\varrho} \ll \frac{\log x}{\log T} \tag{2.4}
\end{equation*}
$$

Next we aim to leverage results of the clustering of zeros around the critical line. Therefore we observe that

$$
\begin{aligned}
\left|x^{\left(\frac{1}{2}+i \gamma\right)}-x^{(\beta+i \gamma)}\right| & =\left|x^{i \gamma}\right|\left|x^{\frac{1}{2}}-x^{\beta}\right| \\
& =\left|x^{\beta}\left(x^{\left(\frac{1}{2}-\beta\right)}-1\right)\right| \\
& \leq x^{\beta}\left|\exp \left(\left(\frac{1}{2}-\beta\right) \log x\right)-1\right| \\
& \leq\left|\beta-\frac{1}{2}\right||\log x| \max \left\{x^{\beta}, x^{\frac{1}{2}}\right\}
\end{aligned}
$$

Hence

$$
\begin{align*}
\frac{1}{N(T)} & \sum_{0<\gamma<T}\left|x^{\left(\frac{1}{2}+i \gamma\right)}-x^{(\beta+i \gamma)}\right|  \tag{2.5}\\
& \leq \frac{\max \left\{x^{\beta}, x^{\frac{1}{2}}\right\}|\log x|}{N(T)} \sum_{0<\gamma<T}\left|\beta-\frac{1}{2}\right|
\end{align*}
$$

To proceed we need an estimate for $\sum_{0<\gamma<T}\left|\beta-\frac{1}{2}\right|$. Without assuming the Riemann hypothesis we could now use the following results. Littlewood [48] showed that

$$
\sum_{0<\gamma \leq T}\left|\beta-\frac{1}{2}\right| \ll T \log \log T
$$

Selberg [61] improved on this by integration of his density theorem getting

$$
\sum_{0<\gamma \leq T}\left|\beta-\frac{1}{2}\right| \ll T
$$

Weaker than those two results but still a sufficient asymptotic formula was proven by Levinson [47]. It has the advantage that it can be generalized to other zeta-functions. We will use it since this is more in the scope of what follows. His result was dealing with general $a$-points of the Riemann zetafunction. Applied to the nontrivial zeros, Levinson showed

$$
\begin{equation*}
\sum_{0<\gamma \leq T}\left|\beta-\frac{1}{2}\right| \ll T(\log \log T)^{2} \tag{2.6}
\end{equation*}
$$

Putting (2.6) into (2.5) and using (2.3), we obtain

$$
\frac{1}{N(T)} \sum_{0<\gamma \leq T}\left(x^{\left(\frac{1}{2}+i \gamma\right)}-x^{(\beta+i \gamma)}\right) \ll \frac{(\log \log T)^{2}}{\log T} .
$$

Here and in the following the implied constant depends on the parameter $x$. Bearing in mind that (2.4) holds we can further conclude

$$
\frac{1}{N(T)} \sum_{0<\gamma \leq T} x^{\left(\frac{1}{2}+i \gamma\right)} \ll \frac{(\log \log T)^{2}}{\log T}
$$

Now setting the free parameter $x=z^{m}$ for some real number $z>1$ and $m \in \mathbb{Z} \backslash\{0\}$ we see that

$$
\frac{1}{N(T)} \sum_{0<\gamma \leq T} e^{(\log z \cdot m i \gamma)} \ll \frac{(\log \log T)^{2}}{\log T}
$$

For $T \rightarrow \infty$ this tends to zero, so according to Weyl's criterion 2.2 the sequence of numbers $\alpha \gamma$ with $\alpha=\frac{\log z}{2 \pi}$ is uniformly distributed modulo one.

### 2.4 Lemma for uniform distribution modulo one

In this section we want to explore to what extent we can draw a conclusion about the distribution of a sequence already from a formula like (2.4). It is a natural question in our context since analogous results exist for many zeta-functions. In Chapter 3 we will investigate those variants in more detail.

We start with the Landau type formula (2.4) and denote by $N=N(T)$ the number of zeros up to a given height $T$. Since the right-hand side of (2.4) tends to zero as $T \rightarrow \infty$, we can write

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} x^{\beta_{k}+i \gamma_{k}}=0
$$

which holds for $x \in \mathbb{R}^{+} \backslash\{1\}$. Then, by setting $x=e^{2 \pi m}$, we obtain for all $m \in \mathbb{Z} \backslash\{0\}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} e^{2 \pi m \beta_{k}} \cdot e^{2 \pi m i \gamma_{k}}=0 \tag{2.7}
\end{equation*}
$$

Without adding any hypothesis on the distribution of the real parts $\beta_{k}$ of the nontrivial zeros, we consider in the following what this implies already for the distribution of the imaginary parts $\gamma_{k}$. In particular, we prove that if there are only two different values for the real parts, say $\beta_{\text {min }}$ and $\beta_{\text {max }}$, then the imaginary parts are uniformly distributed modulo one.

Nevertheless for already three different real parts of zeros this is not the case anymore in general if no further assumptions are made for the real parts $\beta_{k}$. In order to show this we provide in section 2.5 an explicit example of a sequence where the imaginary parts $\gamma_{k}$ are not uniformly distributed modulo one, although (2.7) holds for all $m \in \mathbb{Z} \backslash\{0\}$.

Lemma 2.4. Assume the sequence $\tilde{\beta}_{k}=e^{2 \pi \beta_{k}}$ takes only two different real values $\tilde{\beta}_{\text {min }}, \tilde{\beta}_{\text {max }}$ and let

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N}\left(\tilde{\beta}_{k}\right)^{m} \cdot e^{2 \pi m i \gamma_{k}}=0 \tag{2.8}
\end{equation*}
$$

for all $m \in \mathbb{Z} \backslash\{0\}$. Then the imaginary parts $\gamma_{k}$ are uniformly distributed modulo one.

Proof: We assume that the $\gamma_{k}$ are not uniformly distributed modulo one. Then there exists an $\tilde{m} \in \mathbb{Z} \backslash\{0\}$ and an accumulation point not equal to zero, i.e. a sequence of natural numbers $N_{1}, N_{2} \ldots$ and an $\alpha \in \mathbb{C}$ with $\alpha \neq 0$ such that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \frac{1}{N_{i}} \sum_{k=1}^{N_{i}} e^{2 \pi \tilde{m} i \gamma_{k}}=\alpha \tag{2.9}
\end{equation*}
$$

Now we consider (2.8) for the values $\tilde{m}$ and $-\tilde{m}$ and split the sum into two parts where $\gamma_{k}$ is an imaginary part belonging to either $\tilde{\beta}_{\min }$ and $\tilde{\beta}_{\text {max }}$. Hence, we get

$$
\lim _{N \rightarrow \infty}\left(\left(\tilde{\beta}_{\text {min }}\right)^{\tilde{m}} \frac{1}{N} \sum_{\substack{k=1 \\ \tilde{\beta}_{k}=\bar{\beta}_{\text {min }}}}^{N} e^{2 \pi \tilde{m} i \gamma_{k}}+\left(\tilde{\beta}_{\text {max }}\right)^{\tilde{m}} \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\tilde{\bar{\beta}}_{\text {max }}}}^{N} e^{2 \pi \tilde{m} i \gamma_{k}}\right)=0
$$

and
$\lim _{N \rightarrow \infty}\left(\left(\tilde{\beta}_{\text {min }}\right)^{-\tilde{m}} \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\tilde{\beta}_{\text {min }}}}^{N} e^{-2 \pi \tilde{m} i \gamma_{k}}+\left(\tilde{\beta}_{\text {max }}\right)^{-\tilde{m}} \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\tilde{\beta} \text { max }}}^{N} e^{-2 \pi \tilde{m} i \gamma_{k}}\right)=0$.
We observe that by defining for all $N \in \mathbb{N}$ the complex numbers

$$
\gamma_{m i n}^{N}=: \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\overline{\tilde{\beta}}_{\text {min }}}}^{N} e^{2 \pi \tilde{m} i \gamma_{k}}
$$

and

$$
\gamma_{\max }^{N}=: \frac{1}{N} \sum_{\substack{k=1 \\ \tilde{\beta_{k}}=\overline{\tilde{\beta}}_{\text {max }}}}^{N} e^{2 \pi \tilde{m} i \gamma_{k}}
$$

the equations above become

$$
\lim _{N \rightarrow \infty}\left(\left(\tilde{\beta}_{\min }\right)^{\tilde{m}} \gamma_{\min }^{N}+\left(\tilde{\beta}_{\max }\right)^{\tilde{m}} \gamma_{\max }^{N}\right)=0
$$

and

$$
\lim _{N \rightarrow \infty}\left(\left(\tilde{\beta}_{\min }\right)^{-\tilde{m}} \overline{\gamma_{\min }^{N}}+\left(\tilde{\beta}_{\max }\right)^{-\tilde{m}} \overline{\gamma_{\max }^{N}}\right)=0
$$

Therefore, if we separate $\gamma_{\min }^{N}$ and $\gamma_{\max }^{N}$ into real and imaginary parts with $\gamma_{\text {min }}^{N}=: \gamma_{\text {real }}^{\min , N}+i \gamma_{i m g}^{\min , N}$ and $\gamma_{\max }^{N}=: \gamma_{\text {real }}^{\max , N}+i \gamma_{\text {img }}^{\max , N}$, we find for all $\epsilon_{1}>0$ an $N_{0}\left(\epsilon_{1}\right) \in \mathbb{N}$ such that for all $N \geq N_{0}\left(\epsilon_{1}\right)$

$$
\begin{align*}
& -\epsilon_{1}<\left(\tilde{\beta}_{\text {min }}\right)^{-\tilde{m}} \gamma_{\text {real }}^{\min , N}+\left(\tilde{\beta}_{\text {max }}\right)^{-\tilde{m}} \gamma_{\text {real }}^{\max , N}<+\epsilon_{1}  \tag{2.10}\\
& -\epsilon_{1}<\left(\tilde{\beta}_{\text {min }}\right)^{\tilde{m}} \gamma_{\text {real }}^{\text {min }, N}+\left(\tilde{\beta}_{\text {max }}\right)^{\tilde{m}} \gamma_{\text {real }}^{\text {max }, N}<+\epsilon_{1},
\end{align*}
$$

as well as for the imaginary parts

$$
\begin{aligned}
& -\epsilon_{1}<\left(\tilde{\beta}_{\min }\right)^{-\tilde{m}} \gamma_{i m g}^{\min , N}+\left(\tilde{\beta}_{\max }\right)^{-\tilde{m}} \gamma_{i m g}^{\max , N}<+\epsilon_{1} \\
& -\epsilon_{1}<\left(\tilde{\beta}_{\min }\right)^{\tilde{m}} \gamma_{i m g}^{\min , N}+\left(\tilde{\beta}_{\max }\right)^{\tilde{m}} \gamma_{i m g}^{\max , N}<+\epsilon_{1} .
\end{aligned}
$$

Equations (2.10) can be written in matrix form as

$$
\binom{-\epsilon_{1}}{-\epsilon_{1}}<\left(\begin{array}{cc}
\left(\tilde{\beta}_{\text {min }}\right)^{-\tilde{m}} & \left(\tilde{\beta}_{\text {max }}\right)^{-\tilde{m}} \\
\left(\tilde{\beta}_{\text {min }}\right)^{\tilde{m}} & \left(\tilde{\beta}_{\text {max }}\right)^{\tilde{m}}
\end{array}\right)\binom{\gamma_{\text {real }}^{\text {min }, N}}{\gamma_{\text {real }}^{\text {mal }, N}}<\binom{+\epsilon_{1}}{+\epsilon_{1}} .
$$

The occurring matrix

$$
B=:\left(\begin{array}{cc}
\left(\tilde{\beta}_{\text {min }}\right)^{-\tilde{m}} & \left(\tilde{\beta}_{\text {max }}\right)^{-\tilde{m}} \\
\left(\tilde{\beta}_{\text {min }}\right)^{\tilde{m}} & \left(\tilde{\beta}_{\text {max }}\right)^{\tilde{m}}
\end{array}\right)
$$

is invertible with

$$
B^{-1}=\frac{1}{\left(\tilde{\beta}_{\text {min }}\right)^{-\tilde{m}}\left(\tilde{\beta}_{\text {max }}\right)^{\tilde{m}}-\left(\tilde{\beta}_{\text {min }}\right)^{\tilde{m}}\left(\tilde{\beta}_{\text {max }}\right)^{-\tilde{m}}}\left(\begin{array}{cc}
\left(\tilde{\beta}_{\text {max }}\right)^{\tilde{m}} & -\left(\tilde{\beta}_{\text {max }}\right)^{-\tilde{m}} \\
-\left(\tilde{\beta}_{\text {min }}\right)^{\tilde{m}} & \left(\tilde{\beta}_{\text {min }}\right)^{-\tilde{m}} .
\end{array}\right)
$$

Therefore, with the usual matrix norm of absolute row sums, i.e.

$$
\|A\|_{\infty}:=\max _{i} \sum_{j=1}^{n}\left|a_{i j}\right|
$$

we obtain from (2.10) the inequalities

$$
\begin{align*}
& -\epsilon_{1} \cdot\left\|B^{-1}\right\|_{\infty}<\gamma_{\text {real }}^{\min , N}<+\epsilon_{1} \cdot\left\|B^{-1}\right\|_{\infty}  \tag{2.11}\\
& -\epsilon_{1} \cdot\left\|B^{-1}\right\|_{\infty}<\gamma_{\text {real }}^{\max , N}<+\epsilon_{1} \cdot\left\|B^{-1}\right\|_{\infty}
\end{align*}
$$

Now looking at (2.9) we assume without loss of generality that the real part $\alpha_{\text {real }}$ of the accumulation point $\alpha \in \mathbb{C}$ is nonzero. Hence, we obtain

$$
\lim _{i \rightarrow \infty} \frac{1}{N_{i}} \sum_{k=1}^{N_{i}} e^{2 \pi \tilde{m} i \gamma_{k}}=\lim _{i \rightarrow \infty}\left(\gamma_{\text {real }}^{\min , N_{i}}+\gamma_{\text {real }}^{\max , N_{i}}\right)=\alpha_{\text {real }} \neq 0 .
$$

That means for all $\epsilon_{2}>0$ and for all $n \in \mathbb{N}$, in particular also for $N_{0}\left(\epsilon_{1}\right)$, there exists an $N_{1} \in \mathbb{N}$ with $N_{1}>N_{0}\left(\epsilon_{1}\right)$ such that

$$
\alpha_{\text {real }}-\epsilon_{2}<\gamma_{\text {real }}^{\min , N_{1}}+\gamma_{\text {real }}^{\max , N_{1}}<\alpha_{\text {real }}+\epsilon_{2} .
$$

Setting $\epsilon_{2}=\frac{\left|\alpha_{\text {real }}\right|}{4}$ we get

$$
\begin{equation*}
\left|\frac{3}{4} \cdot \alpha_{\text {real }}\right|<\left|\gamma_{\text {real }}^{\min , N_{1}}+\gamma_{\text {real }}^{\max , N_{1}}\right|<\left|\frac{5}{4} \cdot \alpha_{\text {real }}\right| \tag{2.12}
\end{equation*}
$$

But now by choosing in (2.11)

$$
\epsilon_{1}=\frac{\left|\alpha_{\text {real }}\right|}{4 \cdot\left\|B^{-1}\right\|_{\infty}}
$$

we see that $\left|\gamma_{\text {real }}^{\text {min }, N}\right|<\left|\frac{\alpha_{\text {real }}}{4}\right|$ and $\left|\gamma_{\text {real }}^{\text {max }, N}\right|<\left|\frac{\alpha_{\text {real }}}{4}\right|$, which implies

$$
\left|\gamma_{\text {real }}^{\min , N_{1}}+\gamma_{\text {real }}^{\max , N_{1}}\right|<\left|\frac{1}{2} \cdot \alpha_{\text {real }}\right| .
$$

This gives a contradiction to (2.12) and concludes the proof of the Lemma.
An application of Lemma 2.4 to Epstein zeta-functions is provided in section 5.5.2. We will now continue to show that for three or more weights a statement like Lemma 2.4 is wrong.

### 2.5 Counterexample for more than two weights

The situation changes if more than two different weights occur in (2.8). In particular, we can construct a sequence $\left(\beta_{k}+i \gamma_{k}\right)_{k \in \mathbb{N}}$ where the $\beta_{k}$ take on three different values $\beta_{1}, \beta_{2}, \beta_{3}$ and $\left\{\gamma_{k}\right\}$ is not uniformly distributed modulo one, although (2.8) holds for all $m \in \mathbb{Z} \backslash\{0\}$. Our idea is to approximate three different densities $f_{1}, f_{2}, f_{3}$ of absolutely continuous distribution functions with certain Fourier coefficients. We construct an overall sequence with
equally one third of its elements approximating $f_{1}, f_{2}, f_{3}$ which carry different weights. The functions $f_{i}: \mathbb{T} \rightarrow \mathbb{C}$, where $\mathbb{T}$ denotes as usual the unit interval, should have the property that their only nonzero Fourier coefficients appear for values $m=0,+1,-1$. This will ensure that for values $m \notin\{+1,-1\}$ equation (2.8) holds automatically for any linear combination of the $f_{i}$.
We first recall the definition of an absolutely continuous distribution function and its density. The terminology stems from probability theory but can be applied to uniform distribution theory, see for instance section 1.6. and 1.7. in Strauch and Porubsky [70].

A non-decreasing function $g([0,1]) \rightarrow[0,1]$ with $g(0)=0$ and $g(1)=1$ is called a distribution function of the sequence $x_{n} \bmod 1$ if an increasing sequence of positive integers $N_{1}, N_{2}, \ldots$ exists such that for any $0 \leq x \leq 1$ the equality

$$
g(x)=\lim _{k \rightarrow \infty} \frac{A\left([0, x) ; N_{k} ; x_{n} \bmod 1\right)}{N_{k}}
$$

holds at every point $x$ of continuity of $g(x)$ and therefore almost everywhere on $[0,1]$. Here $A$ denotes, for any subset $I$ of $[0,1]$, the usual counting function defined by

$$
A\left(I ; N ; x_{n} \bmod 1\right):=\#\left\{1 \leq n \leq N:\left\{x_{n}\right\} \in I\right\}
$$

The following theorem describes the decomposition of any distribution function.

Theorem 2.5 (Lebesgue decomposition theorem). Any distribution function $g(x)$ can be uniquely expressed as

$$
g(x)=\alpha_{1} g_{d}(x)+\alpha_{2} g_{s}(x)+\alpha_{3} g_{a c}(x)
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are non-negative constants, $\alpha_{1}+\alpha_{2}+\alpha_{3}=1$, and
(i) $g_{d}(x)$ is a discrete distribution function, i.e. $\sum_{t_{n}<x} h_{n}$, where $t_{n}$ is the sequence of points of discontinuity of $g(x)$ with jumps $h_{n}$ at these points,
(ii) $g_{s}(x)$ is a singular distribution function, i.e. continuous, strictly increasing and having zero derivative almost everywhere,
(iii) $g_{a c}(x)$ is an absolute continuous distribution function, i.e. $g_{a c}=$ $\int_{0}^{x} h(t) d t$ for some non-negative Lebesgue integrable function $h(t)$ such that $\int_{0}^{1} h(t) d t=1$. The function $h(t)$ is called the density of $g_{a c}(x)$.

For a proof see for example Kolmogorov and Fomin [41].
In our construction we only consider the case with $\alpha_{3}=1$, i.e. the distribution function of the sequence consists only of the absolute continuous part with a density.

Now starting in this setup with (2.8) we obtain for $m=-1,+1$

$$
\begin{array}{r}
\lim _{N \rightarrow \infty}\left(\beta_{1}^{-1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{1}}}^{N} e^{-2 \pi i \gamma_{k}}+\beta_{2}^{-1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{2}}}^{N} e^{-2 \pi i \gamma_{k}}+\right. \\
\left.+\beta_{3}^{-1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{3}}}^{N} e^{-2 \pi i \gamma_{k}}\right)=0
\end{array}
$$

and

$$
\lim _{N \rightarrow \infty}\left(\beta_{1} \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\beta_{1}}}^{N} e^{2 \pi i \gamma_{k}}+\beta_{2} \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\beta_{2}}}^{N} e^{2 \pi i \gamma_{k}}+\beta_{3} \frac{1}{N} \sum_{\substack{k=1 \\ \beta_{k}=\beta_{3}}}^{N} e^{2 \pi i \gamma_{k}}\right)=0
$$

Given we had approximated the densities $f_{1}, f_{2}, f_{3}, f_{i}([0,1]) \rightarrow[0,1]$, for the distribution of the imaginary parts, we get from that the following equations for $m=-1,+1$ :

$$
\begin{array}{r}
\lim _{N \rightarrow \infty}\left(\beta_{1}^{-1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{1}}}^{N} f_{1}\left(\left\{\gamma_{k}\right\}\right) e^{-2 \pi i \gamma_{k}}+\beta_{2}^{-1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{2}}}^{N} f_{2}\left(\left\{\gamma_{k}\right\}\right) e^{-2 \pi i \gamma_{k}}+\right. \\
\left.+\beta_{3}^{-1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{3}}}^{N} f_{3}\left(\left\{\gamma_{k}\right\}\right) e^{-2 \pi i \gamma_{k}}\right)=0 \\
\lim _{N \rightarrow \infty}\left(\beta_{1} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{1}}}^{N} f_{1}\left(\left\{\gamma_{k}\right\}\right) e^{2 \pi i \gamma_{k}}+\beta_{2} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{2}}}^{N} f_{2}\left(\left\{\gamma_{k}\right\}\right) e^{2 \pi i \gamma_{k}}+\right. \\
\left.+\beta_{3} \frac{1}{N} \sum_{\substack{k=1 \\
\beta_{k}=\beta_{3}}}^{N} f_{3}\left(\left\{\gamma_{k}\right\}\right) e^{2 \pi i \gamma_{k}}\right)=0
\end{array}
$$

Therefore assuming convergence of the Fourier coefficients, this yields

$$
\begin{align*}
& \beta_{1}^{-1} \widehat{f}_{1}(-1)+\beta_{2}^{-1} \widehat{f}_{2}(-1)+\beta_{3}^{-1} \widehat{f}_{3}(-1)=0  \tag{2.13}\\
& \beta_{1} \cdot \widehat{f}_{1}(+1)+\beta_{2} \cdot \widehat{f}_{2}(+1)+\beta_{3} \cdot \widehat{f}_{3}(+1)=0
\end{align*}
$$

By setting $\widehat{f}_{i}(+1)=\widehat{f}_{i}(-1):=c_{i} \in \mathbb{R}$ we ensure that the density distribution functions $f_{i}$ become real valued. Postulating $\widehat{f}_{i}(0)=1$ for the Fourier coefficients yields $\int_{0}^{1} f_{i}(t) d t=1$, which is necessary to obtain proper densities.

Hence, the aim is to find solutions to the system above where the resulting functions are non-negative. Now (2.13) is simply the linear system

$$
\left(\begin{array}{ccc}
\beta_{1}^{-1} & \beta_{2}^{-1} & \beta_{3}^{-1}  \tag{2.14}\\
\beta_{1} & \beta_{2} & \beta_{3}
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)=\binom{0}{0} .
$$

For a free parameter $t \in \mathbb{R}$ the solution to this system is given by

$$
\left(\begin{array}{c}
c_{1}  \tag{2.15}\\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{c}
t \\
\frac{1}{\beta_{2}^{-1} \beta_{3}-\beta_{2} \beta_{3}^{-1}} t \cdot\left(\beta_{3}^{-1} \beta_{1}-\beta_{3} \beta_{1}^{-1}\right) \\
\frac{1}{\beta_{2}^{-1} \beta_{3}-\beta_{2} \beta_{3}^{-1}} t \cdot\left(\beta_{1}^{-1} \beta_{2}-\beta_{1} \beta_{2}^{-1}\right)
\end{array}\right)
$$

Taking as an example $\beta_{1}=1, \beta_{2}=2, \beta_{3}=3$ and choosing $t=\frac{1}{10}$ we get $c_{1}=\frac{1}{10}, c_{2}=-\frac{16}{50}, c_{3}=\frac{9}{50}$ and therefore the density distribution functions become

$$
f_{i}(x)=1+2 c_{i} \cdot \cos (2 \pi x)
$$

hence explicitly

$$
\begin{aligned}
& f_{1}(x)=1+\frac{1}{5} \cdot \cos (2 \pi x) \\
& f_{2}(x)=1-\frac{16}{25} \cdot \cos (2 \pi x) \\
& f_{3}(x)=1+\frac{9}{25} \cdot \cos (2 \pi x)
\end{aligned}
$$

We see in this case that all functions $f_{i}$ take only positive values. Now we have all ingredients to construct the sequence $\left(\beta_{k}, \gamma_{k}\right)_{k \in \mathbb{N}}$ explicitly. We define three subsequences $\left(f_{1 k}\right)_{k \in \mathbb{N}},\left(f_{2 k}\right)_{k \in \mathbb{N}},\left(f_{3 k}\right)_{k \in \mathbb{N}}$ which approximate the distribution functions $f_{i}$ and define for $k \in \mathbb{N}$

$$
\beta_{k}:=\left\{\begin{array}{lll}
1 & \text { if } k \equiv 0 & \bmod 3 \\
2 & \text { if } k \equiv 1 & \bmod 3 \\
3 & \text { if } k \equiv 2 & \bmod 3
\end{array}\right.
$$

The elements of the imaginary parts $\gamma_{k}$ are defined as follows for $k=0,1,2, \ldots$ :

$$
\begin{aligned}
\gamma_{3 k} & :=f_{1 k} \\
\gamma_{3 k+1} & :=f_{2 k} \\
\gamma_{3 k+2} & :=f_{3 k}
\end{aligned}
$$

According to these definitions the sequence $\left\{\gamma_{k}\right\}_{k \in \mathbb{N}}$ is not uniformly distributed modulo one since its density distribution function is

$$
\frac{1}{3} \sum_{i=1}^{3} f_{i}(x)=1-\frac{2}{75} \cdot \cos (2 \pi x) \not \equiv 1
$$

It remains to explicitly construct the approximation sequences $\left(f_{i k}\right)_{k \in \mathbb{N}}$. All three sequences are defined in the same manner. For each $N \geq 1$ with $N \in \mathbb{N}$ we take rational approximations $\frac{j_{0}}{M_{N}}, \ldots, \frac{j_{N-1}}{M_{N}}$ to $f_{i}\left(\frac{0}{N}\right), f_{i}\left(\frac{1}{N}\right) \ldots, f_{i}\left(\frac{N-1}{N}\right)$ with $j_{i} \in \mathbb{Z} \geq 0$ for each $i$ and $M_{N} \in \mathbb{N}$ a common denominator. Let $s_{N}$ denote a block of length $T_{N}:=j_{0}+\ldots+j_{N-1}$ that has $\frac{t}{N}$ appearing $j_{t}$ times. Define the sequence $\left(f_{i k}\right)_{k \in \mathbb{N}}$ by $2^{2^{1}+T_{1}}$ consecutive $s_{1}$ 's followed by $2^{2^{2}+T_{2}}$ consecutive $s_{2}$ 's followed by $2^{2^{3}+T_{3}}$ consecutive $s_{3}$ 's and so on. Then, if $N$ is large enough, this yields for all $m \in \mathbb{Z}\{0\}$ :

$$
\frac{1}{N} \sum_{k=1}^{N} e^{2 \pi i \gamma_{k} m} \approx \frac{1}{N} \sum_{t=0}^{N-1} f_{i}\left(\frac{t}{N}\right) e^{2 \pi i \frac{t}{N} m} \approx \int_{0}^{1} f_{i}(x) e^{2 \pi i x m} d x=\widehat{f}_{i}(m)
$$

Hence, for all $\epsilon_{1}>0$ we find an $N_{i} \in \mathbb{N}$ such that for all $N \geq N_{i}$

$$
\left|\frac{1}{N} \sum_{t=0}^{N-1} f_{i}\left(\frac{t}{N}\right) e^{2 \pi i \frac{t}{N} m}-\widehat{f}_{i}(m)\right|<\epsilon_{1}
$$

Taking $N_{\max }=\max \left\{N_{1}, N_{2}, N_{3}\right\}$ we see that (2.13) is valid. Thus the sequence $\left(\gamma_{k}\right)_{k \in \mathbb{N}}$ is not uniformly distributed modulo one although (2.8) holds for the two dimensional sequence $\left(\beta_{k}, \gamma_{k}\right)_{k \in \mathbb{N}}$.

From the construction above it is clear that there are several possibilities to obtain similar sequences with different parameters chosen in (2.15). Considering more than three different weights it is also straightforward that such counterexamples exist, since in this case we add even more degrees of freedom to the linear system in (2.14).

## Theory of Epstein zeta-functions

> "Die ganze Theorie der Formen vom zweiten Grade, mit zwei Variablen, kann nämlich als Theorie der complexen Zahlen von der Form $x+y \sqrt{D}$ aufgefasst werden."

Eduard Kummer (1810-1893)

In this chapter we explore the theory of Epstein zeta-functions, mainly those associated with binary quadratic forms. For this purpose we introduce the concept of equivalent forms, the discriminant and a principal form. The class number will be a central quantity to classify quadratic forms. We show the intimate connection to quadratic number fields and the concepts of ideals, unique factorization and the class group. This leads the way to generating functions like Epstein and Dedekind zeta-functions. We explore further representations of general Epstein zeta-functions via Hecke L-functions. In the end of the chapter we consider Epstein zeta-functions associated with quadratic forms of more than two variables. We review recent results about the location of nontrivial zeros, in particular on the existence of zeros off the critical line.

### 3.1 Binary quadratic forms

### 3.1.1 Basic definitions

We define a quadratic form as a homogeneous quadratic polynomial $q$ in several but at least two variables, i.e. $q \in k[\mathbf{x}]$ with $\lambda^{2} q(\mathbf{x})=q(\lambda \mathbf{x})$ for all $\mathbf{x} \in k^{n}$, where $\mathbf{x}=\left(X_{1}, \ldots, X_{n}\right)$ and $k$ is a field or a commutative ring.
It is convenient to rewrite quadratic forms as

$$
q=\sum_{1 \leq i, j \leq n} a_{i j} X_{i} X_{j}=\mathbf{x}^{\mathrm{t}} \mathcal{Q} \mathbf{x}
$$

where $\mathcal{Q}=\left(a_{i j}\right)$ is a symmetric matrix. As mentioned above, we are specifically interested in quadratic forms of two variables, $X, Y$ in place of $X_{1}, X_{2}$. Those so-called binary quadratic forms are given by

$$
\begin{equation*}
q=a X^{2}+b X Y+c Y^{2} \tag{3.1}
\end{equation*}
$$

or in matrix form via

$$
\mathcal{Q}:=\left(\begin{array}{ll}
a & \frac{b}{2} \\
\frac{b}{2} & c
\end{array}\right)
$$

Here $a, b, c$ are integers in the sequel and we can therefore denote $q$ for short also by $(a, b, c)$.
Two binary quadratic forms $q$ and $q^{\prime}$ with integer coefficients are called weakly equivalent, if the associated symmetric matrices $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ are similar, that means

$$
\mathcal{Q}^{\prime}=\mathcal{P}^{\mathrm{t}} \mathcal{Q} \mathcal{P} \quad \text { for some } \quad \mathcal{P} \in G L_{2}(\mathbb{Z})
$$

If $\mathcal{P} \in S L_{2}(\mathbb{Z})$, then $q$ and $q^{\prime}$ are said to be equivalent which we shall denote by

$$
q \sim q^{\prime}
$$

We recall that the general linear group above is defined to be the set of all $2 \times 2$ matrices with integral entries and determinant equal to $\pm 1$ in order to have an inverse with integral entries, hence

$$
G L_{2}(\mathbb{Z})=\left\{\left(\begin{array}{ll}
r & s \\
t & u
\end{array}\right) \in \mathbb{Z}^{2 \times 2}: r u-s t= \pm 1\right\}
$$

The special linear group $S L_{2}(\mathbb{Z})$ is the subgroup of matrices with determinant 1. It is straightforward that both weak equivalence and equivalence are indeed equivalence relations.
The following classical result due to Lagrange shows why equivalence is an important notion in the context of quadratic forms.

Theorem 3.1. Equivalent binary quadratic forms represent the same integers.

Proof: Assuming that $m=\mathbf{x}^{\mathrm{t}} \mathcal{Q}^{\prime} \mathbf{x}$ for some $\mathbf{x} \in \mathbb{Z}^{2}$ and $\mathcal{Q}^{\prime}=\mathcal{P}^{\mathrm{t}} \mathcal{Q} \mathcal{P}$ we get

$$
m=\mathbf{x}^{\mathrm{t}} \mathcal{P}^{\mathrm{t}} \mathcal{Q} \mathcal{P} \mathbf{x}=\mathbf{y}^{\mathrm{t}} \mathcal{Q} \mathbf{y}
$$

with $\mathbf{y}=\mathcal{P} \mathbf{x} \in \mathbb{Z}^{2}$. Obviously the converse is true by symmetry.
In order to classify the equivalence classes we define the discriminant of $q=(a, b, c)$ by

$$
\begin{equation*}
D:=b^{2}-4 a c \tag{3.2}
\end{equation*}
$$

which equals $-4 \cdot \operatorname{det}\left(\begin{array}{ll}a & \frac{b}{2} \\ \frac{b}{2} & c\end{array}\right)$ but of course the factor -4 doesn't carry any information about $q$. Equivalent forms have the same discriminant whereas the converse is not true in general.
In the following we shall assume without loss of generality that $a>0$ since $(a, b, c) \sim(-a,-b,-c)$. We can now represent a binary quadratic form in terms of its discriminant as

$$
a X^{2}+b X Y+c Y^{2}=a(X-\xi Y)(X-\bar{\xi} Y)
$$

with

$$
\xi=\frac{-b+\sqrt{D}}{2 a}, \quad \bar{\xi}=\frac{-b-\sqrt{D}}{2 a} .
$$

That means the form $(a, b, c)$ splits into a product of two rational linear forms if, and only if, the discriminant $D$ is a square. If $D<0$ and $a>0$, then

$$
4 a \cdot q(\mathbf{x})=4 a^{2} X^{2}+4 a b X Y+4 a c Y^{2}=(2 a X+b Y)^{2}-D Y^{2} \geq 0
$$

So $q$ takes only non-negative values and does not vanish except for $\mathbf{x}=\mathbf{0}$, so in this case $q$ is said to be positive definite. However, if $D>0$, then

$$
q\binom{1}{0}=a>0>-a D=q\binom{b}{-2 a} .
$$

In this case $q$ takes both, positive and negative values, and $q$ is said to be indefinite. In the sequel we shall assume that $D$ is not a square and satisfies $D \equiv 0$ or $1 \bmod 4$. Any such integer is called a fundamental discriminant.

### 3.1.2 Class number

For each fundamental discriminant there exists indeed at least one equivalence class, represented by the so-called principal form

$$
\begin{align*}
\left(1,0, \frac{-D}{4}\right) & =X^{2}-\frac{1}{4} D Y^{2} & \text { if } D \equiv 0 & \bmod 4  \tag{3.3}\\
\left(1,0,-\frac{D-1}{4}\right) & =X^{2}+X Y-\frac{1}{4}(D-1) Y^{2} & & \text { if } D \equiv 1
\end{align*} \bmod 4 . ~ \$
$$

Given a fundamental discriminant $D$, the number $h(D)$ of equivalence classes with discriminant $D$ is said to be the class number of $D$. Looking at (3.3) we surely have $h(D) \geq 1$. In order to answer the question how large $h(D)$ can be we follow again Lagrange.

Theorem 3.2. Every equivalence class to a fundamental discriminant $D=b^{2}-4 a c$ contains at least one form $(a, b, c)$ satisfying

$$
|b| \leq|a| \leq|c|
$$

We omit the proof but note as an example, that for the form $(5,4,1)$ we can find the equivalent principal form $(1,0,1)$. From Theorem 3.2 one can as well show that the class number is finite, i.e.

$$
h(D)<\infty
$$

In particular by leveraging Theorem 3.2 again, one can derive an explicit though poor bound for the class number in case of positive definite forms, i.e. $D<0$. It follows that

$$
h(D) \leq \frac{2+\sqrt{3}}{3}|D|
$$

For example if we look at $D=-4$ we obtain with this bound $h(-4) \leq 4.976 \ldots$. However using Theorem 3.2 directly we get

$$
-D=4 a c-b^{2} \geq 4 a^{2}-b^{2} \geq 3 a^{2}
$$

therefore

$$
|b| \leq|a| \leq \sqrt{\frac{-D}{3}}
$$

hence for $D=-4$ we obtain

$$
|b| \leq|a| \leq 1
$$

In view of $-4=D=b^{2}-4 a c$ it follows that $b$ is even, hence $b=0$ and $a=c=1$. So we have

$$
h(-4)=1
$$

and every form with discriminant -4 is equivalent to the principal form $(1,0,1)$. As a nice number-theoretical application this can be used to show the Two-Square Theorem, i.e. that every prime $p \equiv 1 \bmod 4$ can be written as a sum of two integer squares. Fermat proved this with his method of infinite descent, Gauss on the other hand obtained the following refinement of Theorem 3.2 for positive definite forms.

Theorem 3.3. For every form $(A, B, C)$ to a fundamental discriminant $D<0$ there exists a unique equivalent form $(a, b, c)$ satisfying either

$$
-a<b \leq a<c
$$

or

$$
0 \leq b \leq a=c
$$

and such $a$ form is said to be reduced.

Next we show a few cases of small negative fundamental discriminants. For $D=-3$ we have $h(-3)=1$, the reduced form being $(1,1,1)$. The case $D=-4$ we already discussed above and for $D=-7$ we see, since $b$ has to be odd and $7 \geq 4 a c-b^{2} \geq 3 a^{2}$, that $h(-7)=1$ with the reduced form $(1,1,2)$. For $D=-15$ a more elaborated but straightforward analysis shows $h(-15)=2$, where the two reduced forms are given by $(1,1,4)$ and $(2,1,2)$. In general the class number is a rather chaotic function of $D$.
It was again Gauss who claimed that in case of negative $D$, that is for positive definite forms, the class number is one, i.e. $h(D)=1$ only for nine values, namely

$$
-D=3,4,7,8,11,19,43,67,163
$$

He conjectured moreover that, as $-D \rightarrow \infty$,

$$
h(D) \rightarrow \infty
$$

The latter conjecture was proved by Heilbronn in 1934, whereas the first claim was shown by Baker and independently by Stark 1966/67. An essentially correct proof by the amateur Heegener from 1952 had been ignored by the community for long.

### 3.1.3 Connection to quadratic number fields

In 1847 Kummer was the first to note that the theory of binary quadratic forms can be translated into the language of quadratic number fields.

A quadratic number field is a subfield $\mathbb{K}$ of $\mathbb{C}$ which has, considered as a $\mathbb{Q}$-vector space, dimension two. In this case, for $\alpha \in \mathbb{K} \backslash \mathbb{Q}$, there exist rationals $r, s$ such that

$$
\alpha^{2}=r+s \cdot \alpha
$$

respectively

$$
a \alpha^{2}+b \alpha+c=0
$$

or

$$
\alpha=\frac{-b}{2 a} \pm \frac{1}{2 a} \sqrt{D}
$$

with $D:=b^{2}-4 a c$ where $a \in \mathbb{N}$ and $b, c \in \mathbb{Z}$ are coprime. We denote by $\mathbb{Q}[\sqrt{d}]$ all linear combinations $\mathbb{Q}+\mathbb{Q} \sqrt{d}$. Writing $D=m^{2} d$ with squarefree $d$, this shows that $\alpha \in \mathbb{Q}+\mathbb{Q} \sqrt{d}$, i.e. $\mathbb{K} \subset \mathbb{Q}[\sqrt{d}]$. Since also $\mathbb{Q}+\mathbb{Q} \sqrt{d} \subset \mathbb{Q}+\mathbb{Q} \alpha=\mathbb{K}$, it follows that

$$
\mathbb{K}=\mathbb{Q}+\mathbb{Q} \sqrt{d}=\mathbb{Q}[\sqrt{d}] .
$$

Higher powers of $\sqrt{d}$ can be written as rational linear combinations of 1 and $\sqrt{d}$. It is straightforward to verify the field axioms, for example, given $a+b \sqrt{d} \neq 0$,

$$
\frac{1}{a+b \sqrt{d}}=\frac{1}{a+b \sqrt{d}} \cdot \frac{a-b \sqrt{d}}{a-b \sqrt{d}}=\frac{a-b \sqrt{d}}{a^{2}-d b^{2}}
$$

is the multiplicative inverse in $\mathbb{Q}[\sqrt{d}]$, here $a^{2}-d b^{2}$ does not vanish since $\sqrt{d}$ is irrational and $\operatorname{dim}_{\mathbb{Q}} \mathbb{K}=2$.
This describes already all quadratic number fields, however, we prefer to denote them by $\mathbb{Q}(\sqrt{d})$ as the smallest subfield of $\mathbb{C}$ that contains $\mathbb{Q}$ and $\sqrt{d}$. For squarefree $d$ this definition coincides with $\mathbb{Q}[\sqrt{d}]$ but we want to distinguish from polynomial rings in general.

The concept of algebraic integers as analogue for the rational integers in algebraic extensions of $\mathbb{Q}$ has been established by Dedekind in the 1870's generalizing work of Gauss, Dirichlet and others.
A complex number $\alpha$ is said to be an algebraic number if it is a root of a monic polynomial with rational coefficients. If there is a monic polynomial with root $\alpha$ and integer coefficients, $\alpha$ is an algebraic integer, i.e.

$$
P(\alpha)=0 \text { for } P=X^{d}+a_{d-1} X^{d-1}+\ldots+a_{1} X+a_{0}
$$

with $a_{d-1}, \ldots, a_{1}, a_{0} \in \mathbb{Z}$. In the case of quadratic number fields it suffices to consider quadratic polynomials thanks to Gauss' lemma, that means

$$
P=(X-\alpha)\left(X-\alpha^{\prime}\right)=X^{2}-\left(\alpha+\alpha^{\prime}\right) X+\alpha \alpha^{\prime}
$$

where $\alpha^{\prime}$ is the conjugate root of $\alpha$. For $\alpha$ being an algebraic integer it is therefore needed that both the trace

$$
\operatorname{tr}(\alpha):=\alpha+\alpha^{\prime} \quad\left(=\operatorname{tr}\left(\alpha^{\prime}\right)\right)
$$

and the norm

$$
N(\alpha):=\alpha \cdot \alpha^{\prime}\left(=N\left(\alpha^{\prime}\right)\right)
$$

are rational integers. First examples of algebraic integers are $i=\sqrt{-1}$ for the monic polynomial $X^{2}+1=(X-i)(X+i)$ and $\varrho=\frac{1}{2}(1+\sqrt{-3})$ for the polynomial $(X-\varrho)\left(X-\varrho^{\prime}\right)$ respectively.

Theorem 3.4. The set $\mathcal{O}_{d}$ of algebraic integers in the quadratic number field $\mathbb{Q}(\sqrt{d})$ has the structure of a commutative ring and is called the ring of algebraic integers in $\mathbb{Q}(\sqrt{d})$. Moreover,

$$
\mathcal{O}_{d}=\mathbb{Z}[\vartheta]
$$

where

$$
\vartheta= \begin{cases}\frac{1}{2}(1+\sqrt{d}) & \text { if } d \equiv 1 \quad \bmod 4 \\ \sqrt{d} & \text { otherwise } .\end{cases}
$$

Here $d$ is supposed to be a squarefree integer, hence $d \not \equiv 0 \bmod 4$. According to this theorem we have the rings $\mathcal{O}_{-1}=\mathbb{Z}[i]$ and $\mathcal{O}_{-3}=\mathbb{Z}\left[\frac{1}{2}(1+\sqrt{-3})\right]$ of Gaussian and Eisenstein integers, respectively, corresponding to the examples of algebraic integers above.

Elements of norm $\pm 1$ are called units, they are determined by the equation

$$
A^{2}-d B^{2}= \pm 1
$$

if $d$ is congruent to $2,3 \bmod 4$ or

$$
A^{2}-d B^{2}= \pm 4
$$

if $d$ is congruent to $1 \bmod 4$.
If $d>0$, then $\mathbb{Q}(\sqrt{d}) \subset \mathbb{R}$ and $\mathbb{Q}(\sqrt{d})$ is said to be a real quadratic number field and in that case there exist infinitely many units, which can be found by solving the corresponding Pell equation. Otherwise, if $d<0$, then $\mathbb{Q}(\sqrt{d})$ is an imaginary quadratic number field and there are only finitely many units, namely

- $\quad \pm 1, \pm i$ for $d=-1$,
- $\pm 1 \pm \omega \pm \omega^{2}$ with $\omega=\exp \left(\frac{2 \pi i}{6}\right)$ for $d=-3$,
- $\pm 1$ in all other cases of negative $d$.

In general there is no unique factorization into irreducible elements in rings of integers, for example,

$$
\begin{equation*}
6=2 \cdot 3=(1+\sqrt{-5})(1-\sqrt{-5}) \tag{3.4}
\end{equation*}
$$

are two different factorizations into products of algebraic integers in $\mathcal{O}_{-5}$. Here all factors are irreducible which means that in every further factorization there appears a unit.
In order to overcome this difficulty in the arithmetic of quadratic number fields, Dedekind introduced the notion of an 'ideal' in the 1870's.
Given a commutative ring $\mathcal{R}$, a subset $\mathcal{I} \subset \mathcal{R}$ is called an ideal of $\mathcal{R}$, if

- $\mathcal{I}$ is an additive subgroup of $\mathcal{R}$,
- $\mathcal{I}$ is multiplicatively closed with respect to multiplication with ring elements, i.e., $r i \in \mathcal{I}$ for all $r \in \mathcal{R}, i \in \mathcal{I}$.

In the following we shall consider ideals in the $\operatorname{ring} \mathcal{R}=\mathcal{O}_{d}$ of integers of some quadratic number field $\mathbb{Q}(\sqrt{d})$.
If $\alpha_{1}, \ldots, \alpha_{m}$ are integers, then

$$
\mathcal{I}=\alpha_{1} \mathcal{O}_{d}+\ldots+\alpha_{m} \mathcal{O}_{d}
$$

is an ideal of $\mathcal{O}_{d}$, which we denote by $\left[\alpha_{1}, \ldots, \alpha_{m}\right]$ and we say that $\mathcal{I}$ is generated by $\alpha_{1}, \ldots, \alpha_{m}$. Indeed every ideal of $\mathcal{O}_{d}$ is finitely generated, hence of this form.

An ideal $[\alpha]$ generated by a single integer is called a principal ideal, for example $[1]=\mathcal{O}_{d}$, or

$$
[1+i]=(1+i) \mathcal{O}_{-1}=\{a+b i \in \mathbb{Z}[i]: a \equiv b \quad \bmod 2\}
$$

However as seen in (3.4), $[2,1+\sqrt{-5}]$ cannot be a principal ideal of $\mathcal{O}_{-5}$.
Given ideals $\mathfrak{a}=\left[\alpha_{1}, \ldots, \alpha_{m}\right]$ and $\mathfrak{b}=\left[\beta_{1}, \ldots, \beta_{n}\right]$, both of some $\mathcal{O}_{d}$, their product is defined by

$$
\mathfrak{a b}=\left[\ldots, \alpha_{i} \beta_{j}, \ldots\right]
$$

This definition is independent of the choice of basis elements $\alpha_{i}, \beta_{j}$. Then, if $\mathfrak{c}=\mathfrak{a b}$, we say $\mathfrak{a}$ divides $\mathfrak{c}$ or $\mathfrak{a}$ is a divisor of $\mathfrak{c}$. This is denoted by $\mathfrak{a} \mid \mathfrak{c}$ although it means $\mathfrak{c} \subset \mathfrak{a}$. Now divisibility of ideals is quite similar to its counterpart for integers.

Theorem 3.5. Every ideal has finitely many distinct divisors.
This allows to prove unique factorization of ideals. For this aim we call an ideal a prime ideal if its only divisors are the whole ring $\mathcal{O}_{d}$ and the ideal itself. Then, given any two ideals $\mathfrak{a}, \mathfrak{b}$ of $\mathcal{O}_{d}$, there exists a unique ideal $\mathfrak{c}$ such that

- $\mathfrak{c} \mid \mathfrak{a}$ and $\mathfrak{c} \mid \mathfrak{b}$,
$\bullet \mathfrak{d} \mid \mathfrak{a}$ and $\mathfrak{d}|\mathfrak{b}, \quad \Rightarrow \quad \mathfrak{d}| \mathfrak{c}$.
Hence, this ideal $\mathfrak{c}$ is called the greatest common divisor of $\mathfrak{a}$ and $\mathfrak{b}$, similar to the classical arithmetic of the rational integers. Moreover, if $\mathfrak{p}$ is a prime ideal satisfying $\mathfrak{p} \mid \mathfrak{a b}$, then $\mathfrak{p} \mid \mathfrak{a}$ or $\mathfrak{p} \mid \mathfrak{b}$. This is essentially the 'Lemma of Euclid' and follows by the same reasoning as for the rational primes. With this we get to the fundamental theorem for ideals.

Theorem 3.6. Every ideal $\mathfrak{a} \subsetneq \mathcal{O}_{d}$ can be factorized into a product of prime ideals which is unique up to the ordering of the factors.

As an example in $\mathbb{Z}[i]$ we have

$$
[15]=[3][2+i][2-i]
$$

since $15=3 \cdot 5=3 \cdot(2+i)(2-i)$.
Now we describe the prime ideals in more detail. For this purpose we simplify the notation $\mathfrak{a} \mid[n]$ by writing $\mathfrak{a} \mid n$ and saying that $\mathfrak{a}$ divides $n$ which means $n \subset \mathfrak{a}$. Moreover, we generalize modular arithmetic by writing

$$
\alpha \equiv \beta \quad \bmod \mathfrak{a}
$$

if $\mathfrak{a} \mid(\alpha-\beta)$. This notion of congruence modulo an ideal $\mathfrak{a}$ implies an equivalence relation on $\mathcal{O}_{d}$ and the equivalence classes are the residue classes modulo $\mathfrak{a}$. Their number $N(\mathfrak{a})$ is finite and called the norm of $\mathfrak{a}$.

By division with remainder every ideal $\mathfrak{a}$ of $\mathcal{O}_{d}=\mathbb{Z}+\mathbb{Z} \vartheta$ with $\vartheta$ according to Theorem 3.4 is of the form

$$
\mathfrak{a}=a \mathbb{Z}+(b+c \vartheta) \mathbb{Z}=[a, b+c \vartheta]
$$

providing an 'integral' basis for this module or lattice in the ring $\mathcal{O}_{d}$ of integers. Hence, there are

$$
N(\mathfrak{a})=|a c|=\left|\operatorname{det}\left(\begin{array}{ll}
a & 0 \\
b & c
\end{array}\right)\right|
$$

residue classes $\bmod \mathfrak{a}$. In general, if $\alpha_{1}, \ldots, \alpha_{n}$ is any basis of an ideal $\mathfrak{a}$ of some ring $\mathcal{R}=\left[\omega_{1}, \ldots, \omega_{n}\right]$ and $\alpha_{i}=\sum_{1 \leq j \leq n} a_{i j} \omega_{j}$ for $i=1, \ldots, n$, then

$$
N(\mathfrak{a})=\left|\operatorname{det}\left(a_{i j}\right)\right| .
$$

The norm is multiplicative, i.e. $N(\mathfrak{a b})=N(\mathfrak{a}) N(\mathfrak{b})$. In order to determine the unique prime ideal factorization the following statement is crucial.

Theorem 3.7. Every prime ideal $\mathfrak{p}$ must divide a rational prime number $p$. Moreover, $p$ is the least rational positive integer in $\mathfrak{p}$, hence $p$ is unique.

For a rational prime $p$, let

$$
[p]=\mathfrak{p}_{1} \cdot \ldots \cdot \mathfrak{p}_{e}
$$

be the prime ideal factorization. Taking the norm, we get

$$
p^{n}=N([\mathfrak{p}])=N\left(\mathfrak{p}_{1}\right) \cdot \ldots \cdot N\left(\mathfrak{p}_{e}\right),
$$

where $n=\operatorname{dim}_{\mathbb{Q}} \mathbb{K}$ is the degree of the underlying number field $\mathbb{K}$, so $n=2$ in the case of a quadratic number field $\mathbb{K}=\mathbb{Q}(\sqrt{d})$. It thus follows that the norm of a prime ideal must be a prime power, say $N([\mathfrak{p}])=p^{f}$, where $f$ is
called the degree of $\mathfrak{p}$.
Let $(\dot{\bar{p}})$ be the Kronecker symbol, for a precise definition see for instance [12], which is equal to the Legendre symbol in case of odd $p$, and define

$$
\Delta:=\left\{\begin{array}{lll}
d & \text { if } \quad d \equiv 1 \quad \bmod 4 \\
4 d & \text { if } \quad d \equiv 2,3 \quad \bmod 4
\end{array}\right.
$$

to be the discriminant of $\mathbb{K}=\mathbb{Q}(\sqrt{d})$. We then can state the following important theorem about the splitting of rational primes in quadratic number fields.

Theorem 3.8. For a rational prime $p$ and a quadratic number field $\mathbb{K}=$ $\mathbb{Q}(\sqrt{d})$ we have

$$
[p]=\left\{\begin{array}{lll}
\mathfrak{p} & & \\
\mathfrak{p q} & \text { with } & \mathfrak{p} \neq \mathfrak{q}, N(\mathfrak{p})=N(\mathfrak{q})=p \\
\mathfrak{p}^{2} & \text { with } & N(\mathfrak{p})=p
\end{array}\right.
$$

if, and only if

$$
\left(\frac{\Delta}{p}\right)=\left\{\begin{array}{l}
-1 \\
+1 \\
0
\end{array}\right.
$$

Next we suppose that $\mathfrak{a}$ and $\mathfrak{b}$ are two ideals and that there exist two principal ideals $[\alpha]$ and $[\beta]$ such that

$$
[\alpha] \mathfrak{a}=\mathfrak{b}[\beta] .
$$

Then we say that $\mathfrak{a}$ and $\mathfrak{b}$ belong to the same ideal class and we write $\mathfrak{a} \sim \mathfrak{b}$. This definition implies an equivalence relation on the set of ideals and the ideal classes are the equivalence classes. We deduce further

- $\mathfrak{a} \sim \mathcal{O}_{d} \quad \Leftrightarrow \quad \mathfrak{a}$ is principal
- $\mathfrak{a} \sim \mathfrak{b}, \quad \mathfrak{c} \sim \mathfrak{d} \quad \Rightarrow \quad \mathfrak{a c} \sim \mathfrak{b d}$
- $\mathfrak{a c} \sim \mathfrak{b c} \quad \Rightarrow \quad \mathfrak{a} \sim \mathfrak{b}$.

Hence, the ideals of $\mathcal{O}_{d}$ can be partitioned into equivalence classes, the socalled ideal-classes. By showing that every ideal class contains an ideal $\mathfrak{b}$ satisfying $N(\mathfrak{b}) \leq M$ with some absolute constant $M$ one can prove the following.

Theorem 3.9. The number of ideal classes is finite.

This reminds us of the finiteness of the class number and both sets of equivalence classes are indeed closely related. To see that we consider a ring of integers $\mathcal{O}_{d}$ of a quadratic number field $\mathbb{Q}(\sqrt{d})$. Let $\mathfrak{a}=\left[\alpha_{1}, \alpha_{2}\right]$ be an ideal of $\mathcal{O}_{d}$ with basis elements $\alpha_{1}, \alpha_{2}$ and their conjugates $\alpha_{1}^{\prime}, \alpha_{2}^{\prime}$ satisfying

$$
\alpha_{1} \alpha_{2}^{\prime}-\alpha_{1}^{\prime} \alpha_{2}=N(\mathfrak{a}) \cdot \sqrt{\Delta}
$$

where $\Delta$ is the discriminant as defined above. Corresponding to $\mathfrak{a}$ we can now define a quadratic form $(a, b, c)$ by setting

$$
a X^{2}+b X Y+c Y^{2}=\frac{N\left(\alpha_{1} X+\alpha_{2} Y\right)}{N(\mathfrak{a})}=\frac{1}{N(\mathfrak{a})}\left(\alpha_{1} X+\alpha_{2} Y\right)\left(\alpha_{1}^{\prime} X+\alpha_{2}^{\prime} Y\right)
$$

It follows quickly that then $a, b, c$ are integers since $a=\frac{N\left(\alpha_{1}\right)}{N(\mathfrak{a})}$ and so forth, and the discriminant of $(a, b, c)$ is given by

$$
b^{2}-4 a c=\frac{1}{N(\mathfrak{a})^{2}}\left(\alpha_{1} \alpha_{2}^{\prime}-\alpha_{1}^{\prime} \alpha_{2}\right)^{2}=\Delta
$$

which is equal to $d$ if $d \equiv 1 \bmod 4$, or equal to $4 d$ otherwise. If $\Delta<0$, the quadratic field $\mathbb{Q}(\sqrt{d})$ is imaginary so that $a>0$ and $(a, b, c)$ is positive definite. Varying the basis yields equivalent forms.

Theorem 3.10. Every positive definite quadratic form ( $a, b, c$ ) of discriminant $\Delta$ belongs to an ideal $\mathfrak{a}$ with basis $\alpha_{1}, \alpha_{2}$.

This holds since it is not difficult to show that $a, \frac{1}{2}(b-\sqrt{\Delta})$ form a basis for the ideal $\mathfrak{a}=\left[a, \frac{1}{2}(b-\sqrt{\Delta})\right]$.

We can deduce that equivalent quadratic forms belong to equivalent ideals and conversely. The corresponding number of classes are therefore equal to the class number $h(D)$ as introduced for forms. Dirichlet achieved with his analytic class number formula a closed expression for this quantity. Another way of computing $h(D)$ is by the reduction Theorems 3.2 and 3.3 of Lagrange and Gauss above.
Now given a ring of integers $\mathcal{O}_{d}$, we denote by $\mathcal{I}_{d}$ the set of all ideals and by $\mathcal{P}_{d}$ the subset of all principal ideals. Unique factorization in $\mathcal{O}_{d}$ is then equivalent to $\mathcal{P}_{d}=\mathcal{I}_{d}$ but this doesn't hold often. In order to quantify the extent to which it fails we consider fractional ideals.

A fractional ideal of $\mathcal{O}_{d}$ is a subset of the underlying field $\mathbb{Q}(\sqrt{d})$ which is of the form $\frac{1}{\gamma} \mathfrak{c}$, where $\mathfrak{c}$ is an ideal of $\mathcal{O}_{d}$ and $\gamma$ is a non-zero element of $\mathcal{O}_{d}$, such an ideal is said to be principal if $\mathfrak{c}$ is principal.

Then the set of fractional ideals forms an abelian group and the inverse $\mathfrak{a}^{-1}$ of an ideal $\mathfrak{a}$ of $\mathcal{O}_{d}$ is given by

$$
\mathfrak{a}^{-1}=\left\{\alpha \in \mathbb{Q}(\sqrt{d}): \alpha \mathfrak{a} \subset \mathcal{O}_{d}\right\} .
$$

Moreover, writing $\mathcal{F}_{d}$ for this set/group of fractional ideals and $\mathcal{P} \mathcal{F}_{d}$ for its subset/subgroup of principal fractional ideals, the quotient

$$
\mathfrak{c}_{d}=\mathcal{F}_{d} / \mathcal{P} \mathcal{F}_{d}
$$

is again a group and called the class group of $\mathbb{Q}(\sqrt{d})$ respectively $\mathcal{O}_{d}$. Its elements are given by the different ideal classes corresponding to the equivalence of ideals $\sim$ defined above.
Hence, the order of the class group is the class number $h(D)$, and its size measures the deviation from unique factorization in $\mathcal{O}_{d}$.
In fact, if $\mathfrak{c}_{d}$ is trivial, then $\mathcal{F}_{d}=\mathcal{P} \mathcal{F}_{d}$ and intersecting with the set of genuine ideals of $\mathcal{O}_{d}$ leads to $\mathcal{I}_{d}=\mathcal{P}_{d}$ which implies unique factorization. In any case we know at least that

$$
\# \mathfrak{c}_{d}=h(d)<\infty
$$

### 3.2 Generating functions associated with forms and ideals

Now we consider generating functions associated with forms and ideals. For forms building on the fundament described above we recall definition (1.1) of the Epstein zeta-function given for a positive definite form with symmetric matrix $\mathcal{Q}$ by

$$
\zeta(s ; \mathcal{Q})=\sum_{0 \neq \mathbf{x} \in \mathbb{Z}^{n}} \mathbf{x}^{\mathrm{t}} \mathcal{Q} \mathbf{x}^{-s} .
$$

On the other hand given a number field $k=\mathbb{Q}(\sqrt{d})$ the Dedekind zetafunction is defined by

$$
\zeta_{k}(s):=\sum_{\mathfrak{a}} N(\mathfrak{a})^{-s}=\prod_{\mathfrak{p}}\left(1-N(\mathfrak{p})^{-s}\right)^{-1}
$$

where the summation is over all ideals $\mathfrak{a} \neq\{0\}$ of $\mathcal{O}_{d}$ and the product runs over all prime ideals. The identity between the Dirichlet series and the Euler product follows from unique prime ideal factorization, i.e. Theorem 3.6 in just the same way as in the case of the Riemann zeta-function

$$
\zeta(s):=\sum_{n \geq 1} n^{-s}=\prod_{p}\left(1-p^{-s}\right)^{-1}
$$

which can be considered as the Dedekind zeta-function associated with the field $\mathbb{Q}$ of rational numbers and unique prime number factorization.

Case $k=\mathbb{Q}(i)$ : As the most straight forward example we have the case of $k=\mathbb{Q}(i)$ with $i=\sqrt{-1}$, the Gaussian field. The discriminant $\Delta$ of this field is -4 . Since $h(-4)=1$, the ring of integers $\mathcal{O}_{-1}=\mathbb{Z}[i]$ is a unique factorization domain and all ideals are principal ideals. In view of the splitting of primes according to Theorem 3.8 it follows that

$$
\begin{align*}
\zeta_{k}(s) & =\prod_{\mathfrak{p}}\left(1-N(\mathfrak{p})^{-s}\right)^{-1}  \tag{3.5}\\
& =\prod_{p \mid \Delta}\left(1-p^{-s}\right)^{-1} \cdot \prod_{p:\left(\frac{\Delta}{p}\right)=+1}\left(1-p^{-s}\right)^{-2} \cdot \prod_{p:\left(\frac{\Delta}{p}\right)=-1}\left(1-p^{-s}\right)^{-1} \\
& =\zeta(s) \cdot L\left(s ; \chi_{\Delta}\right)
\end{align*}
$$

where $n \mapsto \chi_{\Delta}(n):=\left(\frac{n}{\Delta}\right)$ is the Kronecker symbol defined in the previous section and

$$
L\left(s ; \chi_{\Delta}\right):=\prod_{p}\left(1-\chi_{\Delta}(p) p^{-s}\right)^{-1}=\sum_{n \geq 1} \chi_{\Delta}(n) n^{-s}
$$

is the Dirichlet L-function to the character $\chi_{\Delta}$. Here $\chi_{\Delta}$ is the LegendreKronecker character, see for example Narkiewicz [53] for precise definitions. The character which is identically one, is called the principal character and is denoted by $\chi_{0}$. In the special case $k=\mathbb{Q}(i)$ we have $\chi_{4}=\chi \bmod 4 \neq \chi_{0}$ $\bmod 4$ and

$$
L\left(s ; \chi_{-4}\right):=1-3^{-s}+5^{-s}-7^{-s}+9^{-s} \mp \ldots
$$

Now every quadratic form $(a, b, c)$ of discriminant $D=-4$ is equivalent to the principal form $(1,0,1)=X^{2}+Y^{2}$ which is the norm of $x+i y$ in $\mathbb{Q}(i)$. Taking into account that $\mathbb{Z}[i]$ carries four units $+1,-1, i,-i$ we find

$$
\begin{equation*}
\zeta(s ;(1,0,1))=4 \cdot \zeta_{\mathbb{Q}(i)}(s)=4 \zeta(s) L\left(s ; \chi_{-4}\right) \tag{3.6}
\end{equation*}
$$

Hence, this Epstein zeta-function is essentially the Dedekind zeta-function of a quadratic number field.

Case $k=\mathbb{Q}(\sqrt{-5})$ : However if we take the example $k=\mathbb{Q}(\sqrt{-5})$, the ring of integers $\mathcal{O}_{-5}=\mathbb{Z}[\sqrt{-5}]$ does not have unique prime factorization. In this case we find via $\Delta=-20$ that $h(-20)=2$ and the two equivalence classes of quadratic forms are represented by the principal form

$$
q_{1}=(1,0,5)=X^{2}+5 Y^{2}
$$

and

$$
q_{2}=(2,2,3)=2 X^{2}+2 X Y+3 Y^{2}
$$

Using quadratic reciprocity one can show that

- $q_{1}$ represents all primes $p$ with

$$
\left(\frac{-1}{p}\right)=\left(\frac{5}{p}\right)=+1, \quad \text { i.e. } \quad p \equiv 1,9 \quad \bmod 20,
$$

- $q_{2}$ represents all primes $p$ with

$$
\left(\frac{-1}{p}\right)=\left(\frac{5}{p}\right)=-1, \quad \text { i.e. } \quad p \equiv 3,7 \quad \bmod 20 .
$$

Thus, in this case the Epstein zeta-function cannot coincide with the corresponding Dedekind zeta-function of this field. In view of

$$
\chi_{-20}(p)=\left(\frac{-20}{p}\right)=\left(\frac{-4}{p}\right)\left(\frac{5}{p}\right)=\chi_{-4}(p) \chi_{5}(p)
$$

it follows from (3.5) that

$$
\zeta_{\mathbb{Q}(\sqrt{-5})}(s)=\zeta(s) \cdot L\left(s ; \chi_{-20}\right)
$$

with

$$
L\left(s ; \chi_{-20}\right)=1+3^{-s}+7^{-s}+9^{-s}-11^{-s}-13^{-s}-17^{-s}-19^{-s} \pm \ldots .
$$

Employing so-called Hecke characters $\psi$ of the related class group $\mathcal{C}_{-20}$, one can define a Hecke L-function $L(s ; \psi)$ such that

$$
\begin{aligned}
\zeta\left(s ; q_{1}\right) & =\sum_{(X, Y) \neq 0}\left(X^{2}+5 Y^{2}\right)^{-s} \\
& =2+2 \cdot 4^{-s}+2 \cdot 5^{-s}+2 \cdot 6^{-s} \ldots \\
& =\zeta_{\mathbb{Q}(\sqrt{-5})}(s)+L(s ; \psi)
\end{aligned}
$$

and

$$
\begin{aligned}
\zeta\left(s ; q_{2}\right) & =\sum_{(X, Y) \neq 0}\left(2 X^{2}+2 X Y+3 Y^{2}\right)^{-s} \\
& =2 \cdot 2^{-s}+4 \cdot 3^{-s} \ldots \\
& =\zeta_{\mathbb{Q}(\sqrt{-5)})}(s)-L(s ; \psi) .
\end{aligned}
$$

For exact definitions of Hecke characters and Hecke L-functions we refer again for instance to Narkiewicz [53]. Indeed this yields

$$
\begin{equation*}
L(s ; \psi)=1-2^{-s}-2 \cdot 3^{-s}+4^{-s} \pm \ldots \tag{3.7}
\end{equation*}
$$

Here the coefficients count how many integer pairs $(X, Y)$ lead to a value $n$ represented by $q_{1}$ or $q_{2}$. Since the equivalence classes of the class group or
the equivalence classes of the two forms are disjoint and their union covers everything, we have

$$
\zeta\left(s ; q_{1}\right)+\zeta\left(s ; q_{2}\right)=2 \cdot \zeta_{\mathbb{Q}(\sqrt{-5})}(s)
$$

where the factor 2 denotes the two units in $\mathcal{O}_{-5}=\mathbb{Z}[\sqrt{-5}]$.

### 3.3 Epstein zeta-functions for $\boldsymbol{n} \leq 2$

We have now developed the tools to describe Epstein zeta-functions more thoroughly. The simplest case is obviously $n=1$, where the Epstein zetafunction coincides up to a constant factor with the Riemann zeta-function, that is

$$
\begin{equation*}
\zeta\left(s ; \mathbf{I}_{1}\right)=2 \zeta(2 s) \tag{3.8}
\end{equation*}
$$

with $I_{1}$ the $1 \times 1$ identity matrix. For $n=2$, i.e. binary quadratic forms, any Epstein zeta-function can be written as a linear combination of Hecke Lfunctions associated to the class group of the corresponding number field, and its class number provides the length of those linear combinations. If the class number equals one, then the associated Epstein zeta-function is a constant multiple of the Dedekind zeta-function to the related imaginary quadratic number field $\mathbb{Q}(\sqrt{-d})$ and has an Euler product representation, as seen in (3.6) for the Gaussian field. Generally, i.e. also valid for a class number larger than one, we get

$$
\begin{equation*}
\zeta(s, \mathcal{Q})=\frac{\epsilon}{h} \sum_{1 \leq j \leq h} \overline{\chi_{j}(I)} L\left(s, \chi_{j}\right), \tag{3.9}
\end{equation*}
$$

where $h$ is the class number, $\epsilon$ the number of units in the ring of integers of $\mathbb{Q}(\sqrt{-d})$, and the Hecke characters $\chi_{j}$ are evaluated at the ideals $I$ generated by $a, b-\sqrt{-d} / 2 . L\left(s, \chi_{j}\right)$ is the associated Hecke $L$-function which is defined by

$$
L(s, \chi)=\sum_{\mathfrak{n}} \frac{\chi(\mathfrak{n})}{N(\mathfrak{n})^{s}}=\prod_{\mathfrak{p}}\left(1-\frac{\chi(\mathfrak{p})}{N(\mathfrak{p})^{s}}\right)^{-1} .
$$

In general the L-functions in (3.9) are not distinct. We can rewrite (3.9) by noting that according to Theorem 3.8 for each rational prime $p$, a principal ideal $[p]$ is a prime ideal $\mathfrak{p}$ or a product of two prime ideals $\mathfrak{p}_{1} \mathfrak{p}_{2}$. If $[p]=\mathfrak{p}$, then $\chi(\mathfrak{p})=1$ and

$$
\prod_{\mathfrak{p} \mid p}\left(1-\frac{\chi(\mathfrak{p})}{N(\mathfrak{p})^{s}}\right)^{-1}=\left(1-\frac{1}{p^{2 s}}\right)^{-1}
$$

If $[p]=\mathfrak{p}_{1} \mathfrak{p}_{2}$, then $\chi\left(\mathfrak{p}_{1}\right) \chi\left(\mathfrak{p}_{2}\right)=1$. Hence, we have $\chi\left(\mathfrak{p}_{1}\right)=\overline{\chi\left(\mathfrak{p}_{2}\right)}$ and

$$
\begin{aligned}
\prod_{\mathfrak{p} \mid p}\left(1-\frac{\chi(\mathfrak{p})}{N(\mathfrak{p})^{s}}\right)^{-1} & =\left(1-\frac{\chi\left(\mathfrak{p}_{1}\right)+\chi\left(\mathfrak{p}_{2}\right)}{p^{s}}+\frac{1}{p^{2 s}}\right)^{-1} \\
& =\left(1-\frac{2 \operatorname{Re}\left(\chi\left(\mathfrak{p}_{1}\right)\right)}{p^{2 s}}+\frac{1}{p^{2 s}}\right)^{-1}
\end{aligned}
$$

Therefore $L(s, \chi)=\overline{L(s, \chi)}$. If we now let $J$ be the number of real characters plus one-half the number of complex characters, and list the characters as $\chi_{1}, \ldots, \chi_{J}$ such that $\chi_{j} \neq \chi_{k}$ and $\chi_{j} \neq \overline{\chi_{k}}$ for $j \neq k$, we can rewrite (3.9) as

$$
\begin{equation*}
\zeta(s, \mathcal{Q})=\sum_{j=1}^{J} c_{j} \cdot L\left(s, \chi_{j}\right) \tag{3.10}
\end{equation*}
$$

where

$$
c_{j}=\frac{\epsilon}{h} \cdot \chi_{j}(I)
$$

for real characters $\chi_{j}$, and

$$
c_{j}=\frac{\epsilon}{h} \cdot 2 \operatorname{Re}\left(\chi_{j}(I)\right)
$$

for complex characters $\chi_{j}$. Here we note that $J>1$ if and only if $h>1$.
For the above mentioned examples $q_{1}=X^{2}+5 Y^{2}$ and $q_{2}=2 X^{2}+2 X Y+3 Y^{2}$ of two different forms in $k=\mathbb{Q}(\sqrt{-5})$ the linear combinations are

$$
\zeta\left(s ; q_{1}\right)=L\left(s, \chi_{0}\right)+L\left(s, \chi_{1}\right)
$$

and

$$
\zeta\left(s ; q_{2}\right)=L\left(s, \chi_{0}\right)-L\left(s, \chi_{1}\right)
$$

where $L\left(s, \chi_{0}\right)=\zeta_{\mathbb{Q}(\sqrt{-5})}(s)=2 \zeta(s) L\left(s, \chi_{-20}\right)$ is again the Dedekind zetafunction of this number field. $L\left(s, \chi_{1}\right)$ is the Hecke $L$-function to the nontrivial Hecke character which coincides with $L(s ; \psi)$, the series defined in (3.7).

Hence, all Epstein zeta-functions for $n \leq 2$ can be represented in the format described in this section, essentially via (3.9), or equivalently (3.10). The situation gets more complex for $n>2$, this is what we will consider now.

### 3.4 Epstein zeta-functions for $n \geq 2$

For $n>2$ the structure of an arbitrary Epstein zeta-function becomes much more difficult to describe. We follow Steuding [66], Nakamura and Pańkowski
[52] and start with some examples. If $\mathbf{I}_{n}$ is the $n \times n$ identity matrix we obtain for $n=4$

$$
\begin{equation*}
\zeta\left(s ; \mathbf{I}_{4}\right)=8\left(1-2^{2-s}\right) \zeta(s) \zeta(s-1) \tag{3.11}
\end{equation*}
$$

and for higher dimensions $n=6$ and $n=10$

$$
\begin{aligned}
\zeta\left(s ; \mathbf{I}_{6}\right) & =-4\left(\zeta(s) L\left(s-2, \chi_{-4}\right)-4 \zeta(s-2) L\left(s, \chi_{-4}\right)\right), \\
\zeta\left(s ; \mathbf{I}_{10}\right) & =\frac{4}{5}\left(\zeta(s) L\left(s-2, \chi_{-4}\right)-4^{2} \zeta(s-2) L\left(s, \chi_{-4}\right)\right)-2 \sum_{0 \neq \lambda \in \mathbb{Z}[i]} \frac{\lambda^{4}}{(\lambda \bar{\lambda})^{s}}
\end{aligned}
$$

For $n=12$ we need more definitions. Let

$$
L(s, \Delta):=\sum_{m=1}^{\infty} \tau(m) m^{-s}
$$

be the $L$-function attached to Ramanujan's $\tau$-function, given by

$$
\Delta(q)=\sum_{m=1}^{\infty} \tau(m) q^{m}=q \sum_{m=1}^{\infty}\left(1-q^{m}\right)^{24}
$$

with $q:=e^{2 \pi i \tau}$ and $\tau$ from the upper half-plane. Then we get

$$
\zeta\left(s ; \mathbf{I}_{12}\right)=c_{1}\left(2^{6}-2^{6-s}\right) \zeta(s) \zeta(s-4)+c_{2} L(s, \sqrt{\Delta})
$$

with some constants $c_{1}$ and $c_{2}$.
Leaving the identity matrices we mention two further examples of explicitly described Epstein zeta-functions. For the matrix

$$
\mathcal{S}_{8}=\left(\begin{array}{cc}
2 \cdot \mathbf{I}_{4} & \mathcal{A} \\
-\mathcal{A} & 2 \cdot \mathbf{I}_{4}
\end{array}\right) \quad \text { with } \quad \mathcal{A}:=\left(\begin{array}{cccc}
0 & 1 & 1 & 1 \\
-1 & 0 & -1 & 1 \\
-1 & 1 & 0 & -1 \\
-1 & -1 & 1 & 0
\end{array}\right)
$$

we get

$$
\begin{equation*}
\zeta\left(s ; \mathcal{S}_{8}\right)=240 \cdot 2^{-s} \zeta(s) \zeta(s-3) \tag{3.12}
\end{equation*}
$$

Another example, as described in [10] and [40], is related to the Leech lattice of dimension $n=24$. If $\mathcal{L}_{24}$ denotes the $24 \times 24$ matrix given by

$$
\mathcal{L}_{24}=\left(\begin{array}{cc}
4 \cdot \mathbf{I}_{12} & \mathcal{B}-2 \cdot \mathbf{I}_{12} \\
\mathcal{B}^{\mathrm{t}} & 4 \cdot \mathbf{I}_{12}
\end{array}\right) \quad \text { where } \quad \mathcal{B}:=\left(\begin{array}{cc}
0 & \mathbf{e}^{\mathrm{t}} \\
-\mathbf{e} & \mathcal{C}
\end{array}\right)
$$

$\mathbf{e}=(1, \ldots, 1)^{\mathrm{t}}, \mathcal{C}:=\left(\left(\frac{k-l}{11}\right)\right)_{1 \leq k, l \leq 11}$ and $(\dot{\overline{11}})$ is the Legendre symbol $\bmod 11$ we obtain

$$
\begin{equation*}
\zeta\left(s ; \mathcal{L}_{24}\right)=\frac{65520}{691}(\zeta(s) \zeta(s-11)-L(s, \Delta)) \tag{3.13}
\end{equation*}
$$

For a more general representation of Epstein zeta-functions we only sketch an approach. In particular for definitions of Eisenstein series, modular forms and cusp forms we refer to Iwaniec [37]. We first define the number

$$
\begin{equation*}
r(m ; \mathcal{Q}):=\#\left\{\mathbf{x} \in \mathbb{Z}^{n}: \mathcal{Q}[\mathbf{x}]=m\right\} \tag{3.14}
\end{equation*}
$$

counting how often the associated quadratic form $\mathcal{Q}$ takes on a certain value $m$. Then we can express an Epstein zeta-function by

$$
\zeta(s ; \mathcal{Q})=\sum_{k=1}^{\infty} \frac{r(m ; \mathcal{Q})}{k^{s}}
$$

Now it is known, see for example Fomenko [20], that the corresponding theta series

$$
\theta(z ; \mathcal{Q})=\sum_{k=0}^{\infty} r(m ; \mathcal{Q}) \cdot e^{2 \pi i k z}
$$

in this case becomes a modular form of weight $\frac{n}{2}$, which decomposes into the summation of an Eisenstein series and a cusp form. To give some more detail we have

$$
\theta(z ; \mathcal{Q})=E_{\mathcal{Q}}(z)+S_{\mathcal{Q}}(z)
$$

where $E_{\mathcal{Q}}(z):=\sum_{k=0}^{\infty} e_{\mathcal{Q}}(k) \cdot e^{2 \pi i k z}$ is an Eisenstein series and $S_{\mathcal{Q}}(z):=$ $\sum_{k=1}^{\infty} s_{\mathcal{Q}}(k) \cdot e^{2 \pi i k z}$ is a cusp form. It is also known that the coefficients $s_{\mathcal{Q}}(k)$ obey

$$
s_{\mathcal{Q}}(k) \ll \begin{cases}k^{\frac{n}{4}-\frac{1}{2}+\epsilon} & \text { if } \mathrm{n} \text { is even } \\ k^{\frac{n}{4}-\frac{1}{4}+\epsilon} & \text { if } \mathrm{n} \text { is odd } .\end{cases}
$$

So the Epstein zeta-function can be expressed by

$$
\begin{equation*}
\zeta(s ; \mathcal{Q})=\hat{E}_{\mathcal{Q}}(s)+\hat{S}_{\mathcal{Q}}(s) \tag{3.15}
\end{equation*}
$$

with $\hat{E}_{\mathcal{Q}}(s)$ and $\hat{S}_{\mathcal{Q}}(s)$ defined as

$$
\hat{E}_{\mathcal{Q}}(s):=\sum_{k=1}^{\infty} \frac{e_{\mathcal{Q}}(k)}{k^{s}}, \quad \hat{S}_{\mathcal{Q}}(s):=\sum_{k=1}^{\infty} \frac{s_{\mathcal{Q}}(k)}{k^{s}}
$$

Therefore $\zeta(s ; \mathcal{Q})$ is decomposable into the summation of the $L$-function associated to the Eisenstein series and the $L$-function associated to the cusp form. We leave the analysis at this point, further details on the decomposition
of the Eisenstein series occurring in (3.15) can be found in [52], [34] and [37].
To summarize, there exists an Euler product representation only for the Epstein zeta-functions associated with binary quadratic forms and class number one ( $n=2$ ) or the Riemann zeta-function corresponding to the trivial case ( $n=1$ ). For more than two variables of the associated quadratic form we get in general at most an additive structure of more well-known objects. In the last section of this chapter we take a look at the zero distribution in general, first concentrating on the real parts of the zeros.

### 3.5 Zero distribution of Epstein zeta-functions

In this section we recall results of the zero distribution of Epstein zetafunctions. Naturally we are again concerned with the nontrivial zeros $\varrho=\beta+i \gamma$. The trivial ones for any Epstein zeta-function are located at $s=-m, \quad m \in \mathbb{N}$, which can be derived by the functional equation (1.2), see Chapter 1.

### 3.5.1 Zero distribution for $n \leq 2$

We start again with the simplest case $n=1$. Here we deal essentially with the Riemann zeta-function, see (3.8). Given the Riemann hypothesis is true, we expect all nontrivial zeros of $\zeta(s)$ to have real part $1 / 2$. Therefore, with $s=\sigma+i t$ denoting the complex variable, the associated Epstein zeta-function should have all nontrivial zeros on the critical line $\sigma=1 / 4$. If additionally the analogue of the Riemann hypothesis for Dirichlet $L$-functions is true, also (3.6), i.e. the Epstein zeta-function related to the Gaussian field, will carry all nontrivial zeros on the critical line, which is since we have moved to $n=2$, the line $\sigma=1 / 2$. Unconditionally we know that a positive proportion of the nontrivial zeros of $\zeta(s ; \mathcal{Q})$ lie on these critical lines following from the same fact for the Riemann zeta-function $\zeta(s)$, see [72], and the formula for the number of zeros for Epstein zeta-functions overall (1.3).
For binary quadratic forms the functions $\zeta(s ; \mathcal{Q})$ and $\zeta\left(s ; \mathcal{Q}^{-1}\right)$ are equal up to a constant factor. Their zero-distribution was first investigated by Potter and Titchmarsh [54] who proved that infinitely many zeros lie on the critical line $\sigma=1 / 2$. Also for $n=2$ Bateman and Grosswald [4] showed that $\zeta(s ; \mathcal{Q})$ has a real zero between $1 / 2$ and 1 if

$$
k:=\frac{\sqrt{|D|}}{2 a}>7.00556
$$

with $D$ and $a$ defined as in (3.2) and (3.1). We note that this result was also announced by Chowla and Selberg [9] but they never published a proof.

Other examples of zeros off the critical line were found by Arenstorf and Brewer [2], who studied the form (3.1) with $a=1, b=0$ and $c$ varying between 1 and 6 . Deuring [13] and Stark [64] showed that all zeros of Epstein zeta-functions for $n=2$ in the rectangle $-1<\operatorname{Re} s<2,|\operatorname{Im} s| \leq 2 k$ lie on the critical line $\sigma=1 / 2$ and are simple with the exception of two real zeros between 0 and 1 , provided $k$ is sufficiently large.

If the class number is larger than one, $\zeta(s, \mathcal{Q})$ has an infinitude of zeros in the half-plane $\operatorname{Re} s>1$ as was shown by Davenport and Heilbronn [11]. Hejhal [35] and Bombieri and Hejhal [6] showed that almost all zeros of Epstein zeta-functions associated with binary quadratic forms lie on the critical line provided that the Generalized Riemann hypothesis and a widely accepted conjecture on the spacing of zeros of $L$-functions for ideal class characters is true. Recently, Rezyakova [57] showed that a positive proportion of the zeros of any $\zeta(s, \mathcal{Q})$ with a binary quadratic form $\mathcal{Q}$ independent of the class number lie on the critical line. For class number 2, Bombieri and Müller [7] obtained upper and lower bounds for the asymptotic rate of approach of zeros to the boundary of the zero-free half-plane for certain Epstein zeta-functions. For class number greater than 1 and negative discriminant, Gonek and Lee [30] derived, building on results of Lee [45] and Voronin [77], an estimate for $N\left(\sigma_{1}, \sigma_{2} ; T\right)$, the number of nontrivial zeros $\varrho=\beta+i \gamma$ with $|\gamma| \leq T$ and $\sigma_{1}<\beta<\sigma_{2}$. They showed that for any pair $\sigma_{1}, \sigma_{2}$ with $1 / 2<\sigma_{1}<\sigma_{2}<1$ the asymptotic formula

$$
N\left(\sigma_{1}, \sigma_{2} ; T\right)=c_{1} T+O\left(T \cdot e^{-c_{2} \sqrt{\log \log T}}\right)
$$

holds with a constant $c_{1}$ depending on the form $\mathcal{Q}$ and $\sigma_{1}, \sigma_{2} ; c_{2}$ being an absolute constant. Finally for class number greater than one Lee [46] gave recently an asymptotic for the number of zeros in the region $\sigma>1 / 2+\log T^{-\theta}$ for $T<\operatorname{Im} s<2 T$ with $0<\theta<1$.

### 3.5.2 Zero distribution for $\boldsymbol{n}>2$

The nature of the distribution of zeros for Epstein zeta-functions changes if we consider quadratic forms for more than two variables. In general the clustering around the critical line falls apart, but we also need to note that in many cases little can be said about the distribution at all. In case of the above mentioned examples (3.11) for $n=4$ and (3.12) for $n=8$ we expect, due to the Riemann zeta-function as main ingredient, zeros on the lines $\sigma=1 / 2$ and $\sigma=3 / 2$, respectively $\sigma=1 / 2$ and $\sigma=7 / 2$. In the former example infinitely many zeros lie additionally on the line $\sigma=2$. For both examples there are no zeros on the respective critical lines $\sigma=1$ and $\sigma=2$ since all nontrivial zeros of $\zeta(s)$ are in the critical strip $0<\operatorname{Re} s<1$, see for example [72]. Looking at example (3.13) nothing definite can be said about
the location of the zeros.
For $n=4$ Fujii [21] investigated the real zeros of Epstein zeta-functions with $\mathcal{Q}[\mathbf{x}]=x_{1}^{2}+x_{2}^{2}+d\left(x_{3}^{2}+x_{4}^{2}\right)$. Terras [71] gave examples which have real zeros off the critical line $\sigma=n / 4$ for arbitrary $n$. Furthermore Travěnec and Šamaj [73] recently derived a method to generate off-critical zeros for all sufficiently large dimensions of hypercubic Epstein zeta-functions.

Thanks to results from Steuding [65] we know that the mean value of the real parts of the nontrivial zeros is equal to the abscissa of the critical line $\sigma=n / 4$. More precisely, recalling the definition for the minimum value $\mathrm{m}(\mathcal{Q})$ of a quadratic form (1.4) and with $N(\mathcal{Q})$ counting the number of $\mathbf{x}$ for which $\mathcal{Q}[\mathbf{x}]=m(\mathcal{Q})$, we have

$$
\begin{equation*}
\sum_{|\gamma|<T}\left(\beta-\frac{n}{4}\right)=-\frac{T}{\pi} \Sigma(\mathcal{Q})+O(\log T) \tag{3.16}
\end{equation*}
$$

with

$$
\Sigma(\mathcal{Q}):=\log \left((\operatorname{det} \mathcal{Q})^{\frac{1}{2}} \frac{N(\mathcal{Q})}{N\left(\mathcal{Q}^{-1}\right)}\left(\frac{m\left(\mathcal{Q}^{-1}\right)}{m(\mathcal{Q})}\right)^{\frac{n}{4}}\right)
$$

$\Sigma(\mathcal{Q})$ measures the asymmetries in the zero-distribution with respect to the critical line. For binary quadratic forms this quantity is always zero, on the other hand for instance for the matrix

$$
\mathcal{Q}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 3
\end{array}\right)
$$

we find $\Sigma(\mathcal{Q})=\frac{1}{4} \log \frac{4}{3} \neq 0$. Generally, if $\Sigma(\mathcal{Q})$ is nonzero, $\zeta(s ; \mathcal{Q})$ has infinitely many zeros off the critical line $\sigma=n / 4$. Compared to the number of zeros overall, the possible asymmetries are small. We see this by combining (1.3) and (3.16) to obtain

$$
\frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T} \beta=\frac{n}{4}+O\left(\frac{1}{\log T}\right)
$$

Another result about the zero-distribution for Epstein zeta-functions is from Nakamura and Pańkowski [52]. They showed that under certain conditions for $\mathcal{Q}$, if $n \geq 4$ is even, the Epstein zeta-function has at least $C T$ zeros for some positive constant $C$ in the region $\sigma>\frac{n-1}{2}$. As a corollary they derived for the $2 k$-dimensional unit matrix $I_{2 k}$ with $k \in \mathbb{N}$ and $k \neq 1,2,4$ that $\zeta\left(s ; \mathbf{I}_{2 k}\right)$ have complex zeros in the strip $k-\frac{1}{2}<\sigma<k$, also located off the critical line. We close this section with an interesting result based on Siegel [62] and improved by Steuding [66]. It says that for certain functions related to the unit matrix in higher dimensions $\zeta(s ; \mathcal{Q})$ has only a small number of zeros around
the critical line $\sigma=n / 4$. In particular, almost all zeros of $\zeta\left(s ; \mathbf{I}_{n}\right)$ with $n \geq 12$
lie in the strips $0 \leq \sigma<2$ and $\frac{n}{2}-2<\sigma \leq \frac{n-1}{2} \epsilon$ for any $\epsilon>0$.

## Landau's theorem

"Wir Mathematiker sind alle ein bißchen meschugge."
Edmund Landau (1877-1938)

As indicated already in Chapter 1, Landau's theorem plays an important role in this thesis. We will first take a closer look at his original paper [43] and sketch the idea of proof. Then, in sections 4.2 and 4.3 , we will briefly recall variants and generalizations of the theorem with an emphasis on uniform versions which will become more significant in the analysis of discrepancy in Chapter 6. Finally, in section 4.4 we explore known results of zeta-functions where the theorem was used to derive uniform distribution modulo one of zero ordinates, respectively similar results from value distribution theory.

### 4.1 Landau's theorem in his original paper

Landau published his paper "Über die Nullstellen der Zetafunktion" [43] in 1912. He referred to von Mangoldts famous result, that for the nontrivial zeros $\varrho=\beta+\gamma i$ of the Riemann zeta-function the series

$$
\begin{equation*}
\sum_{\varrho} \frac{x^{\varrho}}{\varrho} \tag{4.1}
\end{equation*}
$$

converges for all $x \in \mathbb{R}^{+} \backslash\{1\}$. Taking this as a starting point he introduces the three series

$$
\sum_{\varrho} \frac{x^{\varrho}}{\varrho^{\nu}}, \quad \sum_{\gamma>0} \frac{x^{\varrho}}{\varrho^{\nu}}, \quad \sum_{\gamma<0} \frac{x^{\varrho}}{\varrho^{\nu}}
$$

with a new parameter $\nu \in(0,1]$. His aim is to study their asymptotic behaviour. The sums, as usual, run in ascending order of the absolute value
of the imaginary parts $\gamma$ of the zeros. In the first of these series he excludes the case $\nu=1$ since this is the same as (4.1). He then puts the analysis down to study the divergence of the series in the limiting case $\nu=0$. Since the zeros of the Riemann zeta-function occur in conjugate complex pairs, Landau can restrict the analysis to the series $\sum_{\gamma>0} x^{\varrho}$.

This is where the theorem arises in his paper. Equivalent to (1.6), the original formulation runs

Theorem 4.1 (Landau, 1912). For a fixed $x>1$ there is

$$
\sum_{0<\gamma \leq T} x^{\varrho}= \begin{cases}-\frac{T}{2 \pi} \log p+O(\log T) & \text { for } x \text { a prime power } p^{m}  \tag{4.2}\\ O(\log T) & \text { for } x \text { not a prime power } p^{m}\end{cases}
$$

If $1<x_{0}<x_{1}$ and the interval $\left[x_{0}, x_{1}\right]$ is free of a prime power $p^{m}$, then for $x_{0} \leq x \leq x_{1}$

$$
\sum_{0<\gamma \leq T} x^{\varrho}=O(\log T)
$$

holds uniformly.
The proof employs Cauchy's theorem applied to

$$
\int x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)} d s
$$

The integration path is the counterclockwise oriented rectangle with edges $2+q i, 2+T i, z+T i, z+q i$, where $z<0,0<q<2$ and $T \geq 2$. Here $q$ is chosen less than the smallest ordinate $\gamma$ of $\varrho$. Assuming that the parameter $T$ avoids zeros of $\zeta(s)$, which translate to poles of the logarithmic derivative $\frac{\zeta^{\prime}(s)}{\zeta(s)}$, he obtains

$$
\int_{2+q i}^{2+T i} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)} d s=\left\{\int_{2+q i}^{z+q i}+\int_{z+q i}^{z+T i}+\int_{z+T i}^{2+T i}\right\} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)} d s+2 \pi i \sum_{0<\gamma<T} x^{\varrho}
$$

Landau finds that the first and second integral on the right-hand side stay bounded for growing $T$ by taking the logarithmic derivative of the functional equation of $\zeta(s)$ and showing that

$$
\left|x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)}\right|=O\left(x^{\sigma} \log (-\sigma+t)\right)
$$

holds in the area $\sigma \leq 1, t \geq q$ of the complex plane. He further proves that

$$
\int_{z+T i}^{2+T i} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)} d s=O(\log T)
$$

for any fixed $z<0$ and that the integral on the right-hand side delivers the asymptotic of the theorem. In particular he obtains

$$
x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)}=x^{s} \sum_{p, m} \frac{-\log p}{p^{m s}}=-\sum_{p, m}\left(\frac{x}{p^{m}}\right)^{s} \log p .
$$

Hence, by case differentiation for the parameter $x$ between prime powers and non-prime powers, the integrand becomes constant exactly when $x$ equals a prime power $p^{m}$. Therefore, he gets

$$
\int_{2+q i}^{2+T i} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)} d s=\left\{\begin{array}{lll}
-T i \log p+O(1) & \text { for } & x=p^{m} \\
O(1) & \text { for } & x \neq p^{m}
\end{array}\right.
$$

In principle similar techniques are often applied to prove generalizations of Landau's theorem. Some of them we will consider in the rest of this chapter and beyond, when we will turn our attention back to Epstein zeta-functions.

### 4.2 Applications and generalizations

Landau's theorem and variations of it have been used, for example by Fujii [22], in a series of papers. He evaluates discrete moments of the zeta-function or its derivative near or at its zeros, for instance $\sum_{0<\gamma<T} \zeta^{\prime}\left(\frac{1}{2}+i \gamma\right)$ with precise error terms under the assumption of the Riemann hypothesis. Fujii [23] used it also to investigate the sequence $\gamma+\gamma^{\prime}$ with both $\gamma$ and $\gamma^{\prime}$ ranging through the set of positive ordinates of zeta zeros in ascending order. Again assuming the Riemann hypothesis, he obtained the asymptotic formula

$$
\begin{equation*}
\sum_{\substack{0<\gamma, \gamma^{\prime}<T \\ \gamma+\gamma^{\prime}<T}} x^{i\left(\gamma+\gamma^{\prime}\right)}=\frac{\Lambda(x)^{2}}{x} \frac{T^{2}}{8 \pi^{2}}+\frac{x^{i T}}{\log x} \frac{T(\log T)^{2}}{4 \pi^{2} i}+o\left(T^{2}(\log T)^{2}\right) . \tag{4.3}
\end{equation*}
$$

Since the number of terms $\gamma+\gamma^{\prime}<T$ is asymptotically equal to $\frac{T^{2}(\log T)^{2}}{8 \pi^{2}}$ one can divide (4.3) by the number of zeros and apply Weyl's criterion Theorem 2.2. It follows that the sequence of $\gamma+\gamma^{\prime}$ is uniformly distributed modulo one. Egami and Matsumoto [14] used this to motivate a related conjecture on distances between zero ordinates in order to show that a certain multiple zetafunction has a natural boundary. Another path of generalization was followed by Kaczorowski, Languasco and Perelli, who introduced weights in order to obtain an error term of more flexible shape, see [38].

### 4.3 Uniform versions of Landau's theorem

Since Landau's theorem lacks uniformity in $x$, the use of it is somehow limited. Therefore we are interested in a version that is uniform in both variables $x$
and $T$, which will for instance enable us to study discrepancy, see Chapter 6. Gonek [28], [29] obtained first results in this direction and proved that for $T>1$

$$
\begin{align*}
\sum_{0<\gamma \leq T} x^{\varrho} & =-\frac{T}{2 \pi} \Lambda(x)+O(x \log (2 x T) \log \log 3 x)  \tag{4.4}\\
& =O\left(\log x \min \left\{T ; \frac{x}{\langle x\rangle}\right\}\right)+O\left(\log (2 T) \min \left\{T ; \frac{1}{\log x}\right\}\right)
\end{align*}
$$

Here $\langle x\rangle$ denotes the distance between $x$ and the nearest prime power other than $x$ itself. Provided $x$ is fixed Landau's theorem 4.1 follows from (4.4) by letting $T \rightarrow \infty$. If $x=n \in \mathbb{N}$ and $T \gg n$, then the last two error terms in (4.4) are absorbed in the first one and (4.4) becomes

$$
\sum_{0<\gamma \leq T} n^{\varrho}=-\frac{T}{2 \pi} \Lambda(n)+O(n \log (2 n T) \log \log 3 n)
$$

The last two error terms in (4.4) exhibit the contribution of the spikes of the sum of zeta-zeros when $x$ is a real number near to a prime power.

Additionally, assuming the Riemann hypothesis, Fujii [24], [25] gave a stronger version of (4.4).

### 4.4 Uniform distribution modulo one for various zeta-functions

As shown in section 2.3 uniform distribution modulo one of zero ordinates holds for the Riemann zeta-function. Due to the structure of Landau's theorem 4.1, giving an asymptotic for the sum over the exponential function $e^{\log x(\beta+i \gamma)}$, it is natural to search for similar results for further functions and derive uniform distribution from Weyl's criterion Theorem 2.2.

Already Hlawka [36] noticed that the results for the Riemann zeta-function carry over to Dirichlet $L$-functions of residue class characters. Landau himself initiated another direction of research, again starting with the analysis of $\zeta(s)$ concerning value-distribution. At the fifth International Mathematical Congress in Cambridge in 1912 he put up the question of where the roots of $\zeta(s)=a$ lie for an arbitrary complex number $a$. This of course includes the case of zeros for $a=0$. Steuding [67] showed that the ordinates of these $a$-points, denoted by $\varrho_{a}=\beta_{a}+i \gamma_{a}$, are also uniformly distributed modulo one by proving the following variant of Landau's theorem. For $x \in \mathbb{R}^{+} \backslash\{1\}$ and $T \rightarrow \infty$ we have

$$
\sum_{0<\gamma_{a} \leq T} x^{\varrho_{a}}=\left(\alpha(x)-x \Lambda\left(\frac{1}{x}\right)\right) \frac{T}{2 \pi}+O\left(T^{\frac{1}{2}+\epsilon}\right)
$$

Here $\alpha(x)$ equal, if $x=n$ or $x=1 / n$ for some integer $n \geq 2$, the Dirichlet series coefficients defined for $a \neq 0$ via

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=\sum_{n \geq 2} \frac{\alpha(n)}{n^{s}}
$$

and zero otherwise.
Furthermore Garunkštis, Šimènas and Steuding [31] showed the equivalent result for the $a$-points of the Selberg function associated with a compact Riemann surface.

For the remainder of this chapter we will recall an important result for our purpose from the paper of Akbary and Murty [1]. They studied a broader class of Dirichlet series generalizing the Selberg class, for which they were also able to show that the zero ordinates $\gamma_{n}$ are uniformly distributed modulo one. A crucial necessary assumption for this result is a hypothesis concerning the density of the zeros on average, which we will define below.

Let $\tilde{\mathcal{S}}$ be the class of Dirichlet series

$$
F(s)=\sum_{k=1}^{\infty} \frac{a_{n}}{n^{s}}, \quad a_{1}=1
$$

which satisfy the following conditions:

- (Euler product) $F(s)$ has multiplicative coefficients and is absolutely convergent for $\operatorname{Re} s>1$, i.e.

$$
F(s)=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}=\prod_{p}\left(\sum_{k=0}^{\infty} \frac{a_{p^{k}}}{p^{k s}}\right)=\prod_{p} F_{p}(s), \quad \text { for } \quad \operatorname{Re} s>1
$$

- $F_{p}(s) \neq 0$ on $\operatorname{Re}(s)>1$, for any $p$.
- (Analytic continuation) For some integer $m \geq 0,(s-1)^{m} F(s)$ extends to an entire function of finite order.
- (Functional equation) There are numbers $Q>0, \alpha_{j}>0, r_{j} \in \mathbb{C}$ such that

$$
\Phi(s)=Q^{s} \prod_{j=1}^{d} \Gamma\left(\alpha_{j} s+r_{j}\right) F(s)
$$

satisfies the functional equation

$$
\Phi(s)=\epsilon \bar{\Phi}(1-s)
$$

where $\epsilon$ is a complex number with $|\epsilon|=1$ and $\bar{\Phi}(s)=\overline{\Phi(\bar{s})}$.

From these conditions it follows that $\log F_{p}(s)$ has a Dirichlet series representation of the form

$$
\log F_{p}(s)=\sum_{k=1}^{\infty} \frac{b_{p^{k}}}{p^{k s}}, \quad \text { for } \quad \operatorname{Re}(s)>c_{p}
$$

where $c_{p}$ is a positive number which depends on $p$. The coefficients $b_{p^{k}}$ are given by the recursion

$$
b_{p^{k}}=a_{p^{k}}-\frac{1}{k} \sum_{j=1}^{k-1} j \cdot b_{p^{j}} \cdot a_{p^{k-j}}
$$

where $b_{p}=a_{p}$, see Lemma 1 in [1].
Then there exists the following generalization of Landau's theorem to $F \in \tilde{\mathcal{S}}$, see [50]: For $x>1$ and $T \rightarrow \infty$

$$
\sum_{0<\gamma \leq T} x^{\varrho}=-\frac{T}{2 \pi} \Lambda_{F}(x)+O_{F, x}(\log T)
$$

where

$$
\Lambda_{F}(x)= \begin{cases}b_{x} \log x & \text { if } \quad x=p^{k} \\ 0 & \text { otherwise }\end{cases}
$$

Now $F \in \tilde{\mathcal{S}}$ satisfies the Average Density Hypothesis if for $T \rightarrow \infty$

$$
\begin{equation*}
\sum_{\substack{0 \leq \gamma \leq T \\ \beta>\frac{1}{2}}}\left(\beta-\frac{1}{2}\right)=o\left(N_{F}(T)\right) \tag{4.5}
\end{equation*}
$$

where $N_{F}(T)$ denotes the number of zeros of $F$ with $0 \leq \beta \leq 1$ and $0 \leq \gamma \leq T$.
Building on these definitions Akbary and Murty arrive at their main result, Theorem 6:

Theorem 4.2. Let $F \in \tilde{\mathcal{S}}$. Suppose that $F$ satisfies the Average Density Hypothesis, then for $\alpha \neq 0,\left(\alpha \gamma_{n}\right)_{n \in \mathbb{N}}$ is uniformly distributed modulo one.

The Average Density Hypothesis ensures that most of the zeros lie on the critical line. This property is of course valid for the Riemann zeta-function, see section 2.3 and the proof for uniform distribution modulo one runs analogously to what we recalled there. Additionally Akbary and Murty introduced the socalled Moment Hypothesis which is satisfied if there exists a real $k>0$ such that

$$
M_{F}(k, T)=\frac{1}{T} \int_{0}^{T}|F(1 / 2+i t)|^{2 k} d t=O_{k, F}\left(e^{\psi(T)}\right)
$$

for some $\psi(T)$, where $\psi(T)$ is a positive real function such that $\psi(T)=o(\log T)$. The Average Density Hypothesis and therefore Theorem 4.2 follows from the Moment Hypothesis. As examples of functions in $\tilde{\mathcal{S}}$ for which the Moment Hypothesis holds for $k=1$ we recall the remarks from section 5 of Akbary and Murty [1], the exact definitions can be found in the mentioned references: For a primitive Dirchlet character $\bmod q$ its associated Dirichlet $L$-series $L(s, \chi)$, the $L$-series $L(s, f)$ associated to a holomorphic cusp newform of weight $k$ and level $N$ with nebentypus $\phi$, and the $L$-series $L(s, g)$ associated to an even Maas cusp newform of weight zero and level $N$ with nebentypus $\phi$. The sufficient asymptotics are stated for $L(s, \chi)$ in Motohashi [51], for $L(s, f)$ in Zhang [81] and for $L(s, g)$ in Zhang [82].

In the next chapter we will use the concept of a density assumption plus a variant of Landau's theorem to derive similar results for the general Epstein zeta-function.

# Uniform distribution of imaginary parts of zeros of Epstein zeta-functions 

"Die Mehrheit bringt der Mathematik Gefühle entgegen, wie sie nach Aristoteles durch die Tragödie geweckt werden sollen, nämlich Mitleid und Furcht. Mitleid mit denen, die sich mit der Mathematik plagen müssen, und Furcht: daß man selber mal in diese gefährliche Lage geraten könne."

Paul Epstein (1883-1966)

Chapter 5 contains the main results of this thesis. First we introduce supporting quantities and properties about Epstein zeta-functions. In Lemma 5.1 we gain an explicit representation of the logarithmic derivative of the modified Epstein zeta-function $Z(s ; \mathcal{Q})$. We continue to prove the central result Theorem 5.3, the analogue of Landau's theorem. Incorporating the results of Chapter 2 we prove Corollaries 5.4 and 5.5 in order to show uniform distribution modulo one of the zero ordinates under the according density assumptions. We further apply these results to binary quadratic forms, Corollary 5.6, and expose examples where the necessary conditions hold for quadratic forms in more than two variables. We derive a recursive representation of the logarithmic derivative of $Z(s ; \mathcal{Q})$ and close the chapter by discussing shortly open questions. Except Corollaries 5.5 and 5.6 these results can be found in [59].

### 5.1 Preliminaries

In order to facilitate the analysis we first define the function

$$
\begin{equation*}
Z(s ; \mathcal{Q}):=\frac{\mathrm{m}(\mathcal{Q})^{s}}{\mathrm{~N}(\mathcal{Q})} \zeta(s ; \mathcal{Q}) \tag{5.1}
\end{equation*}
$$

where $\mathrm{N}(\mathcal{Q})$ again counts the number of $\mathbf{x}$ for which $\mathcal{Q}[\mathbf{x}]=\mathrm{m}(\mathcal{Q})$, the minimal non-zero value of the quadratic form, see definitions in (1.4) and section 3.5.2.

It is important that $Z(s ; \mathcal{Q})$ carries the same zeros as $\zeta(s ; \mathcal{Q})$, i.e. $Z(s ; \mathcal{Q})=0$ is equivalent to $\zeta(s ; \mathcal{Q})=0$. In view of the functional equation (1.2),
$Z(s ; \mathcal{Q})=\frac{\mathrm{m}(\mathcal{Q})^{s}}{\mathrm{~N}(\mathcal{Q})} \cdot(\operatorname{det} \mathcal{Q})^{-\frac{1}{2}} \cdot \pi^{2 s-\frac{n}{2}} \cdot \frac{\Gamma\left(\frac{n}{2}-s\right)}{\Gamma(s)} \cdot \frac{\mathrm{N}\left(\mathcal{Q}^{-1}\right)}{\mathrm{m}\left(\mathcal{Q}^{-1}\right)^{\frac{n}{2}-s}} \cdot Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)$.

We also need to take a look at the Dirichlet series expansions of $Z(s ; \mathcal{Q})$ and also at $Z^{\prime}(s ; \mathcal{Q})$, as we will have to deal with the logarithmic derivative of $Z(s ; \mathcal{Q})$. Recalling definition (3.14)

$$
r(m ; \mathcal{Q}):=\#\left\{\mathbf{x} \in \mathbb{Z}^{n}: \mathcal{Q}[\mathbf{x}]=m\right\}
$$

and by defining

$$
a(n):=\frac{r(n, \mathcal{Q})}{\mathrm{N}(\mathcal{Q})}
$$

we observe that

$$
\begin{equation*}
Z(s ; \mathcal{Q})=\frac{\mathrm{m}(\mathcal{Q})^{s}}{\mathrm{~N}(\mathcal{Q})} \zeta(s ; \mathcal{Q})=1+\sum_{n>\mathrm{m}(\mathcal{Q})} a(n)\left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)^{s} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
Z^{\prime}(s ; \mathcal{Q})=\sum_{n>\mathrm{m}(\mathcal{Q})} a(n) \log \left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)\left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)^{s} \tag{5.4}
\end{equation*}
$$

Before we analyse the logarithmic derivative further we establish a zero-free region of $Z(s ; \mathcal{Q})$. Following section 2 of Steuding [65], we denote by $\mathrm{m}_{2}(\mathcal{Q})$ the second minimum of $\mathcal{Q}$, i.e. the least value $>\mathrm{m}(\mathcal{Q})$ of $\mathcal{Q}[\mathbf{y}]$ for $\mathbf{y} \in \mathbb{Z}^{n}$. Setting

$$
\lambda:=\frac{\mathrm{m}_{2}(\mathcal{Q})}{\mathrm{m}(\mathcal{Q})}
$$

for $\sigma>\frac{n}{2}$, we then have, as $\sigma \rightarrow \infty$,

$$
\begin{equation*}
Z(s ; \mathcal{Q})=1+c \lambda^{-s}+o\left(\lambda^{-\sigma}\right) \tag{5.5}
\end{equation*}
$$

where $c$ is a positive constant depending only on $\mathcal{Q}$. Therefore there exists a zero-free half plane to the right. The same argument yields a zero-free region for $Z\left(s ; \mathcal{Q}^{-1}\right)$, so from the functional equation (5.2) we deduce the existence of a positive constant $B_{1}$ such that neither $Z(s ; \mathcal{Q})$ nor $Z\left(s ; \mathcal{Q}^{-1}\right)$ have nontrivial zeros outside the strip $-B_{1}<\sigma<B_{1}$. It also follows from (5.5) that there exists a constant $B_{2}$ such that $Z(\sigma+i t ; \mathcal{Q})>\frac{1}{2}$ for $\sigma>B_{2}$. Additionally, if we consider the supremum and the infimum of the real parts $\beta_{i}$ of the nontrivial zeros, we certainly find a constant $B_{3}$ where both inequalities $1 \leq\left|B_{3}-\sup \beta_{i}\right|$ and $1 \leq\left|B_{3}-\inf \beta_{i}\right|$ hold. By defining $B_{3}:=\max \left\{\left|\sup \beta_{i}\right|,\left|\inf \beta_{i}\right|\right\}+1$ we ensure that these inequalities hold also for all constants larger than $B_{3}$. The
properties of the constants $B_{i}$ are prerequisites for the proof of our main result.
The following construction is essentially due to Landau [44]. According to Garunkštis, Steuding and Šimènas [31] we consider the unbounded sequence

$$
\begin{equation*}
1<\frac{\mathrm{m}(\mathcal{Q})+1}{\mathrm{~m}(\mathcal{Q})}<\frac{\mathrm{m}(\mathcal{Q})+2}{\mathrm{~m}(\mathcal{Q})}<\ldots \tag{5.6}
\end{equation*}
$$

of real numbers belonging to the general Dirichlet series $Z(s ; \mathcal{Q})$, see (5.3). We can define $S$ as the set of all possible products of elements of this sequence and obtain an ordered sequence of all different numbers of $S$ as

$$
\begin{equation*}
l_{n}(\mathcal{Q})=\prod_{\nu=1}^{h} \frac{\mathrm{~m}(\mathcal{Q})+k_{\nu}}{\mathrm{m}(\mathcal{Q})} \tag{5.7}
\end{equation*}
$$

with $h \geq 0, k_{\nu} \in \mathbb{N}$.
Therefore Lemma 8 of [31] applied to the two general Dirichlet series $Z(s ; \mathcal{Q})$ and $Z^{\prime}(s ; \mathcal{Q})$ ensures that the quotient $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$ is again a general Dirichlet series which converges absolutely in a right half-plane and carries the numbers $l_{n}(\mathcal{Q})$, see (5.7), as its defining unbounded sequence. In particular we can prove the following Lemma giving an explicit representation.

Lemma 5.1. For $Z(s ; \mathcal{Q})$ and $Z^{\prime}(s ; \mathcal{Q})$ defined as above the quotient $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$ is again a general Dirichlet series and there exists a constant $B_{4}$ such that $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$ converges absolutely for $\sigma>B_{4}$. We have

$$
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}
$$

where the $l_{n}(\mathcal{Q})$ 's are defined in (5.7) with $l_{n}(\mathcal{Q}) \rightarrow \infty$ for $n \rightarrow \infty$. Moreover, the coefficients $b_{n}(\mathcal{Q})$ are given explicitly as

$$
\begin{align*}
b_{n}(\mathcal{Q})= & \sum_{\text {distinct }} a\left(\mathrm{~m}(\mathcal{Q})+k_{i}\right) \log \left(\frac{\mathrm{m}(\mathcal{Q})}{\mathrm{m}(\mathcal{Q})+k_{i}}\right) \times  \tag{5.8}\\
& \times \sum_{\substack{k_{1}, \ldots, k_{h} \in \mathbb{N} \\
g_{1}+\ldots+g_{r}=h}}(-1)^{h-1}\binom{h-1}{g_{1}, \cdots, g_{j-1}, g_{j}-1, g_{j+1}, \cdots g_{r}} \times \\
& \times a\left(\mathrm{~m}(\mathcal{Q})+k_{1}\right) \cdot \ldots \cdot a\left(\mathrm{~m}(\mathcal{Q})+k_{i-1}\right) \cdot a\left(\mathrm{~m}(\mathcal{Q})+k_{i+1}\right) \\
& \cdot \ldots \cdot a\left(\mathrm{~m}(\mathcal{Q})+k_{h}\right) .
\end{align*}
$$

Here $g_{1}, \ldots, g_{r}$ are the multiplicities of the distinct values of the $k_{1}, \ldots, k_{h}$, hence $r \leq h$ and $g_{1}+\ldots+g_{r}=h, g_{j}$ is the multiplicity of $k_{i}$.

Proof: Since $Z(s ; \mathcal{Q})$ starts with a constant term 1 , there exists an inverse of the Dirichlet series

$$
\frac{1}{Z(s ; \mathcal{Q})}=\frac{\mathrm{N}(\mathcal{Q})}{\mathrm{m}(\mathcal{Q})^{s} \zeta(s ; \mathcal{Q})}
$$

and we can apply the method of Landau [44] provided that $\operatorname{Re} s$ is sufficiently large. More precisely, the inverse of $Z(s ; \mathcal{Q})$, i.e.

$$
\frac{1}{Z(s ; \mathcal{Q})}=\sum_{n=1}^{\infty} \frac{c_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}
$$

is a general Dirichlet series with the $l_{n}(\mathcal{Q})$ of the form (5.7) and some $c_{n}(\mathcal{Q})$. This follows immediately from the first consideration in the Appendix of Landau [44] where in our case we set $m=\mathrm{m}(\mathcal{Q}), f(s)=\frac{\zeta(s ; \mathcal{Q})}{\mathrm{N}(\mathcal{Q})}=$ $\sum_{n=1}^{\infty} \frac{a(n)}{n^{s}}$ and $a(\mathrm{~m}(\mathcal{Q}))=1$, the first non-zero coefficient. Hence, the product $Z^{\prime}(s ; \mathcal{Q}) \times \frac{1}{Z(s ; \mathcal{Q})}$ of two general Dirichlet series is again a Dirichlet series of the form

$$
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}
$$

Taking into account the uniqueness theorem for Dirichlet series, there exists a zero-free half-plane. Accordingly, we may find a positive number $B_{4}$ such that the abscissa of absolute convergence of the Dirichlet series above is less than or equal to $B_{4}$. Explicitly we obtain

$$
\begin{aligned}
\frac{1}{Z(s ; \mathcal{Q})}= & \sum_{h=0}^{\infty}(-1)^{h}\left(\sum_{n>\mathrm{m}(\mathcal{Q})}^{\infty} a(n)\left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)^{s}\right)^{h} \\
= & \sum_{h=0}^{\infty}(-1)^{h} \sum_{\substack{k_{1}, \ldots, k_{h} \in \mathbb{N} \\
g_{1}+\ldots+g_{r}=h}}\binom{h}{g_{1} \ldots g_{r}} \times \\
& \times a\left(\mathrm{~m}(\mathcal{Q})+k_{1}\right) \cdot \ldots \cdot a\left(\mathrm{~m}(\mathcal{Q})+k_{h}\right) \times \\
& \times\left(\frac{\mathrm{m}(\mathcal{Q})^{h}}{\left(\mathrm{~m}(\mathcal{Q})+k_{1}\right) \cdot \ldots \cdot\left(\mathrm{m}(\mathcal{Q})+k_{h}\right)}\right)^{s}
\end{aligned}
$$

with the tuple $g_{1}, \ldots, g_{r} \in \mathbb{N}$ running through all partitions $P(h)$ of $h$. Hence,

$$
\begin{align*}
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}= & \sum_{n>\mathrm{m}(\mathcal{Q})} a(n) \log \left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)\left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)^{s} \times \\
& \times \sum_{h=0}^{\infty}(-1)^{h} \sum_{\substack{k_{1}, \ldots, k_{h} \in \mathbb{N} \\
g_{1}+\ldots+g_{r}=h}}\binom{h}{g_{1} \ldots g_{r}} \times  \tag{5.9}\\
& \times a\left(\mathrm{~m}(\mathcal{Q})+k_{1}\right) \cdot \ldots \cdot a\left(\mathrm{~m}(\mathcal{Q})+k_{h}\right) \times \\
& \times\left(\frac{\mathrm{m}(\mathcal{Q})^{h}}{\left(\mathrm{~m}(\mathcal{Q})+k_{1}\right) \cdot \ldots \cdot\left(\mathrm{m}(\mathcal{Q})+k_{h}\right)}\right)^{s}
\end{align*}
$$

Now for a given $l_{n}(\mathcal{Q})$ we see that the coefficient $b_{n}(\mathcal{Q})$ takes the form as stated above. This holds since in (5.9), which shows the factors of the product $Z^{\prime}(s ; \mathcal{Q}) \cdot \frac{1}{Z(s ; \mathcal{Q})}$ separately, for a distinct $k_{i}$ always the coefficient of one summand of $Z^{\prime}(s ; \mathcal{Q})$ and the coefficient of

$$
\left(\frac{\mathrm{m}(\mathcal{Q})^{h-1}}{\left(\mathrm{~m}(\mathcal{Q})+k_{1}\right) \cdot \ldots \cdot\left(\mathrm{m}(\mathcal{Q})+k_{i-1}\right)\left(\mathrm{m}(\mathcal{Q})+k_{i+1}\right) \cdot \ldots \cdot\left(\mathrm{m}(\mathcal{Q})+k_{h}\right)}\right)^{s}
$$

contribute to $b_{n}(\mathcal{Q})$. From this we obtain the representation of the Lemma concluding the proof.

Since the Dirichlet series representing the logarithmic derivative of $Z(s ; \mathcal{Q})$ converges we are now able to choose the constant

$$
\begin{equation*}
B=\max \left(B_{1}, B_{2}, B_{3}, B_{4}\right) \tag{5.10}
\end{equation*}
$$

carrying all properties needed for the proof of our main result. We also recall Lemma 5 from [31] which will be very useful.

Lemma 5.2. If $f(s)$ is analytic and $f\left(s_{0}\right) \neq 0$ with

$$
\left|\frac{f(s)}{f\left(s_{0}\right)}\right|<e^{M}
$$

in $\left\{s:\left|s-s_{0}\right| \leq r\right\}$ with $M>1$, then

$$
\left|\frac{f(s)}{f\left(s_{0}\right)}-\sum_{\varrho} \frac{1}{s-\varrho}\right|<C \frac{M}{r}
$$

for $\left|s-s_{0}\right| \leq \frac{r}{4}$, where $C$ is some constant and @ runs through the zeros of $f(s)$ such that $\left|\varrho-s_{0}\right| \leq \frac{r}{2}$.

Finally in this section we recall a well-known result from paragraph 3 of Steuding [66] which gives information about the growth of the Epstein zeta-function. Following from the functional equation (1.2) it is based on an application of the Phragmén-Lindelöf principle : As $|t| \rightarrow \infty$, we have

$$
\begin{equation*}
\zeta(s ; \mathcal{Q}) \ll|t|^{\max \left\{\frac{n}{2}-\sigma, 0\right\}+\epsilon} . \tag{5.11}
\end{equation*}
$$

### 5.2 Landau's theorem for Epstein zeta-functions

We are now in a position to give the analogue of Landau's theorem for Epstein zeta-functions.

Theorem 5.3. Let $x \in \mathbb{R}^{+} \backslash\{1\}$. As $T \rightarrow \infty$,

$$
\begin{equation*}
\sum_{|\gamma|<T} x^{\varrho}=\frac{T}{\pi}\left(\delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q})-x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)\right)+O(\log T) \tag{5.12}
\end{equation*}
$$

for all Epstein zeta-functions where $l_{k}(\mathcal{Q})$ and $b_{k}(\mathcal{Q})$ are explicitly defined in Lemma 5.1.

Here $\delta_{a, b}$ is the Kronecker symbol, equal to 1 if $a=b$ and zero otherwise. Before we turn to the proof we shall deduce from Theorem 5.3 the following two corollaries.

### 5.3 Corollaries

The first one requires a density hypothesis similar to (4.5). With the critical line at $n / 4+i t \in \mathbb{C}, t \in \mathbb{R}$ for an arbitrary Epstein zeta-function $\zeta(s ; \mathcal{Q})$ associated to a quadratic form $\mathcal{Q}$, we obtain

Corollary 5.4. If $\sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|=o(N(T ; \mathcal{Q}))$, then the ordinates of nontrivial zeros of the Epstein zeta-function $\zeta(s ; \mathcal{Q})$ are uniformly distributed modulo one.

The proof will be provided below in section 5.4.2, it follows very closely the reasoning recalled for the Riemann zeta-function in section 2.3 .
We can say a little bit more. In the next corollary we want to leverage the results of Chapter 2, in particular Lemma 2.4, which allows two different weights to appear in the limit conditions (2.8).
Corollary 5.5. Let $\left(\beta_{k}+i \gamma_{k}\right)_{k \in \mathbb{N}}$ be the sequence of nontrivial zeros of the Epstein zeta-function $\zeta(s ; \mathcal{Q})$ ordered in ascending absolute values of the imaginary parts. Let $A=\left\{a_{1}, a_{2}, \ldots\right\}$ and $B=\left\{b_{1}, b_{2}, \ldots\right\}$ be disjoint subsets of $\mathbb{N}$ with $A \cup B=\mathbb{N}$. If $\left(\beta_{k}+i \gamma_{k}\right)_{k \in \mathbb{N}}$ can be separated into two subsequences $\left(\beta_{a_{k}}+i \gamma_{a_{k}}\right)_{k \in \mathbb{N}},\left(\beta_{b_{k}}+i \gamma_{b_{k}}\right)_{k \in \mathbb{N}}$ and there exists two real numbers $\beta_{\min }, \beta_{\max }$ such that

$$
\sum_{\left|\gamma_{a_{k}}\right|<T}\left|\beta_{a_{k}}-\beta_{\min }\right|=o(N(T ; \mathcal{Q}))
$$

and

$$
\sum_{\left|\gamma_{b_{k}}\right|<T}\left|\beta_{b_{k}}-\beta_{\max }\right|=o(N(T ; \mathcal{Q})),
$$

then the ordinates of the nontrivial zeros are uniformly distributed modulo one.
This enables us to have basically two possible clustering lines of zeros where a density assumption can be applied. The proof for Corollary 5.5 is provided in 5.4.3. Examples of applications for some specific Epstein zeta-functions follow in section 5.5.2.

### 5.4 Proof of the main results

### 5.4.1 Proof of Theorem 5.3

We aim to prove the theorem by using an appropriate contour integral and residue calculus. By choosing $b>B$ and in view of the functional equation (1.2) we ensure that all nontrivial zeros of $\zeta(s ; \mathcal{Q})$ lie inside $\operatorname{Re} s>\frac{n}{2}-b$. We further note that the logarithmic derivative of $\zeta(s ; \mathcal{Q})$ and therefore also of $Z(s ; \mathcal{Q})$ has simple poles at each zero with residue equal to the order. Therefore

$$
\begin{equation*}
\sum_{|\gamma|<T} x^{\varrho}=\frac{1}{2 \pi i} \int_{\partial \mathcal{R}} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s+O(1) \tag{5.13}
\end{equation*}
$$

where the error term arises from the pole at $s=\frac{n}{2}$. Here the integration path is the counterclockwise oriented closed rectangle $\partial \mathcal{R}$ with points $B-i T$, $B+i T, \frac{n}{2}-b+i T$ and $\frac{n}{2}-b-i T$. We have

$$
\begin{align*}
\int_{\partial \mathcal{R}} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s= & \left\{\int_{B-i T}^{B+i T}+\int_{B+i T}^{\frac{n}{2}-b+i T}+\right. \\
& \left.+\int_{\frac{n}{2}-b+i T}^{\frac{n}{2}-b-i T}+\int_{\frac{n}{2}-b-i T}^{B-i T}\right\} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s \\
= & \sum_{j=1}^{4} I_{j}, \tag{5.14}
\end{align*}
$$

say. The idea is now to estimate all integral paths piecewise and show that each integral is $O(T) . I_{1}$ we evaluate directly in the area of absolute convergence, for $I_{3}$ we achieve the same by using the functional equation (1.2). $I_{2}$ and $I_{4}$ can be estimated by means of techniques from [31], essentially by using Lemma 5.2.
We begin with

$$
I_{1}=\int_{B-i T}^{B+i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s
$$

Since summation and integration can be interchanged in the area of absolute convergence, we deduce from Lemma 5.1 that

$$
\begin{aligned}
I_{1} & =i \int_{-T}^{+T} x^{B+i t} \frac{Z^{\prime}(B+i t ; \mathcal{Q})}{Z(B+i t ; \mathcal{Q})} d t \\
& =i \int_{-T}^{+T} x^{B+i t} \sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{(B+i t)}} d t \\
& =i \sum_{n=1}^{\infty} b_{n}(\mathcal{Q})\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{B} \int_{-T}^{+T}\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{i t} d t
\end{aligned}
$$

The integral $\int_{-T}^{+T}\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{i t} d t$ is unbounded, if and only if $\frac{x}{l_{n}(\mathcal{Q})}=1$, that is, for $x=l_{n}(\mathcal{Q})$; otherwise it is bounded and in this case we have

$$
\begin{equation*}
\int_{-T}^{+T}\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{i t} d t=O(1) \tag{5.15}
\end{equation*}
$$

Putting all this together we get

$$
I_{1}=2 i \cdot \delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q}) \cdot T+O(1)
$$

with the $b_{k}(\mathcal{Q})$ defined in Lemma 5.1.
Now we consider

$$
\begin{equation*}
I_{2}=\int_{\frac{n}{2}-b+i T}^{B+i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s \tag{5.16}
\end{equation*}
$$

In order to estimate this integral, we first apply Lemma 5.2. By setting the parameters

$$
f(s)=Z(s ; \mathcal{Q}), \quad s_{0}=B+i T, \quad M=C \cdot \log T, \quad r=4\left(B-\left(\frac{n}{2}-b\right)\right)
$$

with an appropriate constant $C$ we are able to meet the conditions of the Lemma since $B$ is large enough to ensure that $s_{0}=B+i T$ is from the zero-free right half plane essentially due to (5.5). Also (5.11) ensures that $\left|\frac{f(s)}{f\left(s_{0}\right)}\right|<e^{M}$ is fulfilled. We note that the constant $M$ may depend on $n$ and $\mathcal{Q}$. Hence we get

$$
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{\left|\varrho_{0}-s_{0}\right| \leq \frac{r}{2}} \frac{1}{s-\varrho_{0}}+O(\log T)
$$

for $\left|s-s_{0}\right| \leq \frac{r}{4}=\left(B-\left(\frac{n}{2}-b\right)\right)$. With $\varrho_{0}=\beta_{0}+i \gamma_{0}$ it follows that

$$
\begin{aligned}
I_{2}= & \int_{\frac{n}{2}-b+i T}^{B+i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s \ll x^{B} \int_{\frac{n}{2}-b}^{B}\left|\frac{Z^{\prime}(\sigma+i T ; \mathcal{Q})}{Z(\sigma+i T ; \mathcal{Q})}\right| d \sigma \\
\leq & x^{B} \int_{\frac{n}{2}-b}^{B} \sum_{\left|\varrho_{0}-s_{0}\right| \leq \frac{r}{2}}\left|\frac{1}{\sigma+i T-\varrho_{0}}\right| d \sigma+O(\log T) \\
= & x^{B} \sum_{\left|\varrho_{0}-s_{0}\right| \leq \frac{r}{2}} \int_{\frac{n}{2}-b}^{B} \frac{1}{\sqrt{\left(\sigma-\beta_{0}\right)^{2}+\left(T-\gamma_{0}\right)^{2}}} d \sigma+O(\log T) \\
= & x^{B} \sum_{\left|\varrho_{0}-s_{0}\right| \leq \frac{r}{2}}\left(\log \left(B-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(B-\beta_{0}\right)^{2}}\right)\right. \\
& \left.-\log \left(\frac{n}{2}-b-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(\frac{n}{2}-b-\beta_{0}\right)^{2}}\right)\right)+O(\log T)
\end{aligned}
$$

Now we observe that the number of zeros with $|\varrho-(B+i T)| \leq \frac{r}{2}$ is bounded by $\tilde{C} \log T$ for another constant $\tilde{C}>0$. This is true since the number of zeros for $\zeta(s ; \mathcal{Q})$ and accordingly $Z(s ; \mathcal{Q})$ is given by (1.3), hence we get

$$
\begin{aligned}
N\left(T+\frac{r}{2} ; \mathcal{Q}\right)- & N\left(T-\frac{r}{2} ; \mathcal{Q}\right) \\
= & \frac{2\left(T+\frac{r}{2}\right)}{\pi} \log \frac{\left(T+\frac{r}{2}\right)}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}} \\
& -\frac{2\left(T-\frac{r}{2}\right)}{\pi} \log \frac{\left(T-\frac{r}{2}\right)}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}} \\
= & \frac{2 T}{\pi}\left(\log \frac{\left(T+\frac{r}{2}\right)}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}}-\log \frac{\left(T-\frac{r}{2}\right)}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}}\right) \\
& +\underbrace{\frac{r}{\pi} \log \frac{\left(T+\frac{r}{2}\right)}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}}+\frac{r}{\pi} \log \frac{\left(T-\frac{r}{2}\right)}{\pi e \sqrt{\mathrm{~m}(\mathcal{Q}) \mathrm{m}\left(\mathcal{Q}^{-1}\right)}}} \\
= & \frac{2 T}{\pi}\left(\log \frac{\left(T+\frac{r}{2}\right)}{\left(T-\frac{r}{2}\right)}\right)+O(\log T)=O(\log T) .
\end{aligned}
$$

Furthermore all summands are bounded by a constant $C$ as

$$
\begin{aligned}
& \log \left(B-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(B-\beta_{0}\right)^{2}}\right) \\
& \quad-\log \left(\frac{n}{2}-b-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(\frac{n}{2}-b-\beta_{0}\right)^{2}}\right) \\
& =\log \frac{\left(B-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(B-\beta_{0}\right)^{2}}\right)}{\left(\frac{n}{2}-b-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(\frac{n}{2}-b-\beta_{0}\right)^{2}}\right.}
\end{aligned}
$$

Since we can choose $b, B_{3}$ such that for $B>B_{3}$ we have $1 \leq\left|B-\sup \beta_{0}\right|$ and $1 \leq\left|B-\inf \beta_{0}\right|$, we also find constants $c_{1}, c_{2}$ with $c_{1}\left|\frac{n}{2}-b-\beta_{0}\right| \leq\left|B-\beta_{0}\right| \leq$ $c_{2}\left|\frac{n}{2}-b-\beta_{0}\right|$ and hence $c_{1} \leq \frac{\left|B-\beta_{0}\right|}{\left|\frac{n}{2}-b-\beta_{0}\right|} \leq c_{2}$. Therefore there exists a constant $C$ such that

$$
\log \frac{\left(B-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(B-\beta_{0}\right)^{2}}\right)}{\left(\frac{n}{2}-b-\beta_{0}+\sqrt{\left(T-\gamma_{0}\right)^{2}+\left(\frac{n}{2}-b-\beta_{0}\right)^{2}}\right)} \leq C .
$$

With this, we have shown

$$
I_{2}=\int_{\frac{n}{2}-b+i T}^{B+i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s=O(\log T)
$$

Thus we can turn to

$$
\begin{equation*}
I_{3}=\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s \tag{5.17}
\end{equation*}
$$

To get the logarithmic derivative of $Z(s ; \mathcal{Q})$, we first take logarithms on both sides of (5.2), that is,

$$
\begin{aligned}
\log Z(s ; \mathcal{Q})= & s \log \mathrm{~m}(\mathcal{Q})-\log \mathrm{N}(\mathcal{Q})+\log (\operatorname{det} \mathcal{Q})^{-\frac{1}{2}}+\left(2 s-\frac{n}{2}\right) \log \pi \\
& +\log \Gamma\left(\frac{n}{2}-s\right)-\log \Gamma(s)+\log \mathrm{N}\left(\mathcal{Q}^{-1}\right) \\
& -\left(\frac{n}{2}-s\right) \log \mathrm{m}\left(\mathcal{Q}^{-1}\right)+\log Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)
\end{aligned}
$$

so we obtain

$$
\begin{aligned}
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}= & {\left[\log \mathrm{m}(\mathcal{Q})+2 \log \pi+\log \mathrm{m}\left(\mathcal{Q}^{-1}\right)\right] } \\
& -\frac{\Gamma^{\prime}\left(\frac{n}{2}-s\right)}{\Gamma\left(\frac{n}{2}-s\right)}-\frac{\Gamma^{\prime}(s)}{\Gamma(s)}-\frac{Z^{\prime}\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}{Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}
\end{aligned}
$$

Therefore we have

$$
I_{3}=\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s}\left[c_{3}-\frac{\Gamma^{\prime}\left(\frac{n}{2}-s\right)}{\Gamma\left(\frac{n}{2}-s\right)}-\frac{\Gamma^{\prime}(s)}{\Gamma(s)}-\frac{Z^{\prime}\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}{Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}\right] d s
$$

with

$$
c_{3}:=\log \mathrm{m}(\mathcal{Q})+2 \log \pi+\log \mathrm{m}\left(\mathcal{Q}^{-1}\right)
$$

We observe that $\frac{Z^{\prime}\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}{Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}$ is again a Dirichlet series, and with another application of Lemma 5.1, we gain the representation

$$
\frac{Z^{\prime}\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}{Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}=\sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{\left(\frac{n}{2}-s\right)}}
$$

which converges for $\operatorname{Re} s>\frac{n}{2}$. We can now divide the integral as follows:

$$
\begin{aligned}
I_{3}= & -\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s}\left[\frac{Z^{\prime}\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}{Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}\right] d s \\
& +\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s}\left(c_{3}-\frac{\Gamma^{\prime}\left(\frac{n}{2}-s\right)}{\Gamma\left(\frac{n}{2}-s\right)}-\frac{\Gamma^{\prime}(s)}{\Gamma(s)}\right) d s \\
= & I_{3_{a}}+I_{3_{b}} .
\end{aligned}
$$

For the first integral we get in the area of absolute convergence

$$
\begin{aligned}
I_{3_{a}} & =-\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s} \sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{\left(\frac{n}{2}-s\right)}} d s \\
& =-\sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{\frac{n}{2}}} \int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} \frac{1}{\left(x \cdot l_{k}\left(\mathcal{Q}^{-1}\right)\right)^{-s}} d s \\
& =-i x^{\frac{n}{2}-b} \sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{b}} \int_{-T}^{T}\left(x \cdot l_{k}\left(\mathcal{Q}^{-1}\right)\right)^{i t} d t
\end{aligned}
$$

Now repeating the argument of the calculation of $I_{1}$, we see that for $x \neq$ $\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}$ the integral $I_{3_{a}}$ is $O(1)$. Taking into account the contribution for $x=\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}$ we obtain overall

$$
I_{3_{a}}=-i x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right) \cdot 2 T+O(1)
$$

It remains to estimate $I_{3_{b}}$. Here we first apply Stirling's formula for the gamma function yielding

$$
|\Gamma(\sigma+i t)|=\sqrt{2 \pi} \cdot e^{-\frac{\pi|t|}{2}} \cdot|t|^{\sigma-\frac{1}{2}}\left(1+O\left(\frac{1}{|t|}\right)\right)
$$

and, for the logarithm,

$$
\log \Gamma(s)=\left(s-\frac{1}{2}\right) \cdot \log s-s+\frac{1}{2} \log 2 \pi+O\left(\frac{1}{|s|}\right)
$$

for $|\arg s|<\pi$ and $|s| \geq 1$. Therefore we get for the logarithmic derivative the following asymptotics:

$$
\frac{\Gamma^{\prime}(s)}{\Gamma(s)}=\log s-\frac{1}{2 s}+O\left(\frac{1}{|s|^{2}}\right)=\log s+O\left(\frac{1}{|s|}\right)
$$

see e.g. Karatsuba and Voronin [39]. To handle the branch cut of the logarithm we further separate the integral into

$$
\begin{aligned}
I_{3 b} & =\left\{\int_{\frac{n}{2}-b-i}^{\frac{n}{2}-b+i}+\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T}+\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b-i}\right\} x^{s}\left(c_{3}-\frac{\Gamma^{\prime}\left(\frac{n}{2}-s\right)}{\Gamma\left(\frac{n}{2}-s\right)}-\frac{\Gamma^{\prime}(s)}{\Gamma(s)}\right) d s \\
& =: L_{1}+L_{2}+L_{3}
\end{aligned}
$$

Clearly we have $L_{1}=O(1)$. Next we consider

$$
L_{2}=\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[c_{3}-\log s+O\left(\frac{1}{|s|}\right)-\log \left(\frac{n}{2}-s\right)+O\left(\frac{1}{\left|\frac{n}{2}-s\right|}\right)\right] d s
$$

We see that

$$
\begin{aligned}
& \int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[c_{3}+O\left(\frac{1}{|s|}\right)+O\left(\frac{1}{\left|\frac{n}{2}-s\right|}\right)\right] d s \\
& =i x^{\frac{n}{2}-b} \int_{1}^{T} x^{i t}\left[c_{3}+O\left(\frac{1}{\left|\frac{n}{2}-b+i t\right|}\right)+O\left(\frac{1}{|b-i t|}\right)\right] d t=O(\log T)
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& -\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[\log s+\log \left(\frac{n}{2}-s\right)\right] d s \\
& =-i x^{\frac{n}{2}-b} \int_{1}^{+T} x^{i t}\left[\log \left(\frac{n}{2}-b+i t\right)+\log (b-i t)\right] d t
\end{aligned}
$$

Now we apply partial integration to derive

$$
\begin{aligned}
& \int_{1}^{+T} x^{i t}\left[\log \left(\frac{n}{2}-b+i t\right)+\log (b-i t)\right] d t \\
= & \left.\frac{x^{i t}}{i \log x}\left[\log \left(\frac{n}{2}-b+i t\right)+\log (b-i t)\right]\right|_{1} ^{T} \\
& -\int_{1}^{+T} \frac{x^{i t}}{\log x}\left(\frac{1}{\frac{n}{2}-b+i t}-\frac{1}{b-i t}\right) d t .
\end{aligned}
$$

Both summands on the right hand side are clearly $O(\log T)$, hence $L_{2}=$ $O(\log T)$ and the same argument yields $L_{3}=O(\log T)$. Putting the pieces together we get

$$
I_{3}=I_{3_{a}}+I_{3_{b}}=I_{3_{a}}+L_{1}+L_{2}+L_{3}=-i x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right) \cdot 2 T+O(\log T)
$$

Finally

$$
I_{4}=\int_{\frac{n}{2}-b-i T}^{B-i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s
$$

can be estimated exactly like $I_{2}$, therefore we gain $I_{4}=O(\log T)$. This concludes the proof of the Theorem.

### 5.4.2 Proof of Corollary 5.4

Taking into account

$$
\exp (y)-1=\int_{0}^{y} \exp (t) d t \ll|y| \max \{1, \exp (y)\}
$$

we get by setting $y=\left(\beta-\frac{n}{4}\right) \log x$ with positive $x \neq 1$ the estimate

$$
\begin{align*}
\left|x^{\left(\frac{n}{4}+i \gamma\right)}-x^{(\beta+i \gamma)}\right| & =\left|x^{i \gamma}\right|\left|x^{\frac{n}{4}}-x^{\beta}\right| \\
& =\left|x^{\beta}\left(x^{\left(\frac{n}{4}-\beta\right)}-1\right)\right|  \tag{5.18}\\
& \leq x^{\beta}\left|\exp \left(\left(\frac{n}{4}-\beta\right) \log x\right)-1\right| \\
& \leq\left|\beta-\frac{n}{4}\right||\log x| \max \left\{x^{\beta}, x^{\frac{n}{4}}\right\}
\end{align*}
$$

In the following we use Theorem 5.3 and Weyl's criterion Theorem 2.2 to deduce uniform distribution of the imaginary parts. We proceed like in Steuding [68] and obtain

$$
\frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T}\left|x^{\left(\frac{n}{4}+i \gamma\right)}-x^{(\beta+i \gamma)}\right| \leq \frac{X}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|
$$

with

$$
\begin{equation*}
X=\max \left\{x^{D}, 1\right\}|\log x| \tag{5.19}
\end{equation*}
$$

and $D$ as an upper bound for the real parts of the zeros. Such a positive number $D$ exists since $\zeta(s ; \mathcal{Q})$, having a Dirichlet series representation for $\operatorname{Re} s>\frac{n}{2}$, is non-vanishing in some right half plane. Using the assumption $\sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|=o(N(T ; \mathcal{Q}))$ of Corollary 5.4 we now get

$$
\frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T}\left(x^{\left(\frac{n}{4}+i \gamma\right)}-x^{(\beta+i \gamma)}\right)=o(1)
$$

where we dropped the dependency on $X$. Hence, applying the asymptotics of Theorem 5.3, that is $\sum_{|\gamma|<T} x^{\varrho}=O(T)$, yields

$$
\frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T} x^{\left(\frac{n}{4}+i \gamma\right)}=o(1)
$$

Dividing by $x^{\frac{n}{4}}$ and setting $x=z^{m}$ with positive real $z \neq 1$ and $m \in \mathbb{N}$, we obtain

$$
\lim _{T \rightarrow \infty} \frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T} \exp (i m \gamma \log z)=0
$$

Now Weyl's criterion implies the uniform distribution of the sequence $\frac{1}{2 \pi} \gamma \log z$ and finally the Epstein zeta ordinates.

### 5.4.3 Proof of Corollary 5.5

The proof proceeds very similarly to that of Corollary 5.4 and leverages Lemma 2.4. We introduce two different real parts $\beta_{\min }, \beta_{\max }$ in the exponent of $x$ and consider the term

$$
\begin{equation*}
\frac{1}{N(T ; \mathcal{Q})} \sum_{\left|\gamma_{a_{k}}\right|,\left|\gamma_{b_{k}}\right|,\left|\gamma_{k}\right|<T} x^{\beta_{m i n}+i \gamma_{a_{k}}}+x^{\beta_{\max }+i \gamma_{b_{k}}}-x^{\beta_{k}+i \gamma_{k}} \tag{5.20}
\end{equation*}
$$

Separating $\left(\beta_{k}+i \gamma_{k}\right)_{k \in \mathbb{N}}$ into the two disjoint subsequences $\left(\beta_{a_{k}}+i \gamma_{a_{k}}\right)_{k \in \mathbb{N}}$ and $\left(\beta_{b_{k}}+i \gamma_{b_{k}}\right)_{k \in \mathbb{N}}$, this equals

$$
\frac{1}{N(T ; \mathcal{Q})} \sum_{\left|\gamma_{a_{k}}\right|,\left|\gamma_{b_{k}}\right|<T} x^{\beta_{\min }+i \gamma_{a_{k}}}-x^{\beta_{a_{k}}+i \gamma_{a_{k}}}+x^{\beta_{\max }+i \gamma_{b_{k}}}-x^{\beta_{b_{k}}+i \gamma_{b_{k}}} .
$$

Analogue to (5.18) we get the estimates

$$
\left|x^{\left(\beta_{m i n}+i \gamma\right)}-x^{(\beta+i \gamma)}\right| \leq\left|\beta-\beta_{\min }\right||\log x| \max \left\{x^{\beta}, x^{\beta_{m i n}}\right\}
$$

and

$$
\left|x^{\left(\beta_{\max }+i \gamma\right)}-x^{(\beta+i \gamma)}\right| \leq\left|\beta-\beta_{\max }\right||\log x| \max \left\{x^{\beta}, x^{\beta_{\max }}\right\}
$$

Hence we can use the common bound $X=\max \left\{x^{D}, 1\right\}|\log x|$ from (5.19). Due to our assumptions
$\sum_{\left|\gamma_{1 k}\right|<T}\left|\beta_{a_{k}}-\beta_{\min }\right|=o(N(T ; \mathcal{Q})) \quad$ and $\quad \sum_{\left|\gamma_{2 k}\right|<T}\left|\beta_{b_{k}}-\beta_{\max }\right|=o(N(T ; \mathcal{Q}))$
we obtain

$$
\begin{aligned}
& \frac{1}{N(T ; \mathcal{Q})} \sum_{\left|\gamma_{a_{k}}\right|,\left|\gamma_{b_{k}}\right|<T} x^{\beta_{\min }+i \gamma_{a_{k}}}-x^{\beta_{a_{k}}+i \gamma_{a_{k}}}+x^{\beta_{\max }+i \gamma_{b_{k}}}-x^{\beta_{b_{k}}+i \gamma_{b_{k}}} \\
& \leq \frac{X}{N(T ; \mathcal{Q})}\left(\sum_{\left|\gamma_{a_{k}}\right|<T}\left|\beta_{a_{k}}-\beta_{\min }\right|+\sum_{\left|\gamma_{b_{k}}\right|<T}\left|\beta_{b_{k}}-\beta_{\max }\right|\right)=o(1)
\end{aligned}
$$

By dropping again the dependency on $X$ we see that (5.20) tends to zero for $T \rightarrow \infty$. Using once more Theorem 5.3 we get

$$
\frac{1}{N(T ; \mathcal{Q})} \sum_{\left|\gamma_{a_{k}}\right|,\left|\gamma_{b_{k}}\right|<T} x^{\beta_{\min }+i \gamma_{a_{k}}}+x^{\beta_{\max }+i \gamma_{b_{k}}}=o(1) .
$$

Now applying Lemma 2.4 concludes the proof.

### 5.5 Application of the main results

### 5.5.1 The density hypothesis for binary quadratic forms

In order to apply Corollary 5.4 we are now able to prove that Epstein zetafunctions associated with a binary quadratic form fulfill the assumptions of the density hypothesis. Hence the imaginary parts of the nontrivial zeros are uniformly distributed modulo one. That means regardless of the class number of the corresponding number field all functions based on binary quadratic forms, which are described in section 3.1, share this property. To show this we take the approach of Levinson [47] and follow closely Steuding [69]. Key will also be a mean square estimate for Dirichlet series by Müller [49].

Corollary 5.6. For binary quadratic forms, i.e. in the case $n=2$, the density hypothesis $\sum_{|\gamma|<T}\left|\beta-\frac{1}{2}\right|=o(N(T ; \mathcal{Q}))$ holds, and the ordinates of nontrivial zeros of the associated Epstein zeta-function $\zeta(s ; \mathcal{Q})$ are uniformly distributed modulo one.

Proof: We start by stating Littlewood's Lemma relating the zeros of an analytic function $f(s)$ with a contour integral over $\log f(s)$.

Lemma 5.7 (Littlewood). Let $b<a$ and let $f(s)$ be analytic on $\mathcal{R}:=\{s \in$ $\mathbb{C}: b \leq \sigma \leq a,|t| \leq T\}$. Let $\delta \mathcal{R}$ be the border of the rectangle $\mathcal{R}$. Suppose that $f(s)$ does not vanish on the right edge $\sigma=a$ of $\mathcal{R}$. Let $\mathcal{R}^{\prime}$ be $\mathcal{R}$ minus the union of the horizontal cuts from the zeros of $f$ in $\mathcal{R}$ to the left edge of $\mathcal{R}$, and choose a single-valued branch of $\log f(s)$ in the interior of $\mathcal{R}^{\prime}$. Denote by $\nu(\sigma, T)$ the number of zeros $\sigma=\beta+i \gamma$ of $f(s)$ inside the rectangle with $\beta>\sigma$ including zeros with $\gamma=T$ but not those with $\gamma=-T$. Then

$$
\int_{\delta \mathcal{R}} \log f(s) d s=-2 \pi i \int_{b}^{a} \nu(\sigma, T) d \sigma .
$$

For the proof we refer to Titchmarsh [72], $\S 9.9$, or Littlewood's original paper [48]. We apply the lemma to $f(s)=\zeta(s ; \mathcal{Q})$ and to the rectangle $\mathcal{R}$ with vertices $a+i T, a+2 i T, b+i T, b+2 i T$. This gives

$$
\begin{equation*}
\sum_{\substack{\beta>b \\ T<\gamma \leq 2 T}}(\beta-b)=\frac{-1}{2 \pi i} \int_{\delta \mathcal{R}} \log \zeta(s ; \mathcal{Q}) d s, \tag{5.21}
\end{equation*}
$$

since for the number of zeros

$$
\int_{b}^{a} \nu(\sigma, T) \mathrm{d} \sigma=\sum_{\substack{\beta>b \\ T<\gamma \leq 2 T}} \int_{b}^{\beta} \mathrm{d} \sigma=\sum_{\substack{\beta>b \\ T<\gamma \leq 2 T}}(\beta-b)
$$

holds. Here we can chose $T$ such that

$$
\begin{equation*}
\min _{\gamma}|\gamma-T| \gg \frac{1}{\log T}, \quad \min _{\gamma}|\gamma-2 T| \gg \frac{1}{\log T} \tag{5.22}
\end{equation*}
$$

to ensure distance from the zeros to the boundary of $\mathcal{R}$. This is possible since the number of zeros is given by (1.3), i.e. is of the order $O(T \log T)$. Hence we can replace this $T$ later by an arbitrary $T>0$ which is allowed at the expense of an error term $O(\log T)$. Here in any interval $\left[T^{\prime}, T^{\prime}+1\right]$ for an arbitrary $T$

$$
\sum_{\substack{\beta>b \\ T^{\prime}<\gamma \leq T^{\prime}+1}}(\beta-b) \ll N\left(T^{\prime}+1 ; \mathcal{Q}\right)-N\left(T^{\prime} ; \mathcal{Q}\right) \ll \log T
$$

holds. Therefore we can find a $T$ satisfying (5.22) where the difference between the sum of interest with respect to $T^{\prime}$ and the one with respect to $T$ is only $O(\log T)$.
Continuing with the contour integral in (5.21) we now set $b \geq 1 / 2$ arbitrary and $a>1$ so that $a>\max \{b, 1+A\}$ with $A:=\sup \beta$. $A$ is finite thanks to the existence of a zero-free half plane to the right, see (5.5). We obtain from (5.21) that

$$
\begin{aligned}
2 \pi \sum_{\substack{\beta>b \\
T<\gamma \leq 2 T}}(\beta-b)= & \int_{T}^{2 T} \log |\zeta(b+i t ; \mathcal{Q})| d t \\
& -\int_{T}^{2 T} \log |\zeta(a+i t ; \mathcal{Q})| d t \\
& -\int_{b}^{a} \arg \zeta(\sigma+i T ; \mathcal{Q}) d \sigma+\int_{b}^{a} \arg \zeta(\sigma+2 i T ; \mathcal{Q}) d \sigma \\
= & \sum_{j=1}^{4} I_{j} .
\end{aligned}
$$

We start with $I_{2}$ which is the integral over the vertical line segment on the right edge. We recall the definitions (1.4) and (3.14) and set $c:=r(\mathrm{~m}(\mathcal{Q}) ; \mathcal{Q}) \neq 0$, so we can express the general Epstein zeta-function as

$$
\begin{equation*}
\zeta(s ; \mathcal{Q})=c \cdot \mathrm{~m}(\mathcal{Q})^{-s}\left(1+\sum_{n>\mathrm{m}(\mathcal{Q})} \frac{r(n ; \mathcal{Q})}{n^{s}} \frac{\mathrm{~m}(\mathcal{Q})^{s}}{c}\right) \tag{5.23}
\end{equation*}
$$

Hence we have

$$
\begin{aligned}
\log |\zeta(a+i t ; \mathcal{Q})|= & \log \left|c \cdot \mathrm{~m}(\mathcal{Q})^{-a-i t}\right| \\
& +\log \left|1+\sum_{n>\mathrm{m}(\mathcal{Q})} \frac{r(n ; \mathcal{Q})}{c}\left(\frac{\mathrm{~m}(\mathcal{Q})}{n}\right)^{a+i t}\right|
\end{aligned}
$$

Here the absolute value of the series is less than 1 for sufficiently large $a$. Therefore we find by the Taylor expansion of the logarithm

$$
\begin{aligned}
& \int_{T}^{2 T} \log \left|1+\sum_{n>\mathrm{m}(\mathcal{Q})} \frac{r(n ; \mathcal{Q})}{c}\left(\frac{\mathrm{~m}(\mathcal{Q})}{n}\right)^{a+i t}\right| d t \\
= & \int_{T}^{2 T} \operatorname{Re}\left(\sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l}\left(\sum_{n>\mathrm{m}(\mathcal{Q})} \frac{r(n ; \mathcal{Q})}{c}\left(\frac{\mathrm{~m}(\mathcal{Q})}{n}\right)^{a+i t}\right)^{l}\right) d t \\
= & \operatorname{Re} \sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l \cdot c^{l}} \sum_{n_{1}>\mathrm{m}(\mathcal{Q})} \ldots \sum_{n_{l}>\mathrm{m}(\mathcal{Q})} r\left(n_{1} ; \mathcal{Q}\right) \cdot \ldots \cdot r\left(n_{l} ; \mathcal{Q}\right) \\
& \times\left(\frac{\mathrm{m}(\mathcal{Q})^{l}}{n_{1} \cdot \ldots \cdot n_{l}}\right)^{a} \cdot \int_{T}^{2 T}\left(\frac{\mathrm{~m}(\mathcal{Q})}{n_{1} \cdot \ldots \cdot n_{l}}\right)^{i t} \\
= & B \cdot \sum_{l=1}^{\infty} \frac{1}{l}\left(\sum_{n>\mathrm{m}(\mathcal{Q})}\left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)^{a}\right)^{l} \ll 1
\end{aligned}
$$

for a constant $B$. It follows that

$$
I_{2}=\int_{T}^{2 T} \log |\zeta(a+i t ; \mathcal{Q})| d t=T \cdot \log \left|\frac{c}{m^{a}}\right|+O(1)
$$

Considering the integral $I_{1}$ over the vertical line segment on the left we obtain first via Jensen's inequality

$$
I_{1}=\int_{T}^{2 T} \log |\zeta(b+i t ; \mathcal{Q})| d t \leq \frac{1}{2} T \cdot \log \left(\frac{1}{T} \int_{T}^{2 T}|\zeta(b+i t ; \mathcal{Q})|^{2} d t\right)
$$

Next we use a result by Müller [49]. He showed in the second part of Theorem 6.2. that for binary quadratic forms there exists a positive constant $A(\mathcal{Q})$ such that

$$
\int_{0}^{T}\left|\zeta\left(\frac{1}{2}+i t ; \mathcal{Q}\right)\right|^{2} d t \leq A(\mathcal{Q}) \cdot T(\log T)^{2}+O(T \log T)
$$

Adjusted for the integration limits we can find another constant $C(\mathcal{Q})$ with

$$
\int_{T}^{2 T}\left|\zeta\left(\frac{1}{2}+i t ; \mathcal{Q}\right)\right|^{2} d t \leq C(\mathcal{Q}) \cdot T(\log T)^{2}+O(T \log T)
$$

So all in all we have for a positive constant $C$

$$
I_{1}=\int_{T}^{2 T} \log \left|\zeta\left(\frac{1}{2}+i t ; \mathcal{Q}\right)\right| d t<C \cdot T \log \log T
$$

Now we can start estimating the horizontal integrals $I_{3}, I_{4}$. Suppose that $\operatorname{Re} \zeta(\sigma+i T ; \mathcal{Q})$ has $N$ zeros for $b \leq \sigma \leq a$. We can divide the interval $[b, a]$ into at most $N+1$ subintervals in each of which $\operatorname{Re} \zeta(\sigma+i T ; \mathcal{Q})$ shows constant sign. Then

$$
\begin{equation*}
|\arg \zeta(\sigma+i T ; \mathcal{Q})| \leq(N+1) \pi \tag{5.24}
\end{equation*}
$$

To estimate $N$ let

$$
g(z)=\frac{1}{2}(\zeta(z+i T ; \mathcal{Q})+\overline{\zeta(\bar{z}+i T ; \mathcal{Q})})
$$

Then we have $g(\sigma)=\operatorname{Re} \zeta(\sigma+i T ; \mathcal{Q})$. Let now $R=a-b$ and choose $T$ so large that $T>2 R$. We obtain $\operatorname{Im}(z+i T)>0$ for $|z-a|<T$. Thus $\zeta(z+i T ; \mathcal{Q})$, and hence $g(z)$ is analytic for $|z-a|<T$. Let $n(r)$ denote the number of zeros of $g(z)$ in $|z-a| \leq r$. Obviously, we have

$$
\int_{0}^{2 R} \frac{n(r)}{r} \mathrm{~d} r \geq n(R) \int_{R}^{2 R} \frac{\mathrm{~d} r}{r}=n(R) \log 2
$$

With Jensen's formula (see for example Titchmarsh [72], §3.61),
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$$
\int_{0}^{2 R} \frac{n(r)}{r} \mathrm{~d} r=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|g\left(a+2 R e^{i \theta}\right)\right| \mathrm{d} \theta-\log |g(a)|
$$

we deduce

$$
n(R) \leq \frac{1}{2 \pi \log 2} \int_{0}^{2 \pi} \log \left|g\left(a+2 R e^{i \theta}\right)\right| \mathrm{d} \theta-\frac{\log |g(a)|}{\log 2}
$$

By (5.23) it follows that $\log |g(a)|$ is bounded. By (5.11), in any vertical strip of bounded width,

$$
\zeta(s ; \mathcal{Q}) \ll|t|^{B}
$$

as $|t| \rightarrow \infty$ with a certain positive constant $B$. Obviously, the same estimate holds for $g(z)$. Thus, the integral above is $\ll \log T$, and $n(R) \ll \log T$. Since the interval $(b, a)$ is contained in the disc $|z-a| \leq R$, the number $N$ is less than or equal to $n(R)$. Therefore, with (5.24), we get

$$
\left|I_{3}\right| \leq \int_{b}^{a}|\arg \zeta(\sigma+i T ; \mathcal{Q})| \mathrm{d} \sigma \ll \log T
$$

Obviously, $I_{4}$ can be bounded in the same way.
Considering all estimates this yields

$$
\sum_{\substack{\beta>\frac{1}{2} \\ T<\gamma \leq 2 T}}\left(\beta-\frac{1}{2}\right) \ll T \cdot \log \log T=o(N(T ; \mathcal{Q}))
$$

Due to the functional equation (1.2) we now observe that the same estimate also applies to the zeros left of the critical line. Every zero $\varrho=\beta+i \gamma$ of $\zeta(s ; \mathcal{Q})$ with real part less than $1 / 2$ corresponds to a zero of $\zeta\left(s ; \mathcal{Q}^{-1}\right)$ with real part greater than $1 / 2$ and vice-versa. Also for binary quadratic forms $\zeta(s ; \mathcal{Q})$ and $\zeta\left(s ; \mathcal{Q}^{-1}\right)$ are equal up to a constant factor, as mentioned in section 3.5.1. Hence

$$
\sum_{\substack{\beta<\frac{1}{2} \\ T<\gamma \leq 2 T}}\left|\beta-\frac{1}{2}\right|=\sum_{\substack{\beta^{*}>\frac{1}{2} \\ T<-\gamma^{*} \leq 2 T}}\left(\beta^{*}-\frac{1}{2}\right) \ll T \cdot \log \log T,
$$

where $\beta^{*}+i \gamma^{*}=\frac{n}{2}-(\beta+i \gamma)$ for $n=2$. This finishes the proof of Corollary 5.6.

### 5.5.2 Application to Epstein zeta-functions for $n=4$ and $n=8$

Corollary 5.5 can be applied to specific examples of Epstein zeta-functions where the associated quadratic form carries more than two variables to establish uniform distribution modulo one of the zero ordinates. It provides an alternative proof for instance for the functions introduced in (3.11) and (3.12). We recall their structure. For

$$
\zeta\left(s ; \mathbf{I}_{4}\right)=8\left(1-2^{2-s}\right) \zeta(s) \zeta(s-1)
$$

we can divide the nontrivial zeros into two disjoint sets

$$
\left\{\varrho_{a_{k}} \in \mathbb{C} \mid \zeta\left(\varrho_{a_{k}}\right)=0 \quad \text { or } \quad 1-2^{2-\varrho_{a_{k}}}=0\right\}_{a_{k} \in \mathbb{N}}
$$

and

$$
\left\{\varrho_{b_{k}} \in \mathbb{C} \mid \zeta\left(\varrho_{b_{k}}-1\right)=0\right\}_{b_{k} \in \mathbb{N}}
$$

If we order the union of these two sets by the absolute values of their imaginary parts we obtain two disjoint subsets $A=\left\{a_{1}, a_{2}, \ldots\right\}$ and $B=\left\{b_{1}, b_{2}, \ldots\right\}$ of $\mathbb{N}$ with $A \cup B=\mathbb{N}$. Hence $\left(\beta_{k}+i \gamma_{k}\right)_{k \in \mathbb{N}}$ can be separated into two subsequences $\left(\beta_{a_{k}}+i \gamma_{a_{k}}\right)_{k \in \mathbb{N}},\left(\beta_{b_{k}}+i \gamma_{b_{k}}\right)_{k \in \mathbb{N}}$. We set $\beta_{\min }=1 / 2$ and $\beta_{\max }=3 / 2$ and observe that the solutions of $1-2^{2-\varrho_{a_{k}}}=0$ are only of the magnitude of $C T$ for a constant $C$ with respect to the imaginary axis. Therefore due to Levinson [47], see section 2.6 for the Riemann zeta-function, the density assumptions are fulfilled, i.e.

$$
\sum_{\left|\gamma_{a_{k}}\right|<T}\left|\beta_{a_{k}}-\frac{1}{2}\right|=O(T)+O\left(T(\log \log T)^{2}\right)=o(N(T ; \mathcal{Q}))
$$

and

$$
\sum_{\left|\gamma_{b_{k}}\right|<T}\left|\beta_{b_{k}}-\frac{3}{2}\right|=O\left(T(\log \log T)^{2}\right)=o(N(T ; \mathcal{Q}))
$$

so the zero ordinates are uniformly distributed. The same reasoning applies to

$$
\zeta\left(s ; \mathcal{S}_{8}\right)=240 \cdot 2^{-s} \zeta(s) \zeta(s-3)
$$

with $\beta_{\text {min }}=1 / 2$ and $\beta_{\max }=7 / 2$. Here, of course, there are no other zeros than those implied by the Riemann zeta-function.

As indicated these are only alternative proofs. We know already from the properties of the Riemann zeta-function and Theorem 2.3 that the zero ordinates are uniformly distributed modulo one. Nevertheless in general it is possible that examples exist where two clustering lines can be established to apply Corollary 5.5 without having a simple product form of $\zeta(s ; \mathcal{Q})$.

Finally we remark that Corollary 5.5 is valid also for all other zeta-functions where an equivalent of Landau's theorem can be established, hence for example for functions discussed in Chapter 4.

### 5.6 Recursion formula for the logarithmic derivative

In this section we will derive a recursive representation for the logarithmic derivative $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$. We will also show that it agrees with Lemma 5.1. We will split $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$ into two summands depending on if the $l_{n}(\mathcal{Q})$ as defined in (5.7) consists of only one factor $(h=1)$ or is the product of at least two factors $(h \geq 2)$. The first summand of this representation will equal $Z^{\prime}(s ; \mathcal{Q})$ and for the second summand we will define quantities $c_{k}$ and $q_{k}$ recursively. The $q_{k}$ will run through all possible products of the form (5.7) with at least two factors. The $c_{k}$ will be the corresponding coefficients. In particular we claim

Lemma 5.8. For the logarithmic derivative of $Z(s ; \mathcal{Q})$ as defined in previous sections we have the following recursive relation:

$$
\begin{equation*}
\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{n>\mathrm{m}(\mathcal{Q})} a(n) \log \left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)\left(\frac{\mathrm{m}(\mathcal{Q})}{n}\right)^{s}+\sum_{k=0}^{\infty} c_{k} \cdot q_{k}^{-s} \tag{5.25}
\end{equation*}
$$

For $k \geq 0$ the $q_{k}$ are defined in increasing order as

$$
\begin{aligned}
& q_{0}=\frac{l_{1}^{2}}{\mathrm{~m}(\mathcal{Q})^{2}} \\
& q_{k}=\min _{i \leq k-1}\left\{\left(q_{i} \cdot \frac{l_{2}}{\mathrm{~m}(\mathcal{Q})}\right),\left(\frac{l_{3}}{\mathrm{~m}(\mathcal{Q})} \cdot \frac{l_{4}}{\mathrm{~m}(\mathcal{Q})}\right)\right\}
\end{aligned}
$$

with $q_{k}>q_{k-1}, l_{1}=\mathrm{m}(\mathcal{Q})+1$ and in general all numbers $l_{i} \in \mathbb{N}$ are greater than $\mathrm{m}(\mathcal{Q})$. For the corresponding $c_{k}$ 's, we have, with $i_{j}<k$ and $l_{2_{j}}>\mathrm{m}(\mathcal{Q})$,
$c_{k}= \begin{cases}-a\left(l_{2_{1}}\right) c_{i_{1}}-\ldots-a\left(l_{2_{\alpha}}\right) c_{i_{\alpha}} & \text { if } q_{k}=q_{i_{1}} \frac{l_{2_{1}}}{\mathrm{~m}(\mathcal{Q})}=\ldots=q_{i_{\alpha}} \frac{l_{2_{\alpha}}}{\mathrm{m}(\mathcal{Q})} \\ -a\left(l_{3}\right)^{2} \log \frac{\mathrm{~m}(\mathcal{Q})}{l_{3}} & \text { if } q_{k}=\frac{l_{3}}{\mathrm{~m}(\mathcal{Q})} \cdot \frac{l_{4}}{\mathrm{~m}(\mathcal{Q})} \text { and } l_{3}=l_{4} \\ -a\left(l_{4}\right) a\left(l_{3}\right) \log \frac{\mathrm{m}(\mathcal{Q})}{l_{3}}-a\left(l_{3}\right) a\left(l_{4}\right) \log \frac{\mathrm{m}(\mathcal{Q})}{l_{4}} \\ & \text { if } q_{k}=\frac{l_{3}}{\mathrm{~m}(\mathcal{Q})} \cdot \frac{l_{4}}{\mathrm{~m}(\mathcal{Q})} \text { and } l_{3} \neq l_{4} .\end{cases}$
Proof: First we note that obviously $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} \times Z(s ; \mathcal{Q})=Z^{\prime}(s ; \mathcal{Q})$, and from this product representation we can derive the coefficients recursively by comparison of the series. Now the first sum of (5.25) is equal to $Z^{\prime}(s ; \mathcal{Q})$ and stems from the fact that $Z(s ; \mathcal{Q})$ starts with the constant term 1 . In the second term, $q_{0}$ is the first base, which needs to occur since the lowest base of $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}$ is $\left(\frac{l_{1}}{m(\mathcal{Q})}\right)^{-s}$. Hence we need to define $c_{0}$ as above to cancel out $a\left(l_{1}\right) \log \frac{\mathrm{m}(\mathcal{Q})}{l_{1}} \times a\left(l_{1}\right)$.
Now we consider the $q_{k}$ defined in increasing order. The construction of the
$q_{k}$ ensures to represent all possible products with at least two factors, which are clearly of the form of the $l_{n}(\mathcal{Q})$; see (5.7). In each step of the recursion, either the next larger $q_{k}$ is a new product $\frac{l_{3}}{\mathrm{~m}(\mathcal{Q})} \cdot \frac{l_{4}}{\mathrm{~m}(\mathcal{Q})}$, or it is a product of an already existing $q_{i}$ with one new factor $\frac{l_{4}}{\mathrm{~m}(\mathcal{Q})}$. The $c_{k}$ are defined such that by multiplication with $Z(s ; \mathcal{Q})$ the coefficient of the lowest base is cancelled out. This means that if $q_{k}$ is of the form $q_{i} \cdot \frac{l_{2}}{m(\mathcal{Q})}$, then we have $c_{k}=-a\left(l_{2_{1}}\right) c_{i_{1}}-\ldots-a\left(l_{2_{\alpha}}\right) c_{i_{\alpha}}$ since the $q_{k}$ can equal several different products of this form and we need to cancel out all the contributions. If we have new products of the form $q_{k}=\frac{l_{3}}{\mathrm{~m}(\mathcal{Q})} \cdot \frac{l_{4}}{\mathrm{~m}(\mathcal{Q})}$, then we again achieve the cancellation by the previous definitions. Here we note that the last case differentiation occurs if either $l_{3}=l_{4}$ where there is only one term to be cancelled or if $l_{3} \neq l_{4}$ where the two symmetric coefficients need to be wiped out.
To see that both representations from Lemma 5.1 and Lemma 5.8 coincide we first note that the number of weights $\frac{l_{i}}{\mathrm{~m}(\mathcal{Q})}$ in the $c_{k}$ grows according to the multinomial coefficient which is the essential part of the $b_{n}(\mathcal{Q})$ defined in (5.8). Further the recursive identity $c_{k}=-a\left(l_{2_{1}}\right) c_{i_{1}}-\ldots-a\left(l_{2_{\alpha}}\right) c_{i_{\alpha}}$ corresponds with that of the multinomial coefficient

$$
\binom{\nu}{k_{1} \ldots k_{r}}=\sum_{i=1}^{r}\binom{\nu-1}{k_{1} \ldots k_{i-1}, k_{i}-1, k_{i+1} \ldots k_{r}} .
$$

Finally the factors $a\left(\mathrm{~m}(\mathcal{Q})+k_{i}\right) \log \left(\frac{\mathrm{m}(\mathcal{Q})}{\mathrm{m}(\mathcal{Q})+k_{i}}\right)$ in $b_{n}(\mathcal{Q})$ arise from the multiplication with $Z^{\prime}(s ; \mathcal{Q})$.

### 5.7 Open questions

The central natural open question remains: Does uniform distribution modulo one of the zero ordinates hold for all Epstein zeta-functions? At least no good argument against it has been found during the work of this thesis. We have seen in this chapter that for more than two clustering lines of zeros the argumentation via a Landau type theorem doesn't suffice and that there are definitely many Epstein zeta-functions with a more complex zero distribution, see Chapter 3. On the other hand the author is not aware of a zeta-function where the ordinates of the nontrivial zeros $\varrho=\beta+i \gamma$ share a different distribution property modulo one.

A different approach to gain uniform distribution results had been suggested by Elliott [17]. His reasoning relies on a careful analysis of the argument of the Riemann zeta-function. However, its not clear if this method can be applied to the general case.

Another interesting open question fitting into this thesis is: For which type of zeta-function can we establish a Landau type theorem, or, at least, a bound of the form $\sum_{0<\gamma \leq T} x^{\varrho}=O(T)$ ?

We mentioned a couple of examples throughout previous chapters. In order to use the same technique of contour integration as we did, it looks reasonable to demand that the zeta-function obeys a functional equation, the PhragménLindelöf principle and comes along with a zero-free half plane.

# Discrepancy estimate for zero ordinates of Epstein zeta-functions 

"A mathematician is a device for turning coffee into theorems."
Paul Erdös (1913-1996)

In this last chapter we shall investigate into the discrepancy of the sequence of zero ordinates of Epstein zeta-functions. We first will give basic definitions and recall some results valid for the Riemann zeta-function. For a discrepancy estimate we need a uniform version of Theorem 5.3. To prove this we will use the Theorem of Erdös and Turán and ideas of Rehberg [56], as well as Baluyot and Gonek [3].

### 6.1 Preliminaries

So far we studied uniform distribution modulo one purely from a qualitative point of view. One measure to describe the quantitative distribution property of a sequence is the so-called discrepancy. It was first introduced by Bergström [5] and van der Corput and Pisot [75]. If $x_{1}, \ldots, x_{N}$ is a finite sequence of real numbers, then the number

$$
\begin{aligned}
D_{N} & =D_{N}\left(x_{1}, \ldots, x_{N}\right) \\
& =\sup _{0 \leq \alpha<\beta \leq 1}\left|\frac{\#\left\{1 \leq n \leq N:\left\{x_{n}\right\} \in[\alpha, \beta)\right\}}{N}-(\beta-\alpha)\right|
\end{aligned}
$$

is called the discrepancy of the sequence. If the sequence $\left(x_{n}\right)_{n \geq 1}$ is infinite or contains at least $N$ terms, $D_{N}$ is defined to be the discrepancy of the first $N$ terms of the sequence. The discrepancy measures the deviation between the distribution of the sequence and uniform distribution modulo one. A sequence is uniformly distributed modulo one if, and only if, its discrepancy tends to zero for $N \rightarrow \infty$.

We briefly want to examine what bounds this quantity has to obey. The convergence cannot be arbitrarily fast, for every sequence of $N$ numbers we have

$$
\frac{1}{N} \leq D_{N} \leq 1
$$

According to a result of van Aardenne-Ehrenfest [74] in 1945 every sequence satisfies for some positive constant $k$ the lower bound

$$
D_{N} \geq \frac{k \cdot \log \log \log N}{N}
$$

for infinitely many $N$, but not for all. This has been improved by Roth [58] to

$$
D_{N} \geq \frac{\sqrt{\log N}}{16 N}
$$

for infinitely many $N$ and further by Schmidt [60] to

$$
D_{N} \geq \frac{1}{66 \log 4} \frac{\log N}{N}
$$

We will concentrate on upper bounds in the sequel though. A useful method to estimate the discrepancy is by means of exponential sums appearing in Weyl's criterion (2.2). This allows techniques from analytic number theory to be applied for the estimates. One important result in this direction, which we will leverage, is the Theorem of Erdös and Turán [19]: Let $x_{1}, \ldots, x_{N}$ be a finite sequence of real numbers and $m$ any positive integer. Then

$$
D_{N} \leq \frac{6}{m+1}+\frac{4}{\pi} \sum_{h=1}^{m}\left(\frac{1}{h}-\frac{1}{m+1}\right)\left|\frac{1}{N} \sum_{n=1}^{N} e^{2 \pi i h x_{n}}\right|
$$

In particular we will use the following simplified version: There exists an absolute constant $C$ such that

$$
\begin{equation*}
D_{N} \leq C \cdot\left(\frac{1}{m}+\sum_{h=1}^{m} \frac{1}{h}\left|\frac{1}{N} \sum_{n=1}^{N} e^{2 \pi i h x_{n}}\right|\right) \tag{6.1}
\end{equation*}
$$

see for example equation (2.42) in Kuipers and Niederreiter [42]. Here it is important that the parameter $m$ can be chosen freely to optimize the estimate.

We will now recall some results about the discrepancy of the Riemann zeta ordinates which are uniformly distributed modulo one. In 1990 Hlawka [36] was the first to prove the following: Let $z>1$ be a real number and $D_{T}$ the discrepancy of the sequence $\left(\frac{\log z}{2 \pi} \gamma\right)_{\gamma}$. Then, for $T \rightarrow \infty$

$$
\begin{equation*}
D_{T}=O\left(\frac{\log z}{\log \log T}\right) \tag{6.2}
\end{equation*}
$$

and by assuming the Riemann hypothesis

$$
D_{T}=O\left(\frac{\log z}{\log T}\right) .
$$

In the proof Hlawka used the Theorem of Erdös and Turán (6.1) and an improved error term from Landau's theorem (1.6) determining the $x$-dependency. He was able to replace $O(\log T)$ with $O\left(x^{2} \log T\right)$ which enabled him to choose an optimal parameter $m$ in (6.1). In 1993 Fujii [26] obtained an improved discrepancy estimate, he replaced (6.2) with

$$
D_{T}=O\left(\frac{\log \log T}{\log T}\right)
$$

where the implied constant depends on $z$. For further refinements see also Fujii [27].

We turn our attention back to the general case of Epstein zeta-functions though. To ensure uniform distribution modulo one of the zero ordinates we needed the average density hypothesis. Hence this assumption is still necessary to explore the discrepancy, and we additionally require a certain speed of convergence. We will therefore demand

$$
\begin{equation*}
\sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|=O\left(\frac{T \log T}{\log \log T}\right) \tag{6.3}
\end{equation*}
$$

for the real parts $\beta$ of $\zeta(s ; \mathcal{Q})$. This, as recalled in (2.6), was proven by Levinson [47] for the Riemann zeta-function. It is a natural assumption to make, since this result generalizes to a broader class of zeta-functions, see also Levinson [47].
Finally in this section we provide an estimate of the coefficients $b_{n}(\mathcal{Q})$ occurring in the general representation of the logarithmic derivative of $Z(s ; \mathcal{Q})$, defined in Lemma 5.1. This will be used to derive the statement about the discrepancy in the following sections.

Lemma 6.1. Let $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}$. There is a constant $B>0$ such that for all $n \in \mathbb{N}$ we have

$$
b_{n}(\mathcal{Q})=O\left(l_{n}(\mathcal{Q})^{B}\right)
$$

Proof: $\frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})}=\sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}$ converges absolutely for $\sigma>B$ with $B>0$ the constant defined in (5.10). It is known, see for instance Hardy and Riesz [33], that the abscissa of convergence satisfies

$$
\sigma=\limsup _{N \rightarrow \infty} \frac{\log \sum_{n=1}^{N}\left|b_{n}(\mathcal{Q})\right|}{\log l_{n}(\mathcal{Q})},
$$

respectively

$$
\sigma=\limsup _{N \rightarrow \infty} \frac{\log \sum_{n=N+1}^{\infty}\left|b_{n}(\mathcal{Q})\right|}{\log l_{n}(\mathcal{Q})}
$$

according to whether $\sum_{n=1}^{N}\left|b_{n}(\mathcal{Q})\right|$ is divergent or not. That implies in the latter case $l_{n}(\mathcal{Q})^{B}+\epsilon \geq \sum_{n=N+1}^{\infty}\left|b_{n}(\mathcal{Q})\right|$ for all $\epsilon>0$ and sufficiently large $N \in \mathbb{N}$. Therefore

$$
\left|b_{N+1}(\mathcal{Q})\right|=\sum_{n=N+1}^{\infty}\left|b_{n}(\mathcal{Q})\right|-\sum_{n=N+2}^{\infty}\left|b_{n}(\mathcal{Q})\right| \leq l_{n}(\mathcal{Q})^{B}
$$

The case when $\sum_{n=N+1}^{\infty}\left|b_{n}(\mathcal{Q})\right|$ is divergent can be treated in the same way which implies $b_{n}(\mathcal{Q})=O\left(l_{n}(\mathcal{Q})^{B}\right)$.

### 6.2 Uniform version of Theorem 5.3

Our aim is now to derive a uniform version of Theorem 5.3 by exploring the dependency on the parameter $x$. For this we need to recall the ordered set $S$ of elements

$$
l_{n}(\mathcal{Q})=\prod_{\nu=1}^{h} \frac{\mathrm{~m}(\mathcal{Q})+k_{\nu}}{\mathrm{m}(\mathcal{Q})}
$$

with $h \geq 0, k_{\nu} \in \mathbb{N}$, see (5.7). For $x \in \mathbb{R}^{+} \backslash\{1\}$ we define

$$
\langle x\rangle=\left\{\begin{array}{llll}
\text { nearest distance to a } & l_{n}(\mathcal{Q}) & \text { if } & x>1 \\
\text { nearest distance to a } & \frac{1}{l_{n}\left(\mathcal{Q}^{-1}\right)} & \text { if } & x<1
\end{array}\right.
$$

Looking at the dependency on the parameter $x$ we will prove the following variant of Theorem 5.3:

Theorem 6.2. Let $x \in \mathbb{R}^{+} \backslash\{1\}$ and $B$ as defined in (5.10), $b>B$. As $T \rightarrow \infty$ there exists a constant $\tilde{B}>0$ such that

$$
\begin{align*}
\sum_{|\gamma|<T} x^{\varrho}= & \frac{T}{\pi}\left(\delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q})-x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)\right)  \tag{6.4}\\
& +O\left(x^{B} \log T\right) \mathbf{1}_{\{x>1\}}+O\left(x^{\frac{n}{2}-b} \log T\right) \mathbf{1}_{\{0<x<1\}} \\
& +O\left(x^{\tilde{B}} \cdot \min \left(T, \frac{x}{\langle x\rangle}\right)\right) \mathbf{1}_{\{x>1\}} \\
& +O\left(x^{-\tilde{B}} \cdot \min \left(T, \frac{x}{\langle x\rangle}\right)\right) \mathbf{1}_{\{0<x<1\}}
\end{align*}
$$

for all Epstein zeta-functions.

Proof: We use the same setup as for Theorem 5.3 and integrate via the path of the counterclockwise oriented closed rectangle $\partial \mathcal{R}$ with points $B-i T$, $B+i T, \frac{n}{2}-b+i T$ and $\frac{n}{2}-b-i T$. All nontrivial zeros of $\zeta(s ; \mathcal{Q})$ lie inside $\frac{n}{2}-b<\operatorname{Re} s<B$ and we consider, as in (5.13),

$$
\sum_{|\gamma|<T} x^{\varrho}=\frac{1}{2 \pi i} \int_{\partial \mathcal{R}} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s+O(1)
$$

Again like in (5.14) we split the integral into four parts

$$
\begin{aligned}
\int_{\partial \mathcal{R}} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s= & \left\{\int_{B-i T}^{B+i T}+\int_{B+i T}^{\frac{n}{2}-b+i T}+\right. \\
& \left.+\int_{\frac{n}{2}-b+i T}^{\frac{n}{2}-b-i T}+\int_{\frac{n}{2}-b-i T}^{B-i T}\right\} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s \\
= & \sum_{j=1}^{4} I_{j} .
\end{aligned}
$$

First we show that

$$
\begin{aligned}
I_{1} & =i \sum_{n=1}^{\infty} b_{n}(\mathcal{Q})\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{B} \int_{-T}^{+T}\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{i t} d t \\
& =2 i \cdot \delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q}) \cdot T+O\left(x^{B} \sum_{n=1}^{\infty} \frac{\left|b_{n}(\mathcal{Q})\right|}{l_{n}(\mathcal{Q})^{B}} \cdot \min \left\{T, \frac{1}{\left|\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right)\right|}\right\}\right)
\end{aligned}
$$

Here the first term on the right stems from the case $x=l_{n}(\mathcal{Q})$. The error term arises for $x \neq l_{n}(\mathcal{Q})$ where we get

$$
\int_{-T}^{+T}\left(\frac{x}{l_{n}(\mathcal{Q})}\right)^{i t} d t=i \cdot \frac{1}{\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right)}\left(e^{-\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right) i T}-e^{\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right) i T}\right)
$$

which cannot grow larger than $O(T)$. This can be seen by inserting the Taylor approximation of the exponential function. Now to estimate the sum in the error term we note that for $l_{n}(\mathcal{Q}) \leq \frac{1}{2} x$ or $l_{n}(\mathcal{Q}) \geq 2 x$ we have

$$
\left|\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right)\right| \gg 1
$$

Thus, due to the absolute convergence of $\sum_{n=1}^{\infty} \frac{b_{n}(\mathcal{Q})}{l_{n}(\mathcal{Q})^{s}}$, this part is

$$
\ll \sum_{n=1}^{\infty} \frac{\left|b_{n}(\mathcal{Q})\right|}{l_{n}(\mathcal{Q})^{B}} \cdot x^{B} \ll x^{B} .
$$

On the other hand the part with $\frac{1}{2} x<l_{n}(\mathcal{Q})<x$ is

$$
\ll \sum_{\frac{1}{2} x<l_{n}(\mathcal{Q})<x}\left|b_{n}(\mathcal{Q})\right| \cdot \min \left\{T, \frac{1}{\left|\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right)\right|}\right\} .
$$

Since $l_{n}(\mathcal{Q}) \rightarrow \infty$ there are only finitely many $l_{n}(\mathcal{Q})$ below any fixed $x$. Also there exists an $\alpha \in \mathbb{N}$ such that $l_{\alpha}(\mathcal{Q})<x<l_{\alpha+1}(\mathcal{Q})$. Thus, since

$$
\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right)=-\log \left(1-\frac{x-l_{n}(\mathcal{Q})}{x}\right)>\frac{l_{\alpha}(\mathcal{Q})-l_{n}(\mathcal{Q})}{x}
$$

we get by applying Lemma 6.1

$$
\begin{aligned}
\sum_{\frac{1}{2} x<l_{n}(\mathcal{Q})<x}\left|b_{n}(\mathcal{Q})\right| & \cdot \min \left\{T, \frac{1}{\left|\log \left(\frac{x}{l_{n}(\mathcal{Q})}\right)\right|}\right\} \\
& \ll \#\left\{n \in \mathbb{N}: l_{n}(\mathcal{Q})<x\right\} \cdot l_{\alpha}(\mathcal{Q})^{B} \cdot \min \left\{T, \frac{x}{x-l_{\alpha}(\mathcal{Q})}\right\} \\
& \ll \#\left\{n \in \mathbb{N}: l_{n}(\mathcal{Q})<x\right\} \cdot x^{B} \cdot \min \left\{T, \frac{x}{\langle x\rangle}\right\} .
\end{aligned}
$$

It remains to consider the number of elements in $S$ with $l_{n}(\mathcal{Q})<x$. We use a crude estimate sufficient to bound this number with a power of $x$. The denominator of a number $l_{n}(\mathcal{Q})$, see definition (5.7), is a power of $m(\mathcal{Q})$. From $l_{n}(\mathcal{Q})<x$ it follows that the largest possible power $h_{1} \in \mathbb{R}$ occurring in the representation of $l_{n}(\mathcal{Q})$ fulfills

$$
\left(\frac{\mathrm{m}(\mathcal{Q})+1}{\mathrm{~m}(\mathcal{Q})}\right)^{h_{1}}<x
$$

hence

$$
h_{1}<\frac{\log x}{\log \left(\frac{m(\mathcal{Q})+1}{m(\mathcal{Q})}\right)}
$$

Further to any denominator $\mathrm{m}(\mathcal{Q})^{h}$ there exist at most $x \cdot \mathrm{~m}(\mathcal{Q})^{h}$ numbers less than $x$. Therefore we can bound the number of elements in $\left\{n \in \mathbb{N}: l_{n}(\mathcal{Q})<\right.$ $x\}$ by $x \cdot \mathrm{~m}(\mathcal{Q})^{h_{1}} \cdot h_{1}$. Defining

$$
D_{1}:=\left[\frac{\log m(\mathcal{Q})}{\log \left(\frac{m(\mathcal{Q})+1}{m(\mathcal{Q})}\right)}\right]+2
$$

we arrive at

$$
\#\left\{n \in \mathbb{N}: l_{n}(\mathcal{Q})<x\right\} \ll x^{D_{1}} .
$$

An analogous argument holds for the part $x<l_{n}(\mathcal{Q})<2 x$. Putting pieces together we see that

$$
I_{1}=2 i \cdot \delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q}) \cdot T+O\left(x^{B} \cdot x^{D_{1}} \cdot \min \left\{T, \frac{x}{\langle x\rangle}\right\}\right) .
$$

Looking at $I_{2}$ we follow closely the arguments of Chapter 5 , in particular (5.16), to arrive at

$$
\begin{aligned}
I_{2} & =\int_{\frac{n}{2}-b+i T}^{B+i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s \ll \int_{\frac{n}{2}-b}^{B} x^{\sigma}\left|\frac{Z^{\prime}(\sigma+i T ; \mathcal{Q})}{Z(\sigma+i T ; \mathcal{Q})}\right| d \sigma \\
& \ll(\log T) x^{B} \mathbf{1}_{\{x>1\}}+(\log T) x^{\frac{n}{2}-b} \mathbf{1}_{\{0<x<1\}} \\
& =O\left(x^{B} \log T\right) \mathbf{1}_{\{x>1\}}+O\left(x^{\frac{n}{2}-b} \log T\right) \mathbf{1}_{\{0<x<1\}} .
\end{aligned}
$$

Likewise we get

$$
I_{4}=\int_{\frac{n}{2}-b-i T}^{B-i T} x^{s} \frac{Z^{\prime}(s ; \mathcal{Q})}{Z(s ; \mathcal{Q})} d s=O\left(x^{B} \log T\right) \mathbf{1}_{\{x>1\}}+O\left(x^{\frac{n}{2}-b} \log T\right) \mathbf{1}_{\{0<x<1\}}
$$

Now we consider $I_{3}$ and decompose as above, see (5.17) onwards, into

$$
\begin{aligned}
I_{3}= & -\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s}\left[\frac{Z^{\prime}\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}{Z\left(\frac{n}{2}-s ; \mathcal{Q}^{-1}\right)}\right] d s \\
& +\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b+i T} x^{s}\left(c_{3}-\frac{\Gamma^{\prime}\left(\frac{n}{2}-s\right)}{\Gamma\left(\frac{n}{2}-s\right)}-\frac{\Gamma^{\prime}(s)}{\Gamma(s)}\right) d s \\
= & I_{3_{a}}+I_{3_{b}} .
\end{aligned}
$$

For $I_{3 a}$ we repeat basically the argument of the estimate of $I_{1}$. We obtain by case differentiation of $x=\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}$ and $x \neq \frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}$ the representation

$$
\begin{aligned}
I_{3_{a}}= & -i x^{\frac{n}{2}-b} \sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{b}} \int_{-T}^{T}\left(x \cdot l_{k}\left(\mathcal{Q}^{-1}\right)\right)^{i t} d t \\
= & -i x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right) \cdot 2 T \\
& +O\left(x^{\frac{n}{2}-b} \sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{b}} \cdot \min \left\{T, \frac{1}{\left|\log \left(x \cdot l_{k}\left(\mathcal{Q}^{-1}\right)\right)\right|}\right\}\right) .
\end{aligned}
$$

Again for $\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)} \leq \frac{x}{2}$ or $\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)} \geq 2 x$ we have $\left|\log \left(x \cdot l_{k}\left(\mathcal{Q}^{-1}\right)\right)\right| \gg 1$ and the error term on the right hand side in this case is

$$
x^{\frac{n}{2}-b} \sum_{k=1}^{\infty} \frac{b_{k}\left(\mathcal{Q}^{-1}\right)}{l_{k}\left(\mathcal{Q}^{-1}\right)^{b}} \ll x^{\frac{n}{2}-b} .
$$

Now there exists a $\beta \in \mathbb{N}$ with $\frac{1}{l_{\beta+1}\left(\mathcal{Q}^{-1}\right)}<x<\frac{1}{l_{\beta}\left(\mathcal{Q}^{-1}\right)}$. Hence, by renewed application of Lemma 6.1, the part where $\frac{x}{2}<\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}<x$ becomes

$$
\begin{aligned}
& \quad \sum_{\frac{1}{2} x<\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}<x}\left|b_{k}\left(\mathcal{Q}^{-1}\right)\right| \cdot \min \left\{T, \frac{1}{\left|\log \left(x \cdot l_{k}\left(\mathcal{Q}^{-1}\right)\right)\right|}\right\} \\
& \ll \#\left\{k \in \mathbb{N}: 1>\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}>\frac{x}{2}\right\} \cdot\left(\frac{1}{l_{\beta+1}\left(\mathcal{Q}^{-1}\right)}\right)^{B^{\prime}} \cdot \min \left\{T, \frac{x}{x-\frac{1}{l_{\beta+1}\left(\mathcal{Q}^{-1}\right)}}\right\} \\
& \ll \#\left\{k \in \mathbb{N}: 1>\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}>\frac{x}{2}\right\} \cdot x^{-B^{\prime}} \cdot \min \left\{T, \frac{x}{\langle x\rangle}\right\}
\end{aligned}
$$

for a constant $B^{\prime}>0$. Now we can estimate $\#\left\{k \in \mathbb{N}: 1>\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}>\frac{x}{2}\right\}$ analogously by $\frac{2}{x} \cdot \mathrm{~m}\left(\mathcal{Q}^{-1}\right)^{h_{2}} \cdot h_{2}$ with

$$
h_{2}=\frac{-\log x+\log 2}{\log \left(\frac{\mathrm{~m}\left(\mathcal{Q}^{-1}\right)+1}{\mathrm{~m}\left(\mathcal{Q}^{-1}\right)}\right)}
$$

Therefore setting

$$
D_{2}:=\left[\frac{-\log \mathrm{m}\left(\mathcal{Q}^{-1}\right)}{\log \left(\frac{\mathrm{m}\left(\mathcal{Q}^{-1}\right)+1}{\mathrm{~m}\left(\mathcal{Q}^{-1}\right)}\right)}\right]-2
$$

we obtain

$$
I_{3 a}=-i x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right) \cdot 2 T+O\left(x^{-B^{\prime}} \cdot x^{D_{2}} \cdot \min \left\{T, \frac{x}{\langle x\rangle}\right\}\right)
$$

It remains to look at $I_{3_{b}}$ with the decomposition

$$
\begin{aligned}
I_{3 b} & =\left\{\int_{\frac{n}{2}-b-i}^{\frac{n}{2}-b+i}+\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T}+\int_{\frac{n}{2}-b-i T}^{\frac{n}{2}-b-i}\right\} x^{s}\left(c_{3}-\frac{\Gamma^{\prime}\left(\frac{n}{2}-s\right)}{\Gamma\left(\frac{n}{2}-s\right)}-\frac{\Gamma^{\prime}(s)}{\Gamma(s)}\right) d s \\
& =: L_{1}+L_{2}+L_{3}
\end{aligned}
$$

Now $L_{1}$ is clearly $O\left(x^{\frac{n}{2}-b}\right) . L_{2}$ we decompose further according to

$$
\begin{aligned}
L_{2}= & \int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[c_{3}-\log s+O\left(\frac{1}{|s|}\right)-\log \left(\frac{n}{2}-s\right)+O\left(\frac{1}{\left|\frac{n}{2}-s\right|}\right)\right] d s \\
= & \int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[c_{3}+O\left(\frac{1}{|s|}\right)+O\left(\frac{1}{\left|\frac{n}{2}-s\right|}\right)\right] d s \\
& -\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[\log s+\log \left(\frac{n}{2}-s\right)\right] d s \\
= & : L_{2_{a}}+L_{2_{b}} .
\end{aligned}
$$

We get

$$
\begin{aligned}
L_{2_{a}} & =\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[c_{3}+O\left(\frac{1}{|s|}\right)+O\left(\frac{1}{\left|\frac{n}{2}-s\right|}\right)\right] d s \\
& =i x^{\frac{n}{2}-b} \int_{1}^{T} x^{i t}\left[c_{3}+O\left(\frac{1}{\left|\frac{n}{2}-b+i t\right|}\right)+O\left(\frac{1}{|b-i t|}\right)\right] d t \\
& =O\left(x^{\frac{n}{2}-b} \cdot \log T\right),
\end{aligned}
$$

as well as for the remainder part

$$
\begin{aligned}
L_{2_{b}} & =-\int_{\frac{n}{2}-b+i}^{\frac{n}{2}-b+i T} x^{s}\left[\log s+\log \left(\frac{n}{2}-s\right)\right] d s \\
& =-i x^{\frac{n}{2}-b} \int_{1}^{+T} x^{i t}\left[\log \left(\frac{n}{2}-b+i t\right)+\log (b-i t)\right] d t
\end{aligned}
$$

Applying once more partial integration we arrive at

$$
\begin{aligned}
L_{2_{b}}= & \left.\frac{x^{i t}}{i \log x}\left[\log \left(\frac{n}{2}-b+i t\right)+\log (b-i t)\right]\right|_{1} ^{T} \\
& -\int_{1}^{+T} \frac{x^{i t}}{\log x}\left(\frac{1}{\frac{n}{2}-b+i t}-\frac{1}{b-i t}\right) d t=O\left(\frac{x^{\frac{n}{2}-b}}{|\log x|} \cdot \log T\right) .
\end{aligned}
$$

The same argument yields $L_{3}=O\left(\frac{x^{\frac{n}{2}-b}}{\log x \mid} \cdot \log T\right)$.
Putting all pieces together and setting $\tilde{B}=\max \left\{B, B^{\prime}\right\}+\max \left\{D_{1}, D_{2}\right\}$ we obtain

$$
\begin{aligned}
I_{1}= & 2 i \cdot \delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q}) \cdot T+O\left(x^{\tilde{B}} \cdot \min \left(T, \frac{x}{\langle x\rangle}\right)\right), \\
I_{2}= & O\left(x^{\tilde{B}} \log T\right) \mathbf{1}_{\{x>1\}}+O\left(x^{\frac{n}{2}-b} \log T\right) \mathbf{1}_{\{0<x<1\}}, \\
I_{3}= & -i x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right) \cdot 2 T+O\left(x^{-\tilde{B}} \cdot \min \left(T, \frac{x}{\langle x\rangle}\right)\right) \\
& +O\left(\frac{x^{\frac{n}{2}-b}}{|\log x|} \cdot \log T\right), \\
I_{4}= & O\left(x^{\tilde{B}} \log T\right) \mathbf{1}_{\{x>1\}}+O\left(x^{\frac{n}{2}-b} \log T\right) \mathbf{1}_{\{0<x<1\}},
\end{aligned}
$$

which concludes the proof of Theorem 6.2.

### 6.3 Discrepancy for zero ordinates of Epstein zeta-functions

Based on Theorem 6.2 we are now in a position to state the main result of this chapter.

Theorem 6.3. Let $z \neq 1$ be a positive real number. Let the sequence $\gamma$ range through the set of positive imaginary parts of the nontrivial zeros of the Epstein zeta-function $\zeta(s ; \mathcal{Q})$ in ascending order and let

$$
\sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|=O\left(\frac{T \log T}{\log \log T}\right)
$$

Let $D_{T}$ be the discrepancy of the sequence $\left(\frac{\log z}{2 \pi} \gamma\right)_{\gamma}$. Then, as $T \rightarrow \infty$

$$
D_{T} \ll \frac{|\log z|}{\log \log \log T}
$$

Proof: According to (5.18) we start with

$$
\sum_{|\gamma|<T}\left|x^{\left(\frac{n}{4}+i \gamma\right)}-x^{(\beta+i \gamma)}\right| \leq \max \left\{x^{\beta}, x^{\frac{n}{4}}\right\}|\log x| \sum_{|\gamma|<T}\left|\beta-\frac{n}{4}\right|,
$$

hence, using the density assumption (6.3), we get

$$
\sum_{|\gamma|<T} x^{\left(\frac{n}{4}+i \gamma\right)}=\sum_{|\gamma|<T} x^{(\beta+i \gamma)}+O\left(\max \left\{x^{\beta}, x^{\frac{n}{4}}\right\}|\log x| \cdot \frac{T \log T}{\log \log T}\right)
$$

Now inserting the asymptotic of Theorem 6.2 and dividing by $x^{\frac{n}{4}}$ we obtain

$$
\begin{aligned}
\sum_{|\gamma|<T} x^{i \gamma}= & \frac{T}{\pi}\left(\delta_{l_{k}(\mathcal{Q}), x} \cdot b_{k}(\mathcal{Q})-x^{\frac{n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{x}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)\right) \\
& +O\left(x^{\tilde{B}} \cdot \frac{T \log T}{\log \log T}\right) \mathbf{1}_{\{x>1\}}+O\left(x^{-\tilde{B}} \cdot \frac{T \log T}{\log \log T}\right) \mathbf{1}_{\{0<x<1\}} .
\end{aligned}
$$

Here the latter two terms absorb all error terms occurring in Theorem 6.2. Now we set $x=z^{h}$ with a positive $z \neq 1$ and $h$ being a positive integer. Dividing by the number of zeros $N(T ; \mathcal{Q})$, which is $O(T \log T)$, we obtain

$$
\begin{aligned}
& \frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T} e^{i h \log z \gamma} \\
& =O\left(\frac{1}{\log T} \cdot \frac{1}{\pi}\left(\delta_{l_{k}(\mathcal{Q}), z^{h}} \cdot b_{k}(\mathcal{Q})-z^{\frac{h n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{z^{h}}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)\right)\right) \\
& +O\left(z^{h \tilde{B}} \cdot \frac{1}{\log \log T}\right) \mathbf{1}_{\left\{z^{h}>1\right\}}+O\left(z^{-h \tilde{B}} \cdot \frac{1}{\log \log T}\right) \mathbf{1}_{\left\{0<z^{h}<1\right\}} .
\end{aligned}
$$

We continue by looking at the terms containing $z^{h}$ and case differentiate. For $z^{h}>1$ we consider the case $z^{h}=l_{k}(\mathcal{Q})$ and get

$$
\delta_{l_{k}(\mathcal{Q}), z^{h}} \cdot b_{k}(\mathcal{Q})-z^{\frac{h n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{z^{h}}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)=b_{k}(\mathcal{Q}) \ll z^{h \tilde{B}}
$$

due to Lemma 6.1. Another application of Lemma 6.1 to the case $0<z^{h}<1$, where we consider $z^{h}=\frac{1}{l_{k}\left(\mathcal{Q}^{-1}\right)}$, yields

$$
\delta_{l_{k}(\mathcal{Q}), z^{h}} \cdot b_{k}(\mathcal{Q})-z^{\frac{h n}{2}} \delta_{l_{k}\left(\mathcal{Q}^{-1}\right), \frac{1}{z^{h}}} \cdot b_{k}\left(\mathcal{Q}^{-1}\right)=z^{\frac{h n}{2}} b_{k}\left(\mathcal{Q}^{-1}\right) \ll z^{-h \tilde{B}} .
$$

Hence, in light of $\frac{1}{\log T}<\frac{1}{\log \log T}$ for sufficiently large $T$, we arrive at the following common bound:

$$
\begin{aligned}
\frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T} e^{i h \log z \gamma}= & O\left(z^{h \tilde{B}} \cdot \frac{1}{\log \log T}\right) \mathbf{1}_{\left\{z^{h}>1\right\}} \\
& +O\left(\frac{1}{z^{h \tilde{B}}} \cdot \frac{1}{\log \log T}\right) \mathbf{1}_{\left\{0<z^{h}<1\right\}}
\end{aligned}
$$

Using this and the Erdös-Turan inequality (6.1) we obtain a bound for the discrepancy $D_{T}$ :

$$
\begin{aligned}
D_{T} & \ll \frac{1}{m} \sum_{h=1}^{m} \frac{1}{h}\left|\frac{1}{N(T ; \mathcal{Q})} \sum_{|\gamma|<T} e^{i h \log z \gamma}\right| \\
& \ll \frac{1}{m}+\frac{1}{\log \log T} \sum_{h=1}^{m} \frac{\max \left\{z^{h \tilde{B}}, z^{-h \tilde{B}}\right\}}{h}
\end{aligned}
$$

Once more we distinguish $z^{h}>1$ and $0<z^{h}<1$. We use the general estimate

$$
\sum_{n=1}^{m} \omega^{n} \ll \frac{\omega^{m}}{m}
$$

which holds for any real $\omega>1$. Applying it to $\omega=z^{\tilde{B}}$ yields in case of $z^{h}>1$

$$
D_{T} \ll \frac{1}{m}+\frac{1}{\log \log T} \cdot \frac{z^{m \tilde{B}}}{m}
$$

To optimize the parameter $m$ we observe that $1=\frac{z^{m \tilde{B}}}{\log \log T}$ implies $m=\frac{\log \log \log T}{\tilde{B} \log z}$. Hence we chose

$$
m=\left[\frac{\log \log \log T}{\tilde{B} \log z}\right]+1
$$

to obtain for $z>1, T \rightarrow \infty$

$$
D_{T} \ll \frac{1}{\left[\frac{\log \log \log T}{\tilde{B} \log z}\right]+1} \ll \frac{\tilde{B} \log z}{\log \log \log T} \ll \frac{\log z}{\log \log \log T}
$$

Similarly for $0<z^{h}<1$ we have $\omega^{-\tilde{B}}>1$ and get

$$
D_{T} \ll \frac{1}{m}+\frac{1}{\log \log T} \cdot \frac{z^{-m \tilde{B}}}{m}
$$

Now $1=\frac{1}{z^{m \tilde{B}} \log \log T}$ implies $m=-\tilde{B} \cdot \frac{\log \log \log T}{\log z}$, so baring in mind $\log z<0$ we take

$$
m=\left[-\tilde{B} \cdot \frac{\log \log \log T}{\log z}\right]+1
$$

to arrive at

$$
D_{T} \ll \frac{1}{\left[-\tilde{B} \cdot \frac{\log \log \log T}{\log z}\right]+1} \ll \frac{-\tilde{B} \log z}{\log \log \log T} \ll \frac{|\log z|}{\log \log \log T}
$$

for $0<z<1, T \rightarrow \infty$. Combining the two cases proves the discrepancy estimate of the Theorem, since we obtain for all $z \in \mathbb{R}^{+} \backslash\{1\}, T \rightarrow \infty$
6.3 Discrepancy for zero ordinates of Epstein zeta-functions

$$
D_{T} \ll \frac{|\log z|}{\log \log \log T}
$$

where the implied constant may depend on $\tilde{B}$.
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