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## 66

To know that we know what we know, and to know that we do not know what we do not know, that is true knowledge.

## Zusammenfassung

Der Bericht des US National Research Council (NRC) „Toxicity Testing in the 21st Century: A Vision and a strategy (Tox21)", der 2007 veröffentlicht wurde, sieht einen vollständigen Paradigmenwechsel in der Toxizitätsprüfung vor. Ein zentraler Aspekt des Berichts beinhaltet den Übergang von apikal ermittelten Endpunkten für Toxizität in in vivo Studien, zu mehr mechanistisch basierten in vitro Tests. Um den Übergang zu erleichtern und den Paradigmenwechsel in der Prüfung auf Toxizität zu unterstützen, wird das Adverse Outcome Pathway (AOP) Konzept als pragmatisches Instrument weithin anerkannt. In dieser Arbeit wurde das AOP Konzept angewandt, um neue Ansätze zur Prüfung auf systemische Toxizität zu untersuchen. Dazu wurden AOPs für proximale Tubulusschäden, die durch lysosomale Überladung und Inhibition der mtDNA Polymerase- $\gamma$ initiiert werden, entwickelt. Diese AOPs wurden als mechanistische Grundlage für die Entwicklung von mechanistisch relevanten in vitro Tests für jedes Schlüsselereignis (KE) verwendet. Um die entwickelten in vitro Tests experimentell zu unterstützen, wurden proximale Tubuluszellen aus der Ratte (NRK-52E) und aus dem Menschen (RPTEC/TERT1) mit Hilfe von Modellsubstanzen behandelt. Zur Messung der Störung der lysosomalen Funktion im AOP - Rezeptor-vermittelte Endozytose und lysosomale Überladung wurden Polymyxin-Antibiotika (Polymyxin B, Colistin, Polymyxin B Nonapeptid) als Modellsubstanzen verwendet. Die gestörte Expression des lysosomal assoziierten Membranproteins 1/2 (LAMP 1/2) (KE1) und die Cathepsin D Freisetzung (KE2) wurden mittels Immunofluoreszenztechnik bestimmt und die Zytotoxizität (KE3) mittels CellTiter-Glo ${ }^{\circledR}$ Zellviabilitätstest gemessen. Zwischen den Zelllinien wurden signifikante Unterschiede in der Aufnahme von Polymyxinen und der Empfindlichkeit beobachtet, was die Bedeutung der in vitro Biokinetik zur Definition eines geeigneten Ausgangspunktes für die Risikobewertung unterstreicht.

Im Vergleich zur in vivo Situation, konnte eine eindeutige Expression von relevanten Transportern wie Megalin und Cubilin auf mRNA und Proteinebene in den verwendeten Zelllinien (RPTEC/TERT1 und NRK-52E) nicht gezeigt werden, was eine zusätzliche Integration von quantitativen in vitro zu in vivo Extrapolationen (QIVIVE) unabdingbar macht. Die Integration von QIVIVE durch Projektpartner der Universität Utrecht zeigte eine Verbesserung der modellierten biokinetischen Werte für Polymyxin B. Zur Bestimmung des ersten Schlüsselereignisse, (KE1) Depletion von mitochondrialer DNA, im AOP - Hemmung der mitochondrialen DNA Polymerase- $\gamma$, wurde nach Behandlung mit Modellsubstanzen (Adefovir, Cidofovir, Tenofovir, Adefovirdipivoxil, Tenofovirdisoproxil Fumarat) eine RT-qPCR Methode verwendet, um die mtDNA Kopienzahl zu bestimmen. Die mitochondriale Toxizität (KE2) wurde mittels eines hochauflösenden Bildgebungsverfahrens und MitoTracker ${ }^{\circledR}$ vom Projektpartner des Fraunhofer Institut in Hamburg gemessen, während die Zytotoxizität (KE3) mittels CellTiter-Glo ${ }^{\circledR}$ Zellviabilitätstest ermittelt wurde. Entgegen der mechanistischen Hypothese des AOPs - Hemmung der mitochondrialen DNA Polymerase- $\gamma$, führte eine 24 h Behandlung mit den Modellsubstanzen eher zu einer Erhöhung als zu einer Verringerung der mtDNA-Kopienzahl (KE1). Auch wurden nur geringe Auswirkungen auf die mitochondriale Toxizität (KE2) und Zytotoxizität (KE3) beobachtet. Die Behandlung von RPTEC/TERT1 Zellen über einen Zeitraum von 14 Tagen zeigte eine leichte Abnahme der mtDNA Kopienzahl nach Behandlung mit Adefovirdipivoxil und Tenofovirdisoproxil Fumarat, was den Bedarf an zeitaufgelösten Daten und Einschränkungen von kurzfristigen in vitro Systemen unterstreicht. Um eine erste Einschätzung für die Risikobewertung basierend auf in vitro Daten zu erhalten, wurden aus den erhaltenen in vitro Daten für jedes KE mögliche Ausgangspunkte (Points of Departure (PoD)) berechnet. Dazu wurden gängige in vitro PoDs berechnet, wie die Effektkonzentration, bei der $10 \%$ bzw.

20 \% Effekt gemessen wurden ( $\mathrm{EC}_{10}, \mathrm{EC}_{20}$ ), die höchste Konzentration ohne Wirkung (no observed effect Konzentration (NOEC)), die niedrigste Konzentration mit beobachteter Wirkung (lowest observed effect Konzentration (LOEC)), die Benchmark 10 \% (unterer / obere) Konzentrationen $\left(\mathrm{BMC}_{10}, \mathrm{BMCL}_{10}, \mathrm{BMCU}_{10}\right)$ und eine modellierte nicht-toxische Konzentration (NtC). Diese wurden dann mit Serum- bzw. Gewebskonzentrationen aus in vivo Studien verglichen, die nach Gabe therapeutischer / supratherapeutischer Dosen gemessen wurden. Zusätzlich wurde überprüft, ob es mit Hilfe von quantitativen Beziehungen zwischen Schlüsselereignissen möglich ist, basierend auf der Bestimmung früher Schlüsselereignisse nachfolgende Effekte vorherzusagen. Diese Untersuchungen zeigten eine gute Korrelation der aus den mathematischen Beziehungen modellierten Daten mit den tatsächlich gemessenen Werten der Zytotoxizität der Modellsubstanzen Colistin und Polymyxin B-Nonapeptid. Im Rahmen der Arbeit wurden auch Unsicherheiten und Limitationen der Strategie deutlich, die maßgebliche Auswirkungen auf die Vorhersage und auf die Risikobewertung basierend auf in vitro Resultaten haben.


#### Abstract

The US National Research Council (NRC) report "Toxicity Testing in the 21st Century: A Vision and a strategy (Tox21)", published in 2007, calls for a complete paradigm shift in toxicity testing. A central aspect of the proposed strategy includes the transition from apical endpoints in in vivo studies to more mechanistically based in vitro tests. To support and facilitate the transition and paradigm shift in toxicity testing, the Adverse Outcome Pathway (AOP) concept is widely recognized as a pragmatic tool. As case studies, the AOP concept was applied in this work to develop AOPs for proximal tubule injuries initiated by Receptor-mediated endocytosis and lysosomal overload and Inhibition of mtDNA polymerase- $\gamma$. These AOPs were used as a mechanistic basis for the development of in vitro assays for each key event (KE). To experimentally support the developed in vitro assays, proximal tubule cells from rat (NRK-52E) and human (RPTEC/TERT1) were treated with model compounds. To measure the disturbance of lysosomal function in the AOP - Receptor-mediated endocytosis and lysosomal overload, polymyxin antibiotics (polymyxin B, colistin, polymyxin B nonapeptide) were used as model compounds. Altered expression of lysosomal associated membrane protein 1/2 (LAMP-1/2) (KE1) and cathepsin D release from lysosomes (KE2) were determined by immunofluorescence, while cytotoxicity (KE3) was measured using the CellTiter-Glo ${ }^{\circledR}$ cell viability assay. Importantly, significant differences in polymyxin uptake and susceptibility between cell lines were observed, underlining the importance of in vitro biokinetics to determine an appropriate in vitro point of departure (PoD) for risk assessment. Compared to the in vivo situation, distinct expression of relevant transporters such as megalin and cubilin on mRNA and protein level in the used cell lines (RPTEC/TERT1 and NRK-52E) could not be confirmed, making integration of quantitative in vitro to in vivo extrapolations (QIVIVE) necessary. Integration of QIVIVE by project


partners of the University of Utrecht showed an improvement in the modelled biokinetic data for polymyxin B. To assess the first key event, (KE1) Depletion of mitochondrial DNA, in the AOP - Inhibition of mtDNA polymerase- $\gamma$, a RT-qPCR method was used to determine the mtDNA copy number in cells treated with model compounds (adefovir, cidofovir, tenofovir, adefovir dipivoxil, tenofovir disoproxil fumarate). Mitochondrial toxicity (KE2) was measured by project partners using the high-content imaging technique and MitoTracker ${ }^{\circledR}$ whereas cytotoxicity (KE3) was determined by CellTiter-Glo ${ }^{\circledR}$ cell viability assay. In contrast to the mechanistic hypothesis underlying the AOP - Inhibition of mtDNA polymerase- $\gamma$, treatment with model compounds for 24 h resulted in an increase rather than a decrease in mtDNA copy number (KE1). Only minor effects on mitochondrial toxicity (KE2) and cytotoxicity (KE3) were observed. Treatment of RPTEC/TERT1 cells for 14 days showed only a slight decrease in mtDNA copy number after treatment with adefovir dipivoxil and tenofovir disoproxil fumarate, underscoring some of the limitations of short-term in vitro systems. To obtain a first estimation for risk assessment based on in vitro data, potential points of departure (PoD) for each KE were calculated from the obtained in vitro data. The most common PoDs were calculated such as the effect concentration at which $10 \%$ or $20 \%$ effect was measured $\left(\mathrm{EC}_{10}, \mathrm{EC}_{20}\right)$, the highest no observed effect concentration (NOEC), the lowest observed effect concentration (LOEC), the benchmark $10 \%$ (lower / upper) concentrations $\left(\mathrm{BMC}_{10}, \mathrm{BMCL}_{10}, \mathrm{BMCU}_{10}\right)$ and a modelled non-toxic concentration (NtC). These PoDs were then compared with serum and tissue concentrations determined from in vivo studies after treatment with therapeutic / supratherapeutic doses of the respective drugs in order to obtain a first estimate of risk based on in vitro data. In addition, AOPs were used to test whether the quantitative key event relationships between key events allow prediction of downstream effects and effects on the adverse outcome (AO) based
on measurements of an early key event. Predictions of cytotoxicity from the mathematical relationships showed good concordance with measured cytotoxicity after treatment with colistin and polymyxin $b$ nonapeptide. The work also revealed uncertainties and limitations of the applied strategy, which have a significant impact on the prediction and on a risk assessment based on in vitro results.
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| TRIS | Tris(hydroxymethyl)aminomethane |
| $\mathbf{U}$ |  |
| UGT | Glucuronosyltransferase |
| UNG | Uracil-N-glycosylase |
| URAT | Urate transporter |
| UV-Vis | Ultraviolet-visible spectroscopy |
| $\mathbf{V}$ |  |
| V | Volt |

## 1 Introduction

Nowadays life without chemicals is hard to imagine. All the designed chemicals, such as pharmaceuticals, pesticides, or chemical compounds from our daily life, also pose potential risks to health and the environment. The potential risk posed by these drugs and chemicals must be investigated and evaluated before they are placed on the market. For the safety assessment of the individual substances, testing is largely based on animal experiments which are often considered as the 'gold standard' (Prior et al., 2019). This test strategy was developed by the Organization for Economic Co-operation and Development (OECD) to identify potential adverse effects caused by chemicals using standardized and internationally agreed animal test methods. Nevertheless, these test models were developed in the early 1930s out of necessity in order to provide an acceptable level of health protection (Abbott, 2005). Ethical criticism of the use of laboratory animals for safety assessment of chemicals is understandably becoming louder.

As the demand for testing of new and existing chemicals (REACH) is growing, and legal restrictions on the use of laboratory animals have been enacted such as the 7th EU Directive on Cosmetics (76/768/EEC), a fundamental reconsideration of testing and safety assessment is required. Apart from the fact that animal experiments provide a low throughput, they are still associated with very high costs and their predictivity is very limited. An article published in Nature in 2005 expresses it in numbers: the safety testing of a single chemical requires 5,000 animals ( 12,000 if it is a pesticide). To comply with REACH requirements, the cost of the approximately 30,000 unregistered chemicals is estimated at 5 to 10 billion euro. To test the carcinogenic potential of a single chemical takes about 5 years and 400 rats. The finding that
more than $50 \%$ of the chemicals are tested positive for carcinogenicity, with $90 \%$ of them being false positive (Abbott, 2005), highlights the limited predictivity of animal tests.

Even from a scientific point of view, risk assessment based on animal experimental data is to be viewed critically (Gubbels-van Hal et al., 2005). One of these challenges, which is associated with many uncertainties, is the quantitative risk assessment based on in vivo data. Toxicity studies in animals are carried out at relatively high doses of the test substances and are then extrapolated to low human doses, using empirically derived uncertainty factors (e.g., dose to dose, route to route, species to species) (Piegorsch, 2014, National Research Council, 1994, Clewell I and Andersen, 1987, Brown, 1984). Carcinogenicity studies are often mentioned as examples, where the highest tolerable doses are used in animal experiments and then extrapolated to human doses that are several orders of magnitude lower (Abbott, 2005, Kodell and Gaylor, 1997). This leads to considerable uncertainties in the assessment. A further disadvantage of the previous test strategy in animals is the determination of apical endpoints, which provide no or at best limited information on mechanisms of toxicity (Rovida et al., 2015b, Krewski et al., 2009). This gap in mechanistic information contradicts the recognition that mechanistic data can make a decisive contribution to a scientifically based risk assessment.

The increasing number of chemicals requiring toxicological testing and estimates of the number of animals required have led to the awareness that comprehensive toxicological testing of all chemicals is neither practicable nor ethically justifiable. Against this background, the development of alternative test methods, which involve the replacement, reduction or refinement of laboratory animals (principles of the 3Rs) (Russell and Burch, 1959) is legally required by the European Union (Directive 2010/63/EU, 2010).

Previous initiatives to reduce the amount of laboratory animals used for toxicity testing aimed at replacing individual guideline studies with animal-free or less animal-tested methods. For some local toxic effects such as irritation and corrosion of skin and eyes, alternative test methods have already been successfully established and validated (European Commission, 2017, European Commission, 2015). However, there are no useful alternative test methods for testing for systemic organ toxicity or chronic effects.

### 1.1 A paradigm shift in toxicology testing: Tox21

The US National Research Council (NRC) published a report in 2007 entitled: Toxicity Testing in the $21^{\text {st }}$ Century: A Vision and A Strategy (Tox21) (National Research Council, 2007), which calls for a complete paradigm shift in toxicological testing and risk assessment (Worth et al., 2014). A central aspect of this vision is a shift from apical endpoints in animals to in vitro high-throughput approaches in predominantly human cells. This should make it possible to better detect disturbances of the cellular signaling pathways caused by toxic compounds and thereby to predict toxic effects. However, a consensus suggests that it is currently not possible to completely dispense with safety testing on animals without compromising drug or chemical safety (Araújo et al., 2014). Rather, a first pragmatic step towards animal-free methods is seen in the development of multi-stage test strategies (Rovida et al., 2015a). Such strategies include modern in silico methods, in vitro bioactivity assays and quantitative in vitro - in vivo extrapolation in the first stage, followed by the second stage with studies on alternative model organisms like zebrafish embryos (Danio rerio), nematodes (Caenorhabditis elegans), or fruit flies (Drosophila melanogaster), and, if necessary, a third stage with conventional guideline studies (Hunt, 2017, Rand et al., 2014, Thomas et al., 2013, Dai et al., 2014) (Figure 1).


Figure 1
Schematic description of a multi-stage strategy for toxicity testing
Stage 1 includes in silico methods, in vitro bioactivity assays in combination with QIVIVE. Stage 2 includes improved in vivo tests on alternative model organisms, followed by the third stage with conventional guideline studies.

### 1.2 The adverse outcome pathway (AOP) concept

To accelerate the development of suitable alternative test methods, the OECD has adapted the Adverse Outcome Pathway (AOP) concept. An AOP is described as a "causally related sequence of key events (KE), beginning with the molecular initiative event (MIE) which describes an interaction of a chemical with a cellular target, and leading to an adverse outcome (AO) at the organ, organism, or population level at the end of the sequence" (Bal-Price and Meek, 2017, Villeneuve et al., 2014, Vinken et al., 2017), or simply described as a 'biological domino effect' (Liu et al., 2019). An AOP is therefore a formal description of the mechanistic relationships between a MIE and a defined toxicity endpoint (Figure 2) (Vinken, 2013).


Figure 2
Schematic description of an AOP
MIE (molecular initiating event), KE (key event), KER (key event relationship), and AO (adverse outcome).

There is broad consensus among many scientists that systematic identification of KEs and mapping of AOPs provides a solid mechanistic basis for the development of suitable alternative test batteries (Spinu et al., 2019, Bal-Price and Meek, 2017, Ankley et al., 2010). Using this mechanistic framework in combination with modern in silico methods such as quantitative structureactivity relationship models (QSAR) and quantitative in vitro to in vivo extrapolation (QIVIVE) (Benfenati et al., 2019, Escher et al., 2019) as well as in vitro, ex vivo models and tests in lower organism (e.g., zebrafish embryos, nematodes, fruit flies) may enhance the prediction of toxicity assays while at the same time reducing the use of conventional in vivo studies (Figure 1)
(Bal-Price and Meek, 2017, Edwards et al., 2016). To develop and implement such a test strategy, which should meet regulatory requirements, several aspects have to be considered. Basic requirements for the establishment of in vitro assays were already highlighted in the National Research Council's publication 'Toxicity Testing for the $21^{\text {st }}$ Century: a Vision and a Strategy' (National Research Council, 2007). The most important requirement for the in vitro assays is to internalize the basic idea of the AOP concept and therefore to cover the anchored mechanistic framework that leads to an adverse outcome (Halappanavar et al., 2020, Coady et al., 2019). In order to determine safe human exposure levels for quantitative risk assessment, the data obtained from the in vitro assays must be translated into in vivo dosimetry data (Zhang et al., 2018b). The degree of confidence in risk assessment based on in vitro data must then be evaluated and compared with the in vivo observations, which is of major interest for regulatory decision making (Bale et al., 2014).

Animal experiments required by regulatory authorities and carried out in industry to predict systemic toxicity, especially kidney toxicity in humans, quickly reach their limits in part due to interspecies differences (Knight et al., 2006, Hartung, 2017). Alternative methods that have a better predictivity are therefore more and more in demand. However, so far no in vitro nephrotoxicity assays have been used or applied in regulatory toxicology. Reasons for this are limitations of previous in vitro models such as altered metabolic activities (cancer cells), donor-to-donor variability (primary cells), and artificial non-physiological conditions in which cells are maintained (Hartung and Daston, 2009, Roggen, 2011).

Besides the liver, the kidneys play a central role in toxicology and risk assessment. The kidneys are a target organ for many (environmental) chemicals, drugs and heavy metals as they act as an excretion organ for endogenous and exogenous substances, with a high blood flow rate in
relation to their mass (Haschek et al., 2013a, Nelson et al., 2018, Rall and Pope, 1995). Besides urine, these foreign substances are also concentrated in the kidneys, thus exposing the kidneys to increased exposure to xenobiotics. Especially because of the increased transport activity, accumulation and metabolism, the kidneys are particularly susceptible to various injuries (Schnellmann, 2008). One of the primary drug-induced adverse effects and consequently an exclusion criterion for further drug development in the pharmaceutical industry is kidney damage observed in experimental animals (Jang et al., 2013, Giffin et al., 2009). Because of this central toxicological importance and the lack of alternative methods for predicting systemic toxicity in humans, the present work focuses on the mechanisms leading to kidney toxicity.

### 1.3 Kidney as a target organ for toxicity

Each healthy human kidney consists of approximately $0.8-1.5$ million nephrons, which form the functional subunits of the kidney. The nephrons are composed of the glomerulus and the tubule with its segments: proximal tubule, loop of Henle, distal tubule (Figure 3) (Preuss, 1993). The Bowman's capsule, a spherical and double-walled capsule formed by parietal epithelial cells, encloses the glomerulus in which the filtration of the blood takes place. The filtration barrier consists of endothelial cells, podocytes, and the glomerular basement membrane (Miner, 2011). About 300 times a day, the entire blood volume of a person flows through his two kidneys, a total of about 1500 L . This filtration capacity of about $125 \mathrm{~mL} / \mathrm{min}$ produces about 180 L of primary urine (Carroll and Abdel-Rahman, 2014). The composition of this primary urine is similar to that of blood plasma, with the exception of macromolecules with over $\sim 60$ kDa which are retained in the glomerulus (Christensen et al., 2012). The primary urine is then concentrated in the tubule sections by absorption and secretion. Essential electrolytes, amino acids and $99 \%$ of water are reabsorbed, while substances such as urea, uric acid, creatinine,
toxic metabolites and exogenic substances are secreted and finally excreted in the urine (Smith, 1951).


Figure 3
The human kidney with its functional subunits, the nephrons
The schematic structure of the nephron shows the individual sections, starting with the glomerulus and its filter function, through the proximal tubule, the loop of Henle, the distal tubule and the connecting collecting duct. (Adapted from "Nephron in kidney section (labelled)", by BioRender.com (2020). Retrieved from https://app.biorender.com/illustrations/edit/5cd1916b6977ac003346bd35)

Along with the brain and lungs, the kidney is one of the organs with the best blood supply in the human body. This high blood flow rate allows many metabolites and membrane permeable xenobiotics such as drugs, fungal toxins, heavy metals and organic solvents to accumulate in high concentrations in the kidneys, resulting in different types of renal damage, especially in the proximal tubule. Proximal tubule cells possess a high number of transporters, located on the
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luminal and basolateral side, that mediate influx, efflux or both (Figure 4, Table 1) (Chu et al., 2016, Zennaro et al., 2014, Lash et al., 2006).

Table 1
Transporter of proximal tubule cells
Transporters are located on the luminal and basolateral side of the proximal tubule cells responsible for influx, efflux, or both

| Function | Symbol | Name | Localization / Side |
| :---: | :---: | :---: | :---: |
| Influx | CUBN | Cubilin | Basolateral |
|  | LRP2 | Low-density lipoprotein receptor-related protein 2 | Basolateral |
|  | OAT1-3 | Organic anion transporter 1-4 | Basolateral |
|  | OATP4A1/C1 | Organic anion transporter 4A1/C1 | Basolateral |
|  | OCT1-3 | Organic cation transporter 1-3 | Basolateral |
|  | OST $\alpha / \beta$ | Organic solute transporter $\alpha / \beta$ | Basolateral |
|  | PEPT1/2 | Peptide transporter 1/2 | Luminal |
|  | URAT1 | Urate transporter 1 | Luminal |
| Efflux | BCRP | Breast cancer resistance protein | Luminal |
|  | MATE1/2K | Multidrug and toxic compound extrusion $1 / 2 \mathrm{~K}$ | Luminal |
|  | MDR1 | Multi drug resistance protein 1 | Luminal |
|  | MRP1-4/6 | Multidrug resistance-related protein 1-4/6 | Basolateral / luminal |
| Influx and efflux | ENT1/2 | Equilibrative nucleoside transporter 1/2 | Basolateral |
|  | OAT4 | Organic anion transporter 4 | Luminal |
|  | OCTN1/2 | Organic cation / carnitine transporter 1/2 | Luminal |

At the ultra-structural level, the proximal tubule can be divided into three additional segments termed S1, S2 and S3 (Zhuo and Li, 2013, Cristofori et al., 2007). The differences between these three segments are mainly characterized by the expression of transporters of the proximal tubule in different ratios and hence different endocytotic functions and transport (Polesel and Hall, 2019, Schuh et al., 2018, Cristofori et al., 2007). The megalin receptor (LRP2), which is mainly responsible for the reuptake of proteins but also for the uptake of protein structure-like antibiotics like polymyxins, is mainly expressed in the first two sections (S1 and S2) of the proximal tubule (Schuh et al., 2018, Eshbach and Weisz, 2017, Christensen et al., 2012). The expression pattern in the individual segments differs for the organic anion transporters $1 / 3$ (OAT1/3). While OAT1 is expressed more in the S2 segment and less in S1 and S3 of the proximal tubule, OAT3 activity is strongest in the first segment (S1) and decreases in the remaining two segments (S2 >> S3) (Lungkaphin et al., 2006). Thus, uptake via OAT1 and OAT3 occurs predominantly in the second section (S2) of the proximal tubule (Breljak et al., 2016). Proximal tubule cells also express a wide range of phase I and II metabolizing enzymes e.g., cytochrome P450 (CYP), flavin-containing monooxygenase (FMO), glutathione S-transferase (GST), sulfotransferase (SULT), glucuronosyltransferase (UGT) (Cashman and Zhang, 2006, Krause et al., 2003, Amet et al., 1997, Cummings and Lash, 2000, Cummings et al., 2000a, Nishimura and Naito, 2006). Due to the high metabolic activity of proximal tubule cells, these cells are a sensitive target for toxic metabolites that are responsible for a number of kidney damages like tubular necrosis, crystal nephropathy or Fanconi syndrome (Shahrbaf and Assadi, 2015). Several mechanisms that can lead to kidney injury are fairly well established. A classic example that also plays an important role in liver toxicity is the covalent binding of metabolites to cellular proteins produced by bioactivation of e.g., acetaminophen or tetrachloroethene
(Mudge et al., 1978, Lash and Parker, 2001, Lock and Reed, 2006). In addition to high metabolic activity, proximal tubule cells are also exposed to a higher risk of accumulation of foreign substances such as heavy metals (e.g., cadmium, mercury, lead) or antibiotics of the aminoglycoside or polymyxin group due to their high capacity for endocytosis (Figure 4) (Barbier et al., 2005, Nagai and Takano, 2014, Azad et al., 2015).


Figure 4
Schematic representation of proximal tubule cells and their transporters
Transporters expressed on the luminal and basolateral side of the proximal tubule cells responsible for influx, efflux, or both (Created with BioRender.com (2020). Retrieved from https://app.biorender.com/illustrations/edit/5cd2cb8ecc53ba0033a8ce43)

Preferential uptake of antivirals such as cidofovir and adefovir via OAT1/3 also plays an important role in the development of kidney damage in response to these drugs (Izzedine et al., 2005). These mechanisms, which are described in more detail in the following chapters, were selected for the development of AOPs.

### 1.3.1 Mechanism of drug-induced kidney injury via Receptor-mediated endocytosis and lysosomal overload and establishment of an AOP as a basis for development of in vitro assays covering key events within this AOP

Substances such as aminoglycoside or polymyxin antibiotics can pass through the glomular filter due to their low molecular weight and thus reach the proximal tubule from the luminal side. On the cellular surface of the proximal tubule cells, a variety of transporters are expressed, such as the cubilin:megalin-complex (Figure 4). The main function of this 917 kDa complex is the reabsorption of endogenous substances that have passed the glomerular filter such as vitamins, carrier proteins, lipoproteins and hormones (Eshbach and Weisz, 2017). However, due to their peptide structure, antibiotics of the polymyxin group (Table 2) or aminoglycoside group also have an affinity to the cubilin:megalin-complex and act as ligands, which leads to uptake into the proximal tubule cells via receptor-mediated endocytosis (Nielsen et al., 2016). This uptake path represents the starting point and is defined in the AOP as the MIE. After uptake, the antibiotics can accumulate in high concentrations in the lysosomes and disrupt lysosomal functions (KE1). Disturbance of lysosomal functions leads to lysosomal swelling and, as a result, to bursting of lysosomes. This on the one hand leads to the release of the accumulated polymyxin antibiotics but also to the release of reactive oxygen species (ROS) and lysosomal proteases such as cathepsins into the cytosol (KE2) (Oberle et al., 2010). Release of lysosomal compartments can induce activation of the mitochondrial pathway of apoptosis. Furthermore,
oxidative stress can be induced, as well as a reduction of ATP reserves, which is associated with cytotoxicity of renal tubule cells. (KE3) (Figure 5) (Quiros et al., 2010).


Figure 5
Cellular uptake of polymyxin antibiotics via receptor-mediated endocytosis and mechanisms leading to cytotoxicity of proximal tubule cells through necrosis and the mitochondrial pathway of apoptosis (modified from (Quiros et al., 2010))

Based on the existing and published information on the mechanism, the AOP - Receptor-mediated endocytosis and lysosomal overload was developed in accordance with the harmonized terminology provided by AOPWiki and the following MIE and KEs leading to renal toxicity were defined:

| Receptormediated endocytosis | Disturbance, Lysosomal function | Disruption, Lysosome | Increase, cytotoxicity (renal tubular cell) | Occurrence Kidney toxicity |
| :---: | :---: | :---: | :---: | :---: |
| MIE | KE1 | KE2 | KE3 | AO |

Figure 6
AOP - Receptor-mediated endocytosis and lysosomal overload

The AOP describes the subsequent sequence of key events leading to kidney injury as an AO and can be described as Receptor-mediated endocytosis (MIE), leading to Disturbance of lysosomal function (KE1), Disrup-
tion of lysosomes (KE2) and Proximal tubule cell toxicity (KE3)

### 1.3.2 Mechanism of drug-induced kidney injury via inhibition of mitochondrial DNA polymerase- $\gamma$ and establishment of AOPs as a platform for development of in vitro assays

Despite their known side effects, which include nephrotoxicity and, in the worst case, acute kidney failure, nucleosidic antivirals remain important drugs to combat viruses such as HIV, hepatitis B and C (De Clercq, 2003, Reynaud et al., 2009). The main target of toxicity of some of these antivirals, e.g., those which belong to the group of acyclic nucleoside phosphonates (adefovir, cidofovir, and tenofovir), are the proximal tubule cells. Due to the abundant expression of transporters on the basolateral side of the proximal tubule cells (Figure 4), representatives of this group such as adefovir, cidofovir or tenofovir enter the proximal tubule cells via organic anion transporters (OAT1 / OAT3) (Hagos and Wolff, 2010). In the cells, these drugs incorporate into mitochondrial DNA (mtDNA) and inhibit mitochondrial DNA-polymerase- $\gamma$ (MIE) (Fernandez-Fernandez et al., 2011). This inhibition leads to a reduction of the mtDNA copy number (KE1) and decreased expression of essential proteins of the respiratory chain, such as cytochrome c oxidase, ultimately resulting in mitochondrial dysfunction (KE2). The mitochondrial dysfunction can lead to a deficiency of energy in the cells, which in turn leads to
damage to the proximal tubule cells (KE3) (Tanji et al., 2001, Markowitz and Perazella, 2005, Perazella, 2010) (Figure 7).


Figure 7
Mechanism of drug induced kidney injury via Inhibition of mtDNA polymerase- $\gamma$ (modified from (Fernandez-Fernandez et al., 2011))

Based on the current understanding of the mechanism leading to cytotoxicity of proximal tubule cells by antiviral drugs, the following key events have been identified for the AOP which describes the sequential key events that link Inhibition of mtDNA polymerase- $\gamma$ to kidney toxicity:


Figure 8
AOP - Inhibition of mtDNA polymerase $-\gamma$
The AOP describes the subsequent sequence of key events leading to kidney injury as an AO and can be described as Inhibition of mtDNA polymerase- $\gamma$ (MIE), leading to Depletion of mtDNA (KE1), Mitochondrial dysfunction (KE2) and Proximal tubule cell toxicity (KE3)

The sequences of key events in each of the two AOPs (Figure 6, Figure 8) form the basis for developing suitable in vitro assays reflecting each KE across the AOPs. Mechanistic in vitro endpoints were assessed in human (RPTEC/TERT1) and rat renal proximal tubule epithelial cells (NRK-52E) treated with model compounds (Table 2, Table 3) relevant for each AOP in order to provide experimental support for the AOP and to establish quantitative relationships between KEs.

### 1.4 Cell lines used for in vitro assays

Since the kidneys are targets for a number of chemicals and drugs, renal damage observed in test animals is one of the primary drug-induced adverse effects and thus a potential selection criterion for further drug development (Bajaj et al., 2018, Giffin et al., 2009). Additionally, kidney damage is often detected late during preclinical drug development and therefore strategies are required to predict such adverse effects at an earlier stadium (Huang et al., 2015, Tiong et al., 2014). In vitro approaches that can predict these effects are lacking, but developments of improved and suitable in vitro systems are in progress. However, the main challenge is to imitate the complex physiological functions of the kidneys as much as possible. In addition to conventional 2D cell culture models, which are easy to handle but offer comparatively low physiological complexity, efforts are ongoing in the development of in vitro approaches towards 2.5D cell culture models (e.g., inserts with extracellular matrix components), 3D models (e.g., organoids, scaffold, fluid flow) up to complex kidney-on-chip or even human-on-chip approaches (Faria et al., 2019, Lee and Kim, 2018, Kim and Takayama, 2015). Suitable renal cell lines to support these in vitro approaches are available, although most have some limitations (Faria et al., 2019). A common rat kidney epithelial cell line (NRK-52E) and a novel immortalized human proximal tubule epithelial cell line (RPTEC/TERT1) that were utilized in this thesis are described in detail in the following sections.

### 1.4.1 RPTEC/TERT1 cell line

The human cell line RPTEC/TERT1 is a comparatively new cell line. Immortalization of primary human RPTECs (renal proximal tubular cells) was achieved by overexpressing the catalytic subunit of human telomerase reverse transcriptase (hTERT) (Wieser et al., 2008). Compared to the currently available human proximal tubule cells, this cell line is the only one that was not transformed using viral oncogenes (Wieser et al., 2008, Aschauer et al., 2015a). The similarity of this cell line compared to proximal tubule cells in the in vivo situation was demonstrated by the fact that RPTEC/TERT1 cells shows a normal and stable male diploid karyotype. They also show structural and biochemical renal proximal tubule epithelial cell characteristics without genome instability in over 90 population doublings (Wieser et al., 2008). Important characteristics and functional properties include dome formation, water and cation transport (Wieser et al., 2008, Wilmes et al., 2014, Aschauer et al., 2015a). It was also shown at the mRNA and / or protein level that RPTEC/TERT1 cells express a variety of relevant proximal tubule transporters such as megalin, cubilin, organic cation and anion transporters (OCT2, OCT3, OCTN2, OAT1, OAT3, OATP4C), multidrug and toxin extrusion protein $1 / 2$ (MATE1/2), and ATP-binding cassette transporters (ABCB1, ABC-C2, ABC-C4, ABC-C5) (Wieser et al., 2008, Aschauer et al., 2015b). A relevant disadvantage of primary cells is that they undergo replicative senescence in culture and are therefore unsuitable or even useless for many toxicological applications and studies, such as chronic treatments or long-term studies (Simon et al., 2014b). RPTEC/TERT1 cells do not undergo replicative senescence and thus offer advantages over primary cell lines in this aspect (Simon et al., 2014b). Another advantage of RPTEC/TERT1 cells over other cell lines is the cultivation method in serum-free medium. The cells were developed for this purpose and can be cultivated and maintained in a hormonally
defined medium (Wieser et al., 2008, Aschauer et al., 2015b). Due to the above mentioned advantages over primary cells and other immortalized cell lines, RPTEC/TERT1 cells were used for in vitro nephrotoxicity studies, especially in repeated exposures, using transcriptomic, metabolic, and proteomic approaches (Wilmes et al., 2013, Wilmes et al., 2015, Aschauer et al., 2015b).

### 1.4.2 NRK-52E cell line

The rat cell line NRK-52E (Normal Rat Kidney-52E Epithelial Cells) is one of the most commonly used rat cell lines and is generally accepted as a suitable model for in vitro acute kidney injury studies and mechanistic toxicity studies in vitro (Vrbova et al., 2016, Bessems and Vermeulen, 2001, Thomasina Barron et al., 1990). This stable immortalized cell line from the renal tubules of the rat (Rattus norvegicus) was transformed from an epithelial subclone of the NRK cell line by transfection with the Moloney sarcoma virus and has similar cell properties to proximal tubules as well as typical structures of epithelial cells (Vrbova et al., 2016, De Larco and Todaro, 1978, Duc-Nguyen et al., 1966). The apical membrane of NRK-52E contains microvilli and kidney specific enzymes are also synthesized such as alkaline phosphatase, $\gamma$ glutamyl transpeptidase, N -acetyl- $\beta$-glucosaminidase, lactate dehydrogenase and $\beta$-lyase (Barron 1990, Boogaard 1990, Lash 2002). The collagen-like glycoprotein laminin is expressed on the basolateral membrane as well as a number of organic anion transporters and the $\mathrm{Na}^{+} / \mathrm{K}^{+}$ATPase (Boogaard et al., 1990, Vrbova et al., 2016). However, it was shown in the NRK-52E cells that the activity of glutathione reductase and glutathione S-transferase is lower than in the in vivo situation (Lash et al., 2002, Vrbova et al., 2016). These disadvantages should be considered in toxicological and mechanistic studies.

### 1.5 Polymyxins as model stressors for the AOP - Receptor-mediated endocytosis and lysosomal overload

### 1.5.1 Polymyxin B and colistin

Polymyxin B and colistin belong to the group of polypeptide antibiotics. Polymyxin B and colistin are mixtures of the polypeptides polymyxin B 1 and B 2 respectively colistin A and B , which are structurally differentiated by a methyl group on the fatty acid group (Table 2) (Stokniene et al., 2020). Due to their similar chemical structure and antibacterial activity, both antibiotics are effective against multi-resistant Gram-negative bacteria (Heybeli et al., 2019, Nation et al., 2014, Gales et al., 2011, Sader et al., 2015). An adverse side effect after therapeutic application of polymyxin B or colistin is seen in up to 50 to $60 \%$ of patients as acute kidney injury (AKI) (Kelesidis and Falagas, 2015, Nation et al., 2014). Numerous in vitro and in vivo studies demonstrated the concentration- and time-dependent nephrotoxic potential of polymyxin B and colistin (Avedissian et al., 2019, Zavascki and Nation, 2017, Vattimo et al., 2016, Akajagbor et al., 2013, Azad et al., 2013, Abdelraouf et al., 2012a, Abdelraouf et al., 2012b, Kubin et al., 2012, Pogue et al., 2011). The primary mechanism of polymyxin-mediated renal toxicity is the damage of proximal tubule cells (Azad et al., 2013). The cellular mechanisms associated with the toxicity of polymyxins in proximal tubule cells are among others oxidative stress, apoptosis, cell cycle arrest, autophagy and the accumulation of polymyxins in the cells by endocytotic uptake via the megalin receptor (Avedissian et al., 2019, Abdelraouf et al., 2014, Moestrup et al., 1995). The high binding affinity of polymyxin B and colistin to megalin and cell accumulation have been demonstrated in several studies. An in vivo study with megalin-shedding rats showed that after polymyxin administration the concentration in renal tissue was $40 \%$ lower than in control animals (Manchandani et al., 2017).

Table 2
Model compounds related to the AOP - Receptor-mediated endocytosis and lysosomal overload

| AOP - Receptor-mediated endocytosis and lysosomal overload |  |  |
| :---: | :---: | :---: |
| Compound | Structural formula | Molecular weight |
| Polymyxin B (PB) |  | $\begin{aligned} & \mathrm{B}_{1}=1287.5 \mathrm{~g} / \mathrm{mol} \\ & \mathrm{~B}_{2}=1203.5 \mathrm{~g} / \mathrm{mol} \end{aligned}$ |
| Colistin (Col) |  | $\begin{aligned} & \mathrm{A}=1169.5 \mathrm{~g} / \mathrm{mol} \\ & \mathrm{~B}=1155.4 \mathrm{~g} / \mathrm{mol} \end{aligned}$ |
| Polymyxin B nonapeptide (PBNP) |  | $963.15 \mathrm{~g} / \mathrm{mol}$ |

### 1.5.2 Polymyxin B nonapeptide

Polymyxin B nonapeptide is a polymyxin derivative that shares structural similarities with polymyxin B except for the absence of the fatty acyl tail and the N -terminal diamino butyryl (Dab) residue (Table 2) (Vaara et al., 2010a, Lenhard et al., 2019). Due to this structural change, polymyxin B nonapeptide lacks antibacterial activity, but still has the ability to penetrate the cell membrane, allowing secondary antibiotics to enter the cells more effectively (Lenhard et al., 2019, Vaara, 2010b). In several in vitro and in vivo studies, the lower toxic potential of polymyxin B nonapeptide compared to polymyxin B and colistin was demonstrated. For instance, an acute toxicity test in mice showed that polymyxin B nonapeptide was 15 times less
toxic than polymyxin B and showed a significantly reduced nephrotoxic potential in rats compared to colistin (Vaara, 1992, Keirstead et al., 2013). A 23 - day study in dogs and a 29 - day rat study confirmed the much lower toxicity of polymyxin B nonapeptide as compared to the same dose of polymyxin B (Danner et al., 1989). Also, in an in vitro study with HK-2 cells polymyxin B nonapeptide showed a 50 -fold lower cytotoxicity than polymyxin B (Keirstead et al., 2013).

### 1.6 Cadmium chloride as a model stressor for the AOP - Receptor-mediated endocytosis and lysosomal overload

Cadmium (Cd) belongs chemically to the transition metals. Elemental cadmium is present in the earth's crust in very small amounts due to its rarity. The major use of cadmium is limited to the metal industry and as a result the concentration of cadmium in the biosphere has strongly increased (Lundholm and Andersson, 1985, Cullen and Maldonado, 2013). Furthermore, cadmium is not biodegradable and is persistent. Thus, cadmium exposure is not limited to industry; as an environmental pollutant, cadmium is also absorbed through contaminated water and food (Hristev et al., 2003, Järup et al., 2000). Cadmium is classified as very toxic and has been found to damage several organs such as lungs, liver and even bones (Prozialeck and Edwards, 2012, Wolff et al., 2011). Chronic exposure to cadmium damages the kidneys by causing generalized and adversarial dysfunction of the proximal tubule when absorbed into the proximal tubule cells (Sabolić et al., 2010, Järup et al., 2000, Hong et al., 2004). Absorbed cadmium is transported to the liver and induces the synthesis of metallothionein (Klaassen et al., 2009, Sabolić et al., 2010). Binding of Cd to metallothionein buffers the toxic effect; however, this Cd-metallothionein complex can be taken up into the proximal tubule cells via the megalin:cubilin complex and accumulation of cadmium in the kidneys occurs (Sabolić et al., 2010, Prozialeck and

Edwards, 2012, Järup et al., 2000, Klaassen et al., 2009, Simon et al., 2014b, Wolff et al., 2011, Yang and Shu, 2015). Furthermore, Cd has a high affinity to thiol groups. Cadmium thereby builds conjugates with glutathione and cysteine, which can in turn be taken up into proximal tubule cells by the same mechanism (Yang and Shu, 2015). Due to the chemical similarity of Cd to essential elements such as zinc or calcium, uptake into proximal tubule cells is also promoted via calcium and zinc transporters, as well as divalent metal transporter (DMT1) and organic cation transporter (OCT1/2) (Yang and Shu, 2015, Wolff et al., 2011, Sabolić et al., 2010)

### 1.7 Antivirals as model stressors for the AOP - Inhibition of mtDNA poly-merase- $\gamma$

### 1.7.1 Adefovir and its prodrug adefovir dipivoxil

The nucleotide monophosphate analogue adefovir is used in the treatment of hepatitis B and human immunodeficiency virus (HIV) in the form of the acyclic phosphate compound adefovir dipivoxil as a prodrug (Table 3) (Luo et al., 2016, Barditch-Crovo et al., 1997, Cherrington et al., 1995). Adefovir serves as a substrate for reverse transcriptase and integrates into the proviral DNA sequence, which leads to premature DNA chain termination (Barditch-Crovo et al., 1997, Cherrington et al., 1995). As a side effect after in vivo long-term treatment with adefovir renal toxicity was observed (Luo et al., 2016), characterized by a decrease in glomular filtration rate, increased serum creatinine levels, Fanconi syndrome and dose-dependent damage of renal tubules (Wang et al., 2015, Ruan et al., 2013, Shimohata et al., 2013, Zhang et al., 2013, Zheng et al., 2012, Vigano et al., 2011, Guishuang and Haodong, 2010, Fontana, 2009, Zeng et al., 2006, Marcellin et al., 2003, Kahn et al., 1999, Murphy, 2017). The cellular mechanism leading to nephrotoxicity induced by adefovir is not fully understood, but structural changes in the mitochondria in the proximal tubule cells indicate possible mitochondrial toxicity (Tanji et al.,
2001). Due to the analogy of adefovir to the nucleotide adenosine, it is assumed that adefovir may also serve as a substrate for DNA polymerase- $\gamma$.

## Table 3

Model compounds related to the AOP - Inhibition of mtDNA polymerase- $\gamma$
Compound AOP Inhibition of mtDNA polymerase- $\gamma$

Replication of mitochondrial DNA (mtDNA) is regulated by the polymerase- $\gamma$ and the incorporation of the nucleoside analogue adefovir can inhibit mtDNA replication, which leads to a disruption of mitochondria (Birkus et al., 2002, Brinkman et al., 1998, Cherrington et al., 1995, Lewis and Dalakas, 1995, Martin et al., 1994).

### 1.7.2 Cidofovir

Cidofovir is a nucleotide monophosphate analogue of the DNA base cytosine which belongs to the class of antiviral drugs and is used to treat cytomegalovirus retinitis in AIDS patients (Table 3) (Lacy et al., 1998, Hitchcock et al., 1996). Like adefovir, the toxicity of proximal tubular epithelial cells is the dose-limiting adverse effect of cidofovir observed in in vivo studies and in humans (Lacy et al., 1998, Lalezari et al., 1997, Lalezari et al., 1995). In vitro experiments in HK-2 cells and in primary tubule cells also showed apoptosis after cidofovir treatment (Ortiz et al., 2005). However, no apoptosis was observed in human renal fibroblasts without organic anion transporter 1 (OAT1) (Will and Dykens, 2018). The toxicity is linked to rapid absorption of cidofovir into the proximal tubule cells via organic anion transporters (OAT1/3) but slow excretion (Ho et al., 2000, Brown et al., 2015). Mitochondrial morphological changes in the kidney, which were also observed during medication with related nucleotide analogues, were found in patients treated with cidofovir (Talmon et al., 2010). It is assumed that the cytotoxicity of cidofovir is due to the same mechanism of mitochondrial toxicity as for the nucleotide analogue adefovir (Fernandez-Fernandez et al., 2011, Rodríguez-Nóvoa et al., 2010, Talmon et al., 2010).

### 1.7.3 Tenofovir and its prodrug tenofovir disoproxil fumarate

Tenofovir is an acyclic nucleotide analogue of adenosine monophosphate, which also belongs to the class of antiviral drugs (Table 3) (Kohler et al., 2011, Izzedine et al., 2005). Tenofovir has structural similarities to adefovir and cidofovir and is orally used in form of its prodrug (tenofovir disoproxil fumarate) in the treatment of HIV and chronic hepatitis B virus infections (Table 3) (Cui et al., 2015, Dauchy et al., 2011, Kohler et al., 2011, Herlitz et al., 2010, Karim et al., 2010, Izzedine et al., 2005). Due to its structural similarity to adefovir and cidofovir as well as its effect as a reverse transcriptase inhibitor, tenofovir is also suspected of causing damage to proximal tubule cells by the same mechanism of action via depletion of mtDNA (Lebrecht et al., 2009, Gallant and Deresinski, 2003). This assumption is also supported by the finding that tenofovir is actively taken up into the proximal tubule cells via organic anion transporters (Ray et al., 2006, Cihlar et al., 2001). However, despite less side effects compared to adefovir and cidofovir, case reports, observational studies in humans, and in vitro and in vivo experiments showed a nephrotoxic potential of tenofovir (Herlitz et al., 2010, Cooper et al., 2010, Kohler et al., 2009b, Lebrecht et al., 2009, Cihlar et al., 2009, Liborio et al., 2008, Gallant et al., 2004).

### 1.7.4 Zalcitabine (ddC)

Zalcitabine (ddC) is a derivative of the nucleoside cytidine. It is pharmacologically categorized among the nucleoside reverse transcriptase inhibitors (NRTIs) (Table 3) and is used in the treatment of HIV infection (Collier et al., 1996, Adkins et al., 1997). Pharmaceuticals belonging to the group of NRTIs are unable to form 3'-phosphodiester bonds due to the lack of the $3^{\prime}-\mathrm{OH}$ group. Because of their structural similarity to deoxynucleotide triphosphates (dNTPs), NRTIs can be incorporated into a nascent DNA strand in place of dNTPs. Incorporation into DNA thus
terminates DNA elongation and inhibits reverse transcriptase as well as mitochondrial DNA polymerase, both of which are responsible for mtDNA replication (Lewis, 2003b, Lewis et al., 2003a, Benbrik et al., 1997). A side effect of ddC described is severe lactic acidosis leading to pH dysregulation in the kidneys, however this side effect is unrelated to a direct renal dysfunction (Loens et al., 2018). As in vivo and in vitro studies have shown that mitochondrial copy number decreases after treatment with ddC (Birkus et al., 2002, Stankov et al., 2010), ddC is used in this work as a positive control for the in vitro assay to determine mtDNA copy number.

### 1.8 Identification of suitable in vitro endpoints covering key events within the developed AOPs

To identify suitable in vitro endpoints for the individual AOPs and key events, published in vitro and in vivo findings were used to determine mechanism-based endpoints covering the individual key events of the AOPs. In addition to the published results, the publicly accessible Comparative Toxicogenomic Database (CTD) was also used. This database contains collected information from published literature analyzed by expert curators (Davis et al., 2013). Information on drugs and chemicals that affect biological mechanisms and human health, as well as relationships and interactions between chemicals and diseases / proteins / genes and relationships between diseases and genes can be analyzed and filtered in this database (Davis et al., 2011, Wiegers et al., 2009).

### 1.8.1 Suitable in vitro endpoints for the AOP - Receptor-mediated endocytosis and lysosomal overload

### 1.8.1.1 Key event 1 -Disturbance of lysosomal function

The first KE in the AOP - Receptor-mediated endocytosis and lysosomal overload is the disturbance of lysosomal functions (Figure 6). A promising endpoint is the measurement of the expression of lysosomal associated membrane protein $1 / 2$ (LAMP-1/2). LAMP- $1 / 2$ are the most abundant proteins of the lysosomal membrane, which are assumed to have a protective function for lysosomes (Luzio et al., 2014, Saftig and Klumperman, 2009, Luzio et al., 2007, Fukuda, 1991). Due to its high occurrence, LAMP is used as a lysosomal marker and marker for lysosomal storage disorders which is characterized by a disturbed LAMP expression (Damaghi et al., 2015, Appelqvist et al., 2011, Ginet et al., 2009, Kroemer and Jäättelä, 2005, Hua et al., 1998, Meikle et al., 1997). Polybasic drugs, which also include polymyxin antibiotics, are
known to accumulate in lysosomes because of their high binding affinity to megalin (Manchandani et al., 2017, Moestrup et al., 1995, Pavelka and Roth, 2015). The accumulation in the lysosomes leads to disturbance of lysosomal functions such as pH changes and an enlargement of the lysosomes may be associated with an increased LAMP expression, which was also observed after treatment with lysosomotropic drugs in several in vitro studies (Lu et al., 2017, Ginet et al., 2009, Puyal et al., 2009, Chen et al., 2001). A query of the CTD on gentamicin and cadmium chloride, which are also presumed stressors of the AOP - Receptor-mediated endocytosis and lysosomal overload, revealed an association of both compounds with LAMP2, which was linked to the lysosomal pathway and kidney disease / acute kidney injury (see chapter 4.1.1). Based on published findings and analysis of the CTD, measurement of LAMP expression of lysosomes may thus offer a potential in vitro endpoint for the first KE (Disturbance of lysosomal function) in the AOP - Receptor-mediated endocytosis and lysosomal overload.

### 1.8.1.2 Key event 2 -Disruption of lysosomes

The second KE in AOP - Receptor-mediated endocytosis and lysosomal overload is the disruption of lysosomes (Figure 6). The rupture of lysosomes, or lysosomal membrane permeabilization (LMP) and the associated release of intralysosomal components, has been proven to be a key step in the cell death signaling cascade, which can be induced by a number of stimuli such as oxidative stress, death receptor ligation or DNA-damaging drugs (Wang et al., 2018, Groth-Pedersen et al., 2015, Mrschtik and Ryan, 2015, Repnik et al., 2012, Appelqvist et al., 2011, Johansson et al., 2010, Oberle et al., 2010, Kirkegaard and Jäättelä, 2009, Boya and Kroemer, 2008, Kroemer and Jäättelä, 2005, Kågedal et al., 2005). Intralysosomal components that are released from the lysosomes into the cytoplasm after membrane destabilization and
which are associated with apoptosis are cathepsins, especially the aspartyl protease cathepsin D (Mrschtik and Ryan, 2015, Quiros et al., 2011, Johansson et al., 2010). Cathepsins are lysosomal proteolytic enzymes which are classified into three groups: cysteine proteases (cathepsin B, C, H, L, and S), aspartyl protease (cathepsin D, E) and serine proteases (cathepsin A, G) (Turk et al., 2012, Reiser et al., 2010). When released into the cytoplasm, cathepsins catalyze the proteolytic activation of caspase 3 and 7. Additionally, they induce the mitochondrial pathway of apoptosis by activating Bid. In the absence of ATP, a massive proteolysis induced by cathepsins occurs, resulting in necrotic cell death (Appelqvist et al., 2012, Golstein and Kroemer, 2007, Chwieralski et al., 2006). The most abundant lysosomal proteases include the aspartyl protease cathepsin D and the cysteine proteases cathepsin B and L (Oberle et al., 2010, Turk and Stoka, 2007). It was also found that cathepsin D predominantly occurs in proximal tubule cells and the expression of cathepsin D could also be detected in RPTEC/TERT1 cells (Thul et al., 2017, Uhlén et al., 2017, Cocchiaro et al., 2016, Fox et al., 2016, Uhlén et al., 2015, Wilmes et al., 2013, Uhlén et al., 2010, Uhlén et al., 2005). In particular, upregulation of cathepsin D in damaged tubule cells was demonstrated (Cocchiaro et al., 2016). Analysis of the CTD content on gentamicin, cadmium chloride and vancomycin showed a common match for the genes for cathepsin A, cathepsin C, cathepsin D and cathepsin S, which are also associated with the lysosomal pathway, kidney disease and acute kidney injury (see chapter 4.1.1). Since the release of cathepsins into the cytoplasm was also observed after treatment with aminoglycosides and kanamycin (Quiros et al., 2011, Jiang et al., 2006, Steyger et al., 2003, Hashino et al., 1997), the measurement of the release of cathepsin D seems to be a potential suitable in vitro endpoint for the second key event in the AOP - Receptor-mediated endocytosis and lysosomal overload.

### 1.8.2 Suitable in vitro endpoints for the AOP - Inhibition of mtDNA polymerase- $\gamma$

### 1.8.2.1 KE1 - Depletion of mitochondrial DNA

The first key event in the AOP - Inhibition of mtDNA polymerase- $\gamma$ is the depletion of mtDNA (Figure 8). After treatment with antiviral drugs such as adefovir, cidofovir or tenofovir, which are inhibitors of viral DNA polymerases (Barditch-Crovo et al., 1997, Cherrington et al., 1995), mitochondrial damages were observed in in vivo experiments in various species, including humans. In addition to mitochondrial ultra-structural anomalies such as a reduced number of mitochondria, changes in the shape and size of the mitochondria, as well as decrease and deformation of the cristae, disturbed expression of mitochondrial encoded proteins was also observed (Ramamoorthy et al., 2014, Herlitz et al., 2010, Talmon et al., 2010, Côté et al., 2006). Because mitochondria possess their own DNA (mtDNA), which encodes 13 essential proteins, 22 tRNAs and 2 ribosomal RNA genes in humans, mitochondria are equipped with their own polymerases that are responsible for the replication and repair of mtDNA (Krasich and Copeland, 2017, Tanji et al., 2001). It is generally assumed that antivirals can also serve as a substrate for mitochondrial DNA polymerase, in particular for the subunit gamma, leading to enzyme inhibition and subsequent depletion of mtDNA in the mitochondria as observed in in vivo studies (Herlitz et al., 2010, Kohler et al., 2009a, Lebrecht et al., 2009, Côté et al., 2006, Lewis, 2003b, Lewis et al., 2001, Tanji et al., 2001, Zhao et al., 2017, Hall, 2013, Biesecker et al., 2003, Kohler et al., 2011, Morton, 1998). Based on these in vivo findings, measurement of mtDNA copy number may present an appropriate in vitro endpoint for the second key event Depletion of $m t D N A$ in the AOP - Inhibition of $m t D N A$ polymerase $-\gamma$.

### 1.8.2.2 KE2 - Dysfunction of mitochondrial

The second key event in the AOP - Inhibition of mtDNA polymerase- $\gamma$ describes the dysfunction of mitochondria (Figure 8). As a consequence of the depletion of mtDNA from the first key event by Inhibition of mtDNA polymerase- $\gamma$ after treatment with antivirals, disturbed expression of essential mitochondrial proteins such as cytochrome C oxidase was observed in vivo (Zhao et al., 2017, Herlitz et al., 2010, Lebrecht et al., 2009, Lewis et al., 2001). Since important proteins of the mitochondrial respiratory chain are deregulated (Lebrecht et al., 2009, Daugas et al., 2005, Lewis et al., 2001, Tanji et al., 2001), mitochondrial toxicity inevitably occurs as observed in experimental animals and humans after treatment with TDF, tenofovir or cidofovir (Ramamoorthy et al., 2014, Hall, 2013, Herlitz et al., 2010, Talmon et al., 2010, Lebrecht et al., 2009, Kohler et al., 2009a, Côté et al., 2006, Daugas et al., 2005). To determine a possible in vitro endpoint for the second key event, the measurement of mitochondrial toxicity seems to be a suitable endpoint in the AOP - Inhibition of mtDNA polymerase $-\gamma$.

### 1.8.3 Suitable in vitro endpoints for the AOP - Receptor-mediated endocytosis and lysosomal overload and the AOP - Inhibition of mtDNA polymerase- $\gamma$

### 1.8.3.1 KE3 - Proximal tubule cell toxicity

As a result of the rupture of lysosomes and the release of cathepsins as a second key event in the AOP - Receptor-mediated endocytosis and lysosomal overload and the mitochondrial toxicity in the AOP - Inhibition of mtDNA polymerase- $\gamma$, the cytotoxicity of the proximal tubule cells results as a the third key event (Figure 6 and Figure 8). Cytotoxicity of proximal tubule cells has been demonstrated in in vitro as well as in in vivo studies in several species and seems to be a suitable in vitro endpoint for both AOPs (Lenhard et al., 2019, Lu et al., 2017, Zhao et al., 2017, Nieskens et al., 2016, Vattimo et al., 2016, Zhang et al., 2015, Hall, 2013, Keirstead
et al., 2013, Repnik et al., 2012, Fernandez-Fernandez et al., 2011, Quiros et al., 2010, Karasawa and Steyger, 2011, Kirkegaard and Jäättelä, 2009, Liborio et al., 2008, Daugas et al., 2005, Izzedine et al., 2005, Ho et al., 2000).

### 1.9 In vitro points of departures for risk assessment

In order to be able to define health-related guideline values for chemicals or drugs, specific values are determined in the risk assessment. These values are modelled and determined by deriving a point of departure (PoD) from dose-response relationships. In mammalian toxicity studies, the no observed adverse effect level (NOAEL) or benchmark dose / concentration (BMD / BMC) is typically derived and used to calculate the margin of safety (MoS) or margin of exposure (MoE) (Adler et al., 2011). For environmental toxicology, for example, the maximum chemical concentration with an acceptable low or no toxic effect is recommended or even required (OECD, 2006, EPA, 1991). In order to be able to determine a maximum chemical concentration at which no effects or first effects occur, there are several approaches that are being pursued. The usual concepts used in risk assessment are for example: the no observed effect or lowest observed effect concentration (NOEC / LOEC), effective concentration (ECx), or the Benchmark dose / concentration (BMD / BMC). All these approaches offer advantages but also disadvantages. The NOEC approach is a statistically determined value, which represents the highest concentration of a test compound, where no statistically significant treatmentrelated effect can be observed (OECD, 2006). Since the calculation of the NOEC / LOEC depends on the selected and utilized test concentrations and the inclusion of confidence intervals is lacking, this approach is often criticized (Landis and Chapman, 2011, Laskowski, 1995, Van Der Hoeven, 1997). The benchmark dose model was first described in 1984 by Crump as a method of determining a point of departure where a certain change, in most cases of $10 \%$,
occurs in the dose response curve, considering the $95 \%$ confidence interval (Crump, 1984). The determination of a BMC offers advantages over the NOEC / LOEC approach because the BMC is independent of the selected test concentrations. However, a definite group size is required in order to calculate a BMC. Therefore the BMC approach is categorically excluded in studies with a small group size (Wignall et al., 2014). The effective concentration ( $\mathrm{EC}_{\mathrm{x}}$ ) approach determines an $\mathrm{x} \%$ - effect for the measured endpoint from the regression curve of the dose-response relationship. However, it is often critically discussed which effect concentration should be selected, because it is not entirely clear which effective concentration is the most optimal ( $\mathrm{EC}_{1}, \mathrm{EC}_{10}, \mathrm{EC}_{20} \ldots$ ) (Green et al., 2013, Murado and Prieto, 2013, Stadnicka-Michalak et al., 2018). Stadnicka-Michalak and colleagues describe a further approach for the calculation of a PoD. The algorithm developed and described there, the non-toxic concentration (NtC), combines several properties. On the one hand, the highest concentration that does not cause more than $10 \%$ effect is determined ( $\leq \mathrm{EC}_{10}$ ), on the other hand, the $95 \%$ confidence intervals are additionally included, taking into account the measured biological replicas that do not differ significantly from the control (Stadnicka-Michalak et al., 2018). As there is no consensus in the scientific community as to which of these approaches is the most appropriate to identify a PoD (Green et al., 2013), all predictable approaches have been pursued for this work and are described in Material \& Methods section.

## Objective

## 2 Objective

The overall goal of this PhD thesis is to contribute to worldwide efforts to reduce, refine and replace animal tests and to address the unmet need for non-animal approaches to systemic toxicity testing. As an exemplary key target for systemic toxicity, the kidney was selected as the basis for application of the AOP concept. Using fairly well-established mechanisms of nephrotoxicity, the aim was to apply the AOP concept to identify and experimentally support key events leading to nephrotoxicity as an adverse outcome. Based on the mechanistic understanding, this work aimed to establish suitable in vitro assays covering the individual key events in each AOP, which might allow prediction of the outcome and may thus be fit for purpose for regulatory decision making based on in vitro data.

To achieve this, the specific strategic objectives of this PhD thesis were defined as follows:

1) To investigate whether publicly available information from publications and databases (e.g., PubMed, Comparative Toxicogenomic Database) can be used to identify quantifiable key events that are consistent with the underlying AOPs
2) To establish in vitro assays for each individual key event to acquire dose-response data in two different cell lines (human \& rat), using appropriate model compounds for each AOP
3) With the help of the obtained dose-response data from the individual key events, it was to be tested if prediction of the outcome can be made via the key event relationships
4) To identify potential differences in the sensitivity of the in vitro models that may have an influence on the generated AOPs and risk assessment
5) To visualize different points of departure derived from in vitro assays and to compare the in vitro results with in vivo findings in order to determine the reliability of in vitro data for risk assessment

## 3 Material and Methods

### 3.1 Technical Equipment

Table 4
Technical equipment with supplier

Equipment
96- / 12-well plates
96-well multiwell plates
96-well OptiPlate ${ }^{\circledR}$
Autosampler
Blotting chamber
Blotting paper
Cell culture flasks ( $75 \mathrm{~cm}^{2}, 25 \mathrm{~cm}^{2}$ )

Centrifuges

Supplier

| 96- / 12-well plates | CellStar ${ }^{\circledR}$, Greiner Bio-One, Kremsmünster; AUT |
| :---: | :---: |
| 96-well multiwell plates | Roche AG, Basel, CHE |
| 96-well OptiPlate ${ }^{\circledR}$ | PerkinElmer Inc., Waltham, MA, USA |
| Autosampler | Agilent Tech. Inc., Santa Clara, CA, USA |
| Blotting chamber | BioRad ${ }^{\circledR}$ Mini Trans-Blot ${ }^{\circledR}$ Cell, Hercules, CA, USA |
| Blotting paper | $580 \times 580,500 \mathrm{mg} / \mathrm{m}^{3}$, Hartenstein, Würzburg, GER |
| Cell culture flasks ( $75 \mathrm{~cm}^{2}, 25 \mathrm{~cm}^{2}$ ) | CellStar ${ }^{\text {® }}$, Greiner Bio-One, Kremsmünster, AUT |
| Centrifuges | Labofuge ${ }^{\text {TM }}$ GL, Heraeus, Hanau, GER 5415c, Eppendorf AG, Hamburg, GER Universal 320R, Hettich, Tuttlingen, GER |
| Chamber slides (8-well) | Ibidi GmbH, Planegg, GER |
| Column oven | Knauer GmbH, Berlin, GER |
| Confocal microscope TCS SP5 II with an HCX PL APO lambda blue $63.0 \times 1.40$ OIL UV objective | Leica Microsystems, Wetzlar, GER |
| Eppendorf LoBind ${ }^{\text {TM }}$ tubes | Eppendorf AG, Hamburg, GER |
| Fuchs-Rosenthal counting chamber | Hartenstein, Würzburg, GER |
| Gel documentation system | ImageQuant ${ }^{\text {TM }}$ LAS 400, GE Healthcare, Chicago, IL, USA |
| Gel electrophoresis | Hoefer Scientific Instruments SE250, Holliston, MA, USA |
| HPLC column Synergi ${ }^{\text {TM }}$ Hydro-RP ( $2 \mathrm{~mm} \times 150 \mathrm{~mm}, 4 \mu \mathrm{~m}, 80 \AA$ ) | Phenomenex LTD, Torrance, CA, USA |
| HPLC system Agilent 1100 | Agilent Tech. Inc., Santa Clara, CA, USA |
| Incubator | HERAcell ${ }^{\circledR}$, Heraeus, Hanau, GER |


| Laminar Flow | Antair BSK 6 Mikrosysteme, Köln, GER |
| :---: | :---: |
| LightCycler ${ }^{\circledR} 480$ sealing foil | Roche, Basel, CHE |
| Mastercycler ${ }^{\circledR}$ | Eppendorf AG, Hamburg, GER |
| Microplate reader | Mithras LB 940, Berthold, Bad Wilbad, GER |
| Microscope | TMS-F, Nikon, Tokyo, JPN ECLIPSE 55i, Nikon, Tokyo, JPN |
| Multipette | Transferpette ${ }^{\circledR}$ S-8, Brand, Wertheim, GER |
| Orbital shaker | KL 2, Edmund Bühler, Hechingen, GER |
| Pipettes | Sarstedt, Nürnbrecht, GER <br> Gilson, Middleton, WI, USA <br> Reference, Eppendorf, Hamburg, GER |
| Precision scale | AG245, Mettler-Toledo, Columbus, OH, USA |
| Precolumn SecurityGuard ${ }^{\text {TM }}$ Cartridges, AQ C18 $4 \times 2.0 \mathrm{~mm}$, | Phenomenex LTD, Torrance, CA, USA |
| QIAshredder ${ }^{\circledR}$ spin column | Qiagen N.V., Hilden, GER |
| Real-Time PCR system LightCycler ${ }^{\circledR} 480$ | Roche AG, Basel, CHE |
| SPE cartridge (Strata-X $33 \mu \mathrm{~m}$ polymeric reversed phase, $10 \mathrm{mg} / 1$ mL ) | Phenomenex LTD, Torrance, CA, USA |
| Triple quadrupole mass spectrometer with Turbo-Ion ${ }^{\circledR}$ Spray source Qtrap API 2000 | AB Sciex Instruments, Darmstadt, GER |
| UV-Vis spectrophotometer | NanoDrop ${ }^{\text {TM }} 2000$ c, Thermo Fisher Scientific ${ }^{\text {TM }}$, Waltham, MA, USA <br> Buck Scientific M-500, Norwalk, CT, USA |
| Vacuum concentrator SpeedVac Plus SC110A | Thermo Fisher Scientific ${ }^{\text {TM }}$, Waltham, MA, USA |
| Vacuum degasser | Agilent Tech. Inc., Santa Clara, CA, USA |

### 3.2 Software

Table 5
Software with supplier

Software
Analyst ${ }^{\text {TM }}$ 1.4.1 Software
BioRender ${ }^{\ominus} 2019$ online application

BMD Software 2.7
GraphPad Prism 5.01
ImageQuant ${ }^{\text {TM }}$ LAS 400 Control software
Leica application suite advanced fluorescence (LAS AF)

LightCycler 480 Software
MikroWin 2000
NIH ImageJ Software
Non-toxic concentrations determination online application
RIVM PROAST Web, Version 65.2

## Supplier

AB SCIEX GmbH, Darmstadt, GER
BioRender ${ }^{\ominus}$, Toronto, ON, USA
United States Environmental Protection Agency, Washington, WA, USA
GraphPad Software, Inc., La Jolla, CA, USA
GE Healthcare, Chicago, IL, USA

Leica Microsystems, Wetzler, GER

Mikrotek Laborsysteme GmbH, Overath, GER
National Institute of Health, Bethesda, MD, USA
https://utox.shinyapps.io/NtC_NtC/ (StadnickaMichalak et al., 2018)
National Institute for Public Health and the Enviroment, Bilthoven, NE

### 3.3 Chemicals, compounds, kits

Table 6
Chemicals, compounds, and kits with supplier

## Chemicals, compounds, kits

| $\beta$-mercaptoethanol | M6250 $/ \geq 99.0 \%$ | Sigma-Aldrich Chemie GmbH, München, GER |
| :---: | :---: | :--- |
| Acetic acid | A6283 $/ \geq 99.0 \%$ | Sigma-Aldrich Chemie GmbH, München, GER |
| Acetonitrile | $34851 / \geq 99.9 \%$ | Sigma-Aldrich Chemie GmbH, München, GER |
| Adefovir | SML0240 $/ \geq 98 \%$ | Sigma-Aldrich Chemie GmbH, München, GER |
| Adefovir Dipivoxil | A9730 $/ \geq 98 \%$ | Sigma-Aldrich Chemie GmbH, München, GER |
| BSA | A7030 $/ \geq 98 \%$ | Sigma-Aldrich Chemie GmbH, München, GER |
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| CellTiter-Glo ${ }^{\circledR}$ Luminescent Cell Viability Assay | G9241; G9242 | Promega Corp., Fitchburg, WI, USA |
| :---: | :---: | :---: |
| Cidofovir | S1516 / 99.97 \% | SelleckChem ${ }^{\text {® }}$, München, GER |
| Clarity Western ECL Substrate | 1705061 | BioRad ${ }^{\circledR}$, Hercules, CA, USA |
| Colistin | C4461 / $\geq 98.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| DC-Assay | 5000112 | BioRad ${ }^{\circledR}$, Hercules, CA, USA |
| DMEM (high glucose) | P04-03500 | PAN-Biotech, Aidenbach, GER |
| DMEM (no glucose) | $\begin{gathered} 11966-025 \text { / } \\ \text { D5030 } \end{gathered}$ | Gibco ${ }^{\circledR} / \mathrm{Life}$ Technologies, Carlsbad, CA, USA |
| DMSO (Dimethyl sulfoxide) | D8418 / $\geq 99.9$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| EDTA | E9884 / $\geq 99.4$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| EGF (Epidermal growth factors) | E9644 | Sigma-Aldrich Chemie GmbH, München, GER |
| Ethanol (70 \% and 99.9 \%) | P075.4 | Carl Roth GmbH \& Co. KG, Karlsruhe, GER |
| FCS (fetal calf serum) | S0615 | Merck KGaA Millipore, Billerica, MA, USA |
| First strand synthesis kit | K2562; K2563 | Thermo Fisher Scientific ${ }^{\text {rM }}$, Waltham, MA, USA |
| GlutaMAX ${ }^{\text {® }}$ | M11-004 | Thermo Fisher Scientific ${ }^{\text {™ }}$, Waltham, MA, USA |
| Gradient gel | PG-S | FastGene ${ }^{\circledR}$ PAGE $4-12 \%, 8 \times 10 \mathrm{~cm}$, Nippon Genetics Europe, Dueren, GER |
| Ham's F12 Medium | 21765-029 | Gibco ${ }^{\circledR} /$ Life Technologies, Carlsbad, CA, USA |
| Hydrocortisone | H6909 | Sigma-Aldrich Chemie GmbH, München, GER |
| ITS (Insulin, Transferrin, sodium selenite) | I1884-1VL | Sigma-Aldrich Chemie GmbH, München, GER |
| $\text { LightCycler }{ }^{\circledR} 480 \text { SYBR }$ Green I Master | 04707516001 | Roche AG, Mannheim, GER |
| Methanol ( $\geq 99 \%$ ) | 0798.3 | Carl Roth GmbH \& Co. KG, Karlsruhe, GER |
| MOPS buffer (Tris-base 6 g, MOPS 10.47 g, EDTA 0.3 g, SDS 1 g ) | PG-MOPS10 | Nippon Genetics Europe GmbH, Dueren, GER |
| Non-essential amino acids | 11140035 | Thermo Fisher Scientific ${ }^{\text {TM }}$, Waltham, MA, USA |
| Nonidet P40 | 11754599001 | Sigma-Aldrich Chemie GmbH, München, GER |
| Paraformaldehyde | 8187150100 | Sigma-Aldrich Chemie GmbH, München, GER |
| PBS | D8537 | Sigma-Aldrich Chemie GmbH, München, GER |
| Penicillin / Streptomycin | P11-010 | PAA Laboratories, Pasching, AUT |


| Phalloidin-tetramethylrhodamine B isothiocyanate | P1951 | Sigma-Aldrich Chemie GmbH, München, GER |
| :---: | :---: | :---: |
| Polymyxin B | P 4932 l $\geq 98.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| Polymyxin B nonapeptide | P2076 / $\geq 98.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| Protease inhibitor cocktail | 78430;78429 | Thermo Fisher Scientific ${ }^{\text {TM }}$, Waltham, MA, USA |
| Protein ladder | 26634; 26623 | Spectra ${ }^{\text {TM }}$ Multicolor Broad Range, Thermo Fisher Scientific ${ }^{\text {TM }}$, Waltham, MA, USA |
| Proteinase K | 19157 | Qiagen N.V., Hilden, GER |
| QIAamp ${ }^{\text {® }}$ DNA mini-Kit | 56304 | Qiagen N.V., Hilden, GER |
| Qiagen RNeasy ${ }^{\text {® }}$ mini-Kit | 74104 | Qiagen N.V., Hilden, GER |
| RNase A | 19101 | Qiagen N.V., Hilden, GER |
| Sodium chloride | S9888 / $\geq 99.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| Sodium deoxycholate | 30970 / $\geq 98.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| Sodium fluoride | 201154 / $\geq 99.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| Sodium orthovanadate | 450243 / $\geq 99.9$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| Sodium pyruvate | P2256 / $\geq 99.0$ \% | Sigma-Aldrich Chemie GmbH, München, GER |
| TaqMan ${ }^{\text {TM }}$ universal PCR Master mix | 4305719 | Thermo Fisher Scientific ${ }^{\text {™ }}$, Waltham, MA, USA |
| Tenofovir | $\begin{gathered} \text { PHR1592 / } \\ \geq 98.0 \% \end{gathered}$ | Sigma-Aldrich Chemie GmbH, München, GER |
| Tenofovir Disoproxil Fumarate | $\begin{aligned} & 1643656 / \\ & \geq 98.0 \% \end{aligned}$ | Sigma-Aldrich Chemie GmbH, München, GER |
| Tris HCl | $\begin{gathered} 10812846001 / \\ \geq 99.0 \% \end{gathered}$ | Sigma-Aldrich Chemie GmbH, München, GER |
| Triton X-100 | X100 | Sigma-Aldrich Chemie GmbH, München, GER |
| Trypan blue | T6146 | Sigma-Aldrich Chemie GmbH, München, GER |
| Trypsin/EDTA | T3924 | Sigma-Aldrich Chemie GmbH, München, GER |
| Tween20 | P1379 | Sigma-Aldrich Chemie GmbH, München, GER |
| Vectashield ${ }^{\circledR}$ antifade mounting medium with DAPI | H-1200-10 | Vectorlab, Biozol, Eching, GER |
| Zalcitabine (ddC) | S1719 / 100 \% | SelleckChem ${ }^{\circledR}$, München, GER |

### 3.4 Antibodies, primer, TaqMan ${ }^{\text {TM }}$ probes

Table 7
Antibodies with supplier

| Antibody | Reactivity | Cat\# | Supplier |
| :---: | :---: | :---: | :---: |
| Anti-Cathepsin D mouse monoclonal $\mathrm{IgG}_{2} \mathrm{~b}$ kappa | Human (homo sapiens) | $\begin{gathered} \text { NBP1- } \\ 04278 \end{gathered}$ | Novus Biologicals, Centennial, CO, USA |
| Anti-LAMP-2 mouse monoclonal $\mathrm{IgG}_{1}$ kappa antibody |  | sc-18822 | Santa Cruz, Dallas, TX, USA |
| Anti-Megalin mouse monoclonal $\operatorname{IgG}_{1}$ kappa antibody | Human (homo sapiens) Rat (rattus norvegicus) | sc-515772 |  |
| Anti-Cathepsin D mouse monoclonal $\operatorname{IgG}_{2}$ kappa antibody | $\begin{gathered} \text { Rat } \\ \text { (rattus norvegicus) } \end{gathered}$ | sc-377124 |  |
| Anti-LAMP-1 mouse monoclonal $\mathrm{IgG}_{1}$ kappa antibody |  | sc-20011 |  |
| Anti-mouse binding protein mIgG-BP-CFL-488 | Mouse <br> (mus musculus) | sc-516176 |  |
| Anti-mouse IgG HRP-linked AB |  | 7076 | Cell Signaling Technology, Danvers, MA, USA |

Table 8
Primer with gene name and sequence

| Gene name and symbol | Organism | Primer sequence ( $5^{\prime}-3^{\prime}$ ) | Publication |
| :---: | :---: | :---: | :---: |
| Mitochondrially encoded tRNA leucine 1 (MT-TL1) | Human (homo sapiens) | F: CACCCAAGAACAGGGTTTGT <br> R: TGGCCATGGGTATGTTGTTA | (Rooney et al., 2015); <br> (Thakar et al., 2015) |
| Beta-2-microglobulin (B2M) |  | F: TGCTGTCTCCATGTTTGATGTATCT <br> R: TCTCTGCTCCCCACCTCTAAGT |  |
| Nucleotide position $2469-2542$ | Rat (rattus norvegicus) | F: AATGTTCGTTTGTTCAACGATT <br> R: AGAAACCGACCTGGATTGCTC | (Lebrecht et al., 2009) |
| Actin beta (Actb) |  | F: CTATGTTGCCCTAGACTTCGAGC <br> R: TTGCCGATAGTGATGACCTGA | In house primer |

Table 9
TaqMan ${ }^{\text {rim }}$ probes with supplier

| Gene name and symbol | Organism | TaqMan ${ }^{\text {TM }}$ probe ID | Dye label and concentration | Supplier |
| :---: | :---: | :---: | :---: | :---: |
| Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) | Human (homo sapiens) | Hs03929097_g1 | $\begin{aligned} & \text { FAM-MGB / } \\ & 20 \mathrm{x} \end{aligned}$ | Thermo <br> Fisher Scientific ${ }^{\text {TM }}$, Waltham, MA, USA |
| Low-density lipoprotein receptor-related protein 2 (LRP2) |  | Hs00189742_m1 |  |  |
| Cubilin (CUBN) |  | Hs00153607_m1 |  |  |
| Glyceraldehyde 3-phosphate dehydrogenase (Gapdh) | Rat (rattus norvegicus) | Rn01775763_g1 |  |  |
| Low-density lipoprotein receptor-related protein 2 (Lrp2) |  | Rn00578067_m1 |  |  |
| Cubilin (Cubn) |  | Rn00584200_m1 |  |  |

### 3.5 Cell culture conditions

All cell culture work was performed under sterile conditions under a laminar flow hood.

### 3.5.1 Thawing procedure

Frozen cells were thawed quickly in a $37^{\circ} \mathrm{C}$ water bath and were subsequently transferred into pre-warmed medium $\left(37^{\circ} \mathrm{C}\right)$. To remove DMSO, cells were spun for 5 min at 170 g for 5 min . Thereafter the supernatant was removed, and the cell pellet was resuspended in 5 mL prewarmed growth medium ( $37^{\circ} \mathrm{C}$ ) and seeded in a T25 cell culture flask. Cells were incubated at $37{ }^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2} .24 \mathrm{~h}$ after thawing a medium change was performed. When the cells reached $80-90 \%$ confluence, the cells were split into a T75 culture flask for routine cultivation.

### 3.5.2 Freezing procedure

Freezing medium for RPTEC/TERT1 and NRK-52E cells was freshly prepared before each freezing procedure. DMEM high glucose medium containing $10 \% \mathrm{FCS}, 2 \mathrm{mM}$ Glutamax ${ }^{\circledR}, 1$ x Pen/Strep, and $10 \%$ DMSO was used and cooled to approx. $4^{\circ} \mathrm{C}$. Cells were split as described in the sections below (3.5.3-0) and resuspended in freezing medium at approx. $1 \times 10^{6}$ cells / mL in appropriately labelled cryovials. Cryovials were frozen at $-20^{\circ} \mathrm{C}$ for 4 hours followed by freezing at $-80^{\circ} \mathrm{C}$ over night and subsequently transferred to liquid nitrogen for storage.

### 3.5.3 NRK-52E culture, splitting procedure and growth medium supplements

Cells were cultured for routine purposes in $75 \mathrm{~cm}^{2}$ cell culture flasks (Greiner, CellStar, Cat\#: 658175 ) with 12 mL medium (Table 10) at $37{ }^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$. Confluent monolayers were washed in $5 \mathrm{~mL} \mathrm{Ca}^{2+}$ and $\mathrm{Mg}^{2+}$ free PBS and cells were trypsinized with 1.5 mL Trypsin / EDTA (Sigma, Trypsin - EDTA (1 x) Cat\# T3924) at $37^{\circ} \mathrm{C}$ for $5-8 \mathrm{~min}$, with regular checking for monolayer disassociation. After cells were trypsinized, 10 mL culture medium was added, and the cell suspension was centrifuged for 5 min at approx. $1200 \mathrm{rpm}(220 \mathrm{xg})$. The supernatant was discarded, and the cell pellet was resuspended in 12 mL growth medium. For routine culture the cells were split 1:10 in 12 mL growth medium per $75 \mathrm{~cm}^{2}$ flask. Cells were discarded after 20 - 25 rounds of splitting (until passage 60 ).

Table 10
Growth medium supplements for NRK-52E cells
NRK-52E
Supplier ECACC 87012902

| Medium | DMEM with $4.5 \mathrm{~g} / \mathrm{L}$ glucose (high glucose) $500 \mathrm{~mL} ; 1.5 \mathrm{~g} / \mathrm{L}$ sodium bicarbonate (Pan-biotech, Cat\#. P04-03500) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Supplements <br> (for $\mathbf{5 0 0} \mathbf{~ m L}$ ) | Stock solution | Volume added | Final concentration | Supplier \& Cat\#. |
| FBS | 100 x | 25 mL | 5 \% | Merck Millipore; S0615; Lot\#0865C |
| GlutaMAX ${ }^{\circledR}$ | 100 x | 5 mL | 1 x | PAA Laboratories, Cat\#. M11-004 |
| Non-Essential Amino Acids (NEAA or MEM) | 100 x | 5 mL | 1 x | Thermo Fisher Scientific $^{\text {TM }}$; Gibco; Cat\#. 11140035 |
| Pen/Strep | 100 x | 5 mL | 1 x | PAA Laboratories, Cat\#. P11-010 |

### 3.5.4 RPTEC/TERT1 culture, splitting procedure and growth medium supplements

Cells were cultured for routine purposes in $75 \mathrm{~cm}^{2}$ cell culture flasks (Greiner, CellStar, Cat\#: 658175 ) with 12 mL growth medium (Table 11) at $37^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$. Growth medium () was discarded, and cells were trypsinized with 1.5 mL Trypsin / EDTA (Sigma, Trypsin - EDTA (1x) Cat\# T3924) at $37{ }^{\circ} \mathrm{C}$ for $8-10 \mathrm{~min}$, with regular checking for monolayer disassociation. After cells were detached, 10 mL splitting medium (Table 11) (DMEM medium; Sigma, DMEM, Cat\#. D5030) was added, and the cell suspension was centrifuged for 5 min at approx. $1200 \mathrm{rpm}(220 \mathrm{xg})$. The supernatant was discarded, and the cell pellet was resuspended in 12 mL growth medium. For routine culture the cells were counted, and approx. $6 \times 10^{6}$ cells were
split in a new $75 \mathrm{~cm}^{2}$ flask with 12 mL growth medium (Table 12) per flask. A medium change was performed after $4-5$ days. Cells were discarded after $20-25$ rounds of splitting.

Table 11
Growth and splitting medium supplements for RPTEC/TERT1 cells

## RPTEC/TERT1

| RPTEC/TERT1 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Supplier Evercyte (CHT-003-0002) |  |  |  |  |
| Growth medium | DMEM no glucose (Gibco, Thermo Fischer; Cat\#. 11966-025) and Ham's F12 (Gibco, Thermo Fischer; Cat\#. 21765-029) (mixed 1:1) |  |  |  |
| Splitting medium | DMEM (Sigma, Cat\#. D5030) with Pen/Strep (100 X) 5 ml per 500 ml , and FCS 35 ml per 500 ml . |  |  |  |
| Supplements (for $\mathbf{5 0 0} \mathbf{~ m L}$ ) | Stock solution | Volume added | Final concentration | Supplier \& Cat\#. |
| EGF <br> (Epidermal growth factor) | 0.2 mg | $5 \mu \mathrm{~L}$ | $10 \mathrm{ng} / \mathrm{mL}$ | Sigma Aldrich Cat\#. E9644 |
| GlutaMAX ${ }^{\circledR}$ | 100 x | 5 mL | $10 \mathrm{ng} / \mathrm{mL}$ | Thermo Fischer Cat\#. 35050038 |
| ITS <br> (Insulin, transferrin, sodium selenite) | 100 x | 5 mL | $5 \mu \mathrm{~g} / \mathrm{mL}$ (insulin) <br> $5 \mu \mathrm{~g} / \mathrm{mL}$ (transferrin) $5 \mathrm{ng} / \mathrm{mL}$ (sodium selenite) | Sigma Aldrich Cat\#. I1884-1VL |
| Hydrocortisone | $50 \mu \mathrm{M}$ | 1 mL | $36 \mathrm{ng} / \mathrm{mL}$ | Sigma Aldrich Cat\#. H6909 |
| Pen/Strep | 100 x | 5 mL | 1 x | PAA Laboratories, Cat\#. P11-010 |

### 3.5.5 HK-2 culture, splitting procedure and growth medium supplements

Cells were cultured for routine purposes in $75 \mathrm{~cm}^{2}$ cell culture flasks (Greiner, CellStar, Cat\#: 658175 ) with 12 mL medium (Table 12) at $37{ }^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$. Confluent monolayers were washed in $5 \mathrm{~mL} \mathrm{Ca}^{2+}$ and $\mathrm{Mg}^{2+}$ free PBS and cells were trypsinized with 1.5 mL Trypsin / EDTA (Sigma, Trypsin - EDTA (1x) Cat\# T3924) at $37{ }^{\circ} \mathrm{C}$ for 5-8 min, with regular checking for monolayer disassociation. After cells were trypsinized, 10 mL culture medium was added, and the cell suspension was centrifuged for 5 min at approx. $1200 \mathrm{rpm}(220 \mathrm{xg})$. The supernatant was discarded, and the cell pellet was resuspended in 12 mL growth medium. For routine culture the cells were split 1:4 in 12 mL growth medium (Table 12) per $75 \mathrm{~cm}^{2}$ flask. Cells were discarded after 20-25 rounds of splitting (until passage 60).

Table 12
Growth medium supplements for HK-2 cells

| HK-2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Medium | DMEM/F12 (1:1) $500 \mathrm{~mL} ; 1.2 \mathrm{~g} / \mathrm{L} \mathrm{NaHCO}_{3}$; Pan-biotech, Cat. No. P04-41450 |  |  |  |
| Supplements <br> (for $\mathbf{5 0 0} \mathbf{~ m L}$ ) | Stock solution | Volume added | Final concentration | Supplier \& Cat\#. |
| FBS | 100 x | 50 mL | 10 \% | Merck Millipore; S0615; Lot\#0865C |
| L-Glutamine | 100 x | 5 mL | 2 mM | PAA Laboratories, Cat\#. M11-004 |
| Pen/Strep | 100 x | 5 mL | 1 x | PAA Laboratories, Cat\#. P11-010 |

### 3.5.6 CaCo-2 culture, splitting procedure and growth medium supplements

$\mathrm{CaCo}-2$ cells were cultured using 12 mL culture medium in $75 \mathrm{~cm}^{2}$ cell culture flasks (Greiner, CellStar, Cat\#: 658175) at $37^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$. Once a week the confluent cell layer was washed with $5 \mathrm{mLCa}^{2+}$ and $\mathrm{Mg}^{2+}$ free PBS and the cells were trypsinized with 1.5 mL trypsin / EDTA (Sigma, Trypsin - EDTA (1x) Cat\# T3924) at $37^{\circ} \mathrm{C}$ for $5-8$ min. After incubation with trypsin, 10 mL culture medium was added, and the cell suspension was centrifuged at 1200 rpm ( 220 x g) for 5 minutes. Afterwards the supernatant was aspirated, and the cell pellet was resuspended with 12 mL fresh culture medium. Cells were split for routine culture $1: 10$ in 12 mL growth medium per $75 \mathrm{~cm}^{2}$ flask and discarded after $20-25$ rounds of splitting (until passage 60 ).

Table 13
Growth medium supplements for $\mathbf{C a C o - 2}$ cells

## CaCo-2

| Medium | DMEM with $4.5 \mathrm{~g} / \mathrm{L}$ glucose (high glucose) $\mathbf{5 0 0} \mathrm{mL} ; \mathbf{1 . 5 \mathrm { g } / \mathrm { L } \text { sodium }}$ bicarbonate <br> Pan-biotech, Cat. No. P04-03500 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Supplements <br> (for $\mathbf{5 0 0} \mathbf{~ m L}$ ) | Stock solution | Volume added | Final concentration | Supplier \& Cat\#. |
| FBS | 100 x | 100 mL | 20 \% | Merck Millipore; S0615; Lot\#0865C |
| GlutaMAX ${ }^{\circledR}$ | 100 x | 5 mL | $10 \mathrm{ng} / \mathrm{mL}$ | Thermo Fischer Cat\#. 35050038 |
| Pen/Strep | 100 x | 5 mL | 1 x | PAA Laboratories, Cat\#. P11-010 |
| Non-Essential Amino Acids (NEAA or MEM) | 100 x | 5 mL | 1 x | Thermo Fischer; Gibco; Cat\#. 11140035 |
| Na-Pyruvate | 100 x | 5 mL | 1 x | Thermo Fischer Cat\#. 11360070 |

### 3.6 In vitro assays relevant for the AOP - Receptor-mediated endocytosis and lysosomal overload

### 3.6.1 Immunocytochemistry staining (ICC) of LAMP-1/2 protein - assay for KE1 - Disturbance of lysosomal function ${ }^{1}$

### 3.6.1.1 Cell seeding and treatment

For fluorescence staining of lysosomal membrane protein $1 / 2$ (LAMP-1/2), cells were seeded at a density of 140 cells per $\mu \mathrm{L}$ in $300 \mu \mathrm{~L}$ growth medium per chamber on an 8 -well chamber slide $\left(\right.$ Ibidi $^{\circledR}$ ) and were allowed to grow for 48 h (NRK-52E) or 10 d (RPTEC/TERT1), respectively. Before treatment, stock solutions $(1000 \mu \mathrm{M})$ of test compounds dissolved in growth medium were freshly prepared and serial dilutions were made before each experiment (1000 $\mu \mathrm{M} ; 500 \mu \mathrm{M} ; 250 \mu \mathrm{M} ; 62.5 \mu \mathrm{M} ; 31.25 \mu \mathrm{M} ; 15.6 \mu \mathrm{M} ; 7.8 \mu \mathrm{M})$. The supernatant was aspirated, and $300 \mu \mathrm{~L}$ compound solution, respectively growth medium for controls, were added to the cells. Cells were treated for 24 h .

### 3.6.1.2 LAMP-1/2 staining and measuring of lysosomal disturbance

After exposure, cells were washed twice with $150 \mu \mathrm{~L}$ PBS and fixed with $150 \mu \mathrm{~L} 4 \%$ paraformaldehyde in $1 \times$ PBS for 10 min at room temperature (RT). After fixation, cells were washed 10 min with $150 \mu \mathrm{~L} 1 \times$ PBS on an orbital shaker followed by permeabilization with $150 \mu \mathrm{~L} 0.2 \%$ Triton X-100 in $1 \times$ PBS for 5 min at RT on an orbital shaker. The permeabilized cells were washed twice with $1 \times$ PBS $(150 \mu \mathrm{~L})$ for 10 min at RT on an orbital shaker and then
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incubated with $150 \mu \mathrm{~L} 5 \%$ BSA dissolved in $1 \times$ PBS for 1 h at RT to block unspecific binding sides. After blocking, the BSA solution was aspirated and $100 \mu \mathrm{~L}$ primary antibody diluted 1:100 in $1 \%$ BSA in $1 \times$ PBS were directly pipetted onto the cells. Cells were incubated overnight at $4{ }^{\circ} \mathrm{C}$ (NRK-52E: Anti-LAMP-1 monoclonal mouse antibody (Santa Cruz; sc-20011); RPTEC/TERT1: Anti-LAMP-2 monoclonal mouse antibody (Santa Cruz; sc-18822)). After incubation with primary antibody, cells were washed three times for 15 min with $0.2 \%$ Tween in $1 \times$ PBS $(150 \mu \mathrm{~L})$ on an orbital shaker. Tween solution was aspirated, and cells were incubated for 1 h at RT with $100 \mu \mathrm{~L}$ fluorescent dye-conjugated mouse IgG kappa binding protein (1:50) (m-IgGк BP-CFL 488; Santa Cruz, sc-516176). After incubation the cells were washed three times for 15 min with $0.2 \%$ Tween in $1 \times$ PBS on an orbital shaker and once with $150 \mu \mathrm{~L}$ sterile water. To stain the cytoskeleton, phalloidin-tetramethylrhodamine B isothiocyanate (phalloidin-TRITC) was diluted in $100 \%$ methanol to a stock concentration of $0.1 \mathrm{mg} / \mathrm{mL}$ and further diluted in $1 \times$ PBS to a working concentration of $0.095 \mu \mathrm{M}$. After cells were washed once with $1 \times$ PBS for 10 min at RT $150 \mu \mathrm{~L}$ phalloidin-TRITC working solution was added and the cells were incubated on an orbital shaker at RT for 60-90 min. After incubation phalloidinTRITC solution was aspirated and the cells were washed once with $1 \times$ PBS. The chamber slides were allowed to dry for 15 min at RT. To preserve fluorescence $50-100 \mu \mathrm{~L}$ DAPI mounting medium (Vectashield ${ }^{\circledR}$ ) were added to the cells. The chamber slides were stored at 4 ${ }^{\circ} \mathrm{C}$ in the dark until image acquisition.

Images were taken with a TCS SP5 II confocal microscope with an HCX PL APO lambda blue $63.0 \times 1.40$ OIL UV objective (Leica Microsystems, Wetzlar, GER) ( $\mathrm{n}=10$ cells/group). Maximum excitation (Ex) and emission (Em) wavelengths used for individual fluorochromes are shown in Table 14.

Table 14
Fluorochromes with maximal excitation ( $\lambda_{\mathrm{ex}}$ ) and emission ( $\lambda_{\mathrm{em}}$ ) wavelength used for immunocytochemistry staining

| Dye | $\boldsymbol{\lambda}_{\mathrm{ex}}$ | $\boldsymbol{\lambda}_{\mathrm{em}}$ |
| :---: | :---: | :---: |
| Vectashield $^{\circledR}$ Antifade mounting medium with DAPI | 360 nm | 460 nm |
| Fluorescent dye-conjugated mouse IgG kappa binding protein <br> (m-IgGк BP-CFL 488) | 490 nm | 525 nm |
| Phalloidin-tetramethylrhodamine B isothiocyanate | 545 nm | 573 nm |

Before quantification, images were blinded and randomized. Quantification of fluorescence intensity was performed using NIH ImageJ ${ }^{\circledR}$ software. Using profile plots a two-dimensional graph of the intensity of pixels along a line was displayed. While the x -axis represents distance in pixels, the $y$-axis shows the pixel intensity. The mean values of the determined intensities were automatically calculated by the software and presented in a data sheet. Each assay was performed in three independent experiments carried out in triplicates.

### 3.6.2 Immunocytochemistry staining (ICC) of cathepsin $D$-a putative endpoint for KE2 (disruption of lysosomes) ${ }^{2}$

### 3.6.2.1 Cell seeding and treatment

To measure lysosomal membrane permeabilization (LMP) and cathepsin D release into the cytosol, cells were seeded at a density of 140 cells per $\mu \mathrm{L}$ in $300 \mu \mathrm{~L}$ growth medium per chamber on 8 -well chamber slides $\left(\right.$ (bidi $\left.^{\circledR}\right)$ and were allowed to grow for $48 \mathrm{~h}($ NRK-52E) or 10 d (RPTEC/TERT1) respectively. Stock solutions ( $1000 \mu \mathrm{M}$ ) of test compounds dissolved in growth medium were freshly prepared and serial dilution were made before each experiment ( $1000 \mu \mathrm{M} ; 500 \mu \mathrm{M} ; 250 \mu \mathrm{M} ; 62.5 \mu \mathrm{M} ; 31.25 \mu \mathrm{M} ; 15.6 \mu \mathrm{M} ; 7.8 \mu \mathrm{M}$ ). Growth medium was aspirated before treatment and the cells were exposed for 24 h to the freshly prepared compound solutions ( $300 \mu \mathrm{~L}$ ) for 24 h .

### 3.6.2.2 Cathepsin D staining and analysis of lysosomal membrane permeabilization

After treatment time, cells were washed twice with PBS ( $150 \mu \mathrm{~L}$ ) and fixed with $150 \mu \mathrm{~L}$ of a 4 \% para-formaldehyde solution dissolved in $1 \times$ PBS for 10 min at RT. Fixed cells were then washed with $150 \mu \mathrm{~L} 1 \times$ PBS for 10 min followed by a 5 min permeabilization with $150 \mu \mathrm{~L}$ of a 0.2 \% Triton X-100 solution at RT. The permeabilized cells were washed twice with $1 \times$ PBS $(150 \mu \mathrm{~L})$ for 10 min at RT on an orbital shaker and then incubated with $150 \mu \mathrm{~L} 5 \%$ BSA dissolved in $1 \times$ PBS for 1 h at RT to block unspecific binding sides. The BSA solution was aspirated and $100 \mu \mathrm{~L}$ primary antibody diluted $1: 100$ in $1 \%$ BSA in $1 \times$ PBS were pipetted
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onto the cells and incubated at $4^{\circ} \mathrm{C}$ overnight. Primary antibodies used to stain cathepsin D were anti-Cathepsin D mouse monoclonal IgG kappa antibody (Santa Cruz; sc-377124) for NRK-52E cells and anti-Cathepsin D mouse monoclonal IgG2b kappa (Novus Biologicals; NBP1-04278) for RPTEC/TERT1 cells. The solution was aspirated, and cells were incubated for 1 h at RT with $100 \mu \mathrm{~L}$ fluorescent dye-conjugated mouse IgG kappa binding protein (1:50) (m-IgGк BP-CFL 488; Santa Cruz, sc-516176). The cells were washed three times for 15 min each with a $0.2 \%$ Tween solution followed by a further washing step with $150 \mu \mathrm{~L}$ sterile water. To stain the cytoskeleton, phalloidin-TRITC was diluted in $100 \%$ methanol to a stock concentration of $0.1 \mathrm{mg} / \mathrm{mL}$ and further diluted in $1 \times$ PBS to a working concentration of $0.095 \mu \mathrm{M}$. Cells were incubated with $150 \mu \mathrm{~L}$ phalloidin-TRITC working solution on an orbital shaker at RT for $60-90 \mathrm{~min}$. Phalloidin-TRITC solution was aspirated and cells were washed with 1 x PBS and the chamber slides were allowed to dry for 15 min at RT. To preserve fluorescence 50 $-100 \mu \mathrm{~L}$ DAPI mounting medium (Vectashield ${ }^{\circledR}$ ) were added to the cells and chamber slides were stored at $4{ }^{\circ} \mathrm{C}$ in the dark until image acquisition.

Images were taken with a TCS SP5 II confocal microscope (Leica Microsystems) and an HCX PL APO lambda blue $63.0 \times 1.40$ OIL UV objective ( $\mathrm{n}=10$ cells/group). Maximum excitation (Ex) and emission (Em) wavelengths used for individual fluorochromes are given in Table 14. Before quantification, images were blinded and randomized. Quantification of fluorescence intensity was performed using NIH Image ${ }^{\circledR}$ software. Using profile plots a two-dimensional graph of the intensity of pixels along a line was displayed. While the x -axis represents distance in pixels, the y-axis shows the pixel intensity and mean values of the determined intensities were automatically calculated by the software and presented in a data sheet. Each assay was performed in three independent experiments carried out in triplicates.

In untreated cells, intralysosomal localization of Cathepsin D is evident by an intense punctual staining throughout the cytoplasm. Upon lysosomal leakage or rupture, the staining of cathepsin D becomes more diffuse throughout the cytoplasm.

### 3.7 In vitro assays relevant for the AOP - Inhibition of mt-DNA polymerase- $\gamma$

### 3.7.1 Determination of mtDNA copy number via qPCR - assay for KE1 - Depletion of $m t D N A$

### 3.7.1.1 Cell treatment and isolation of DNA

Cells were seeded in a 12 well plate at a density of 120,000 cells per well in $1000 \mu \mathrm{~L}$ growth medium. NRK-52E cells were allowed to grow for 48 h until they reached $100 \%$ confluence. RPTEC/TERT1 cells were allowed to grow for 10 d until they reached $100 \%$ confluence with medium change after 5 days. In initial concentration-range experiments, the followed concentration ranges were determined in NRK-52E and RPTEC/TERT1 cells after 24 h treatment and in RPTEC/TERT1 cells after 14 d treatment (Table 15, Table 16, Table 17) in order to analyse effects on mitochondria without causing overt cytotoxicity. The supernatant was aspirated, and test compounds dissolved in growth medium were added directly to the cells. For short term experiments, cells were treated for 24 h . For long term exposure experiments, compounds were freshly dissolved in growth medium and added to the cells every 24 h for 14 d .

Table 15
Treatment concentrations for mtDNA copy number experiments in NRK-52E (24 h)

| Compound | Concentration $[\boldsymbol{\mu} \boldsymbol{M}]$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adefovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
| ADV | 500 | 250 | 62.5 | 15.6 | 0 | - |
| Cidofovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
| ddC | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
| TDF | 1000 | 250 | 62.5 | 15.6 | 0 | - |
| Tenofovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |

Table 16
Treatment concentrations for mtDNA copy number experiments in RPTEC/TERT1 (24 h)

| Compound | Concentration $[\boldsymbol{\mu} \boldsymbol{M}]$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adefovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
| ADV | 500 | 250 | 62.5 | 15.6 | 0 | - |
| Cidofovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
| ddC | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
| TDF | 1000 | 250 | 62.5 | 15.6 | 0 | - |
| Tenofovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |

Table 17
Treatment concentrations for mtDNA copy number experiments in RPTEC/TERT1 (14 d)

| Compound | Concentration $[\boldsymbol{\mu M}]$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adefovir | 250 | 62.5 | 15.6 | 3.9 | 0.98 | 0 |
| ADV | 15.6 | 3.9 | 0.98 | 0.24 | 0.06 | 0 |
| Cidofovir | 125 | 62.5 | 15.6 | 3.9 | 0.98 | 0 |
| ddC | 250 | 62.5 | 15.6 | 3.9 | 0.98 | 0 |
| TDF | 62.5 | 15.6 | 3.9 | 0.98 | 0.24 | 0 |
| Tenofovir | 2000 | 1000 | 250 | 62.5 | 15.6 | 0 |
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After treatment the supernatant were aspirated, and the cells were washed with $1 \times$ PBS followed by trypsination with $200 \mu \mathrm{~L}$ trypsin at $37^{\circ} \mathrm{C}$ for $5-10 \mathrm{~min}$ until the cells were detached. Detached cells were resuspended in $1000 \mu \mathrm{~L} 1 \times \mathrm{PBS}$ and quantitatively transferred to 1.5 mL PCR-graded tubes (Eppendorf AG). For DNA isolation the QIAamp ${ }^{\circledR}$ DNA mini Kit (Qiagen N.V.) was used according to the manufacturer's instructions. Briefly, cells were centrifuged for 5 min at 330 xg . The supernatant was carefully aspirated, and the cell pellet was resuspended in $200 \mu \mathrm{~L} 1 \times$ PBS. To the cell suspension, $20 \mu \mathrm{~L}$ proteinase $\mathrm{K}, 4 \mu \mathrm{~L}$ RNase A and $200 \mu \mathrm{~L}$ buffer AL (Qiagen N.V.) were added and vortexed for 15 sec . followed by 10 min incubation at $56^{\circ} \mathrm{C}$ in a heat block. After incubation $200 \mu \mathrm{~L}$ ethanol ( $100 \%$ ) was added and vortexed for 15 sec . The cell lysate was quantitively transferred to a QIAamp ${ }^{\circledR}$ column and centrifuged for 1 min at RT at $\sim 5000 \mathrm{xg}$. The flow-through was discarded and the column was washed with $500 \mu \mathrm{~L}$ buffer AW1 and centrifuged for 1 min at RT at $\sim 5000 \mathrm{x} \mathrm{g}$ followed by a second washing step with $500 \mu \mathrm{~L}$ AW2 buffer and centrifugation at maximum speed for 3 min and discarding the flow-through. The column containing complete DNA was placed onto a new 1.5 mL PCRgraded tube (Eppendorf AG) and $100 \mu \mathrm{~L}$ elution buffer was pipetted directly onto the filter membrane. After an incubation time of 1 min at RT the QIAamp column was centrifuged for 1 $\min$. at $\sim 5000 \mathrm{xg}$ and the eluate was placed on ice. The amount of isolated DNA was quantified using a NanoDrop device (Thermo Fisher Scientific ${ }^{\mathrm{TM}}$ ) by measuring the absorbance at 260 nm ( $\mathrm{A}_{260}$ ). Each assay was performed in three independent experiments carried out in triplicates.

### 3.7.1.2 Quantification of mtDNA copy number via quantitative real-time RT-PCR

To determine mtDNA copy number, quantitative real-time RT-PCR was performed using the Real-Time PCR system LightCycler ${ }^{\circledR} 480$ (Roche), LightCycler ${ }^{\circledR} 480$ SYBR Green I Master (Roche) and LightCycler ${ }^{\circledR}$ Multiwell Plates 96. Preliminary experiments showed a constant primer amplification efficiency at $5 \mu \mathrm{M}$ primer concentration. For PCR reactions, $25 \mu \mathrm{~L}$ master mix per well were used (Table 18).

Table 18
Master mix per well for one PCR reaction with components and reaction mix volume

| Components | Volume for 1 reaction [ $\mu \mathrm{L}$ ] |
| :---: | :---: |
| $\begin{gathered} \text { LightCycler }^{\circledR} 480 \text { SYBR Green I } \\ \text { Master } \end{gathered}$ | 12.5 |
| Primer forward ( $5 \mu \mathrm{M}$ ) | 1 |
| Primer reverse ( $5 \mu \mathrm{M}$ ) | 1 |
| Nuclease free water | 8.5 |
| DNA probe ( $3 \mathrm{ng} / \mu \mathrm{L}$ ) | 2 |

The 96 -well PCR plate was covered with a sealing foil and centrifuged for 2 min at 4000 xg . The cycling conditions for the LightCycler ${ }^{\circledR}$ are listed in Table 19.

Table 19
Quantitative real-time RT-PCR run program used for quantification of mtDNA copy number

|  | Temperature | Time | Cycles |
| :---: | :---: | :---: | :---: |
| Heating | $50^{\circ} \mathrm{C}$ | 2 min | 1 |
| Initialization | $95^{\circ} \mathrm{C}$ | 10 min | 1 |
| Denaturation | $95^{\circ} \mathrm{C}$ | 15 sec |  |
| Primer hybridization <br> and elongation | $60^{\circ} \mathrm{C}$ (rat primer) <br> $62^{\circ} \mathrm{C}$ (human primer) | 1 min | 40 |
| Melting curve analysis |  |  |  |

At the end of the program, the LightCycler ${ }^{\circledR}$ software was used to generate melting curves of the PCR products to ensure the specificity of the amplicons. Quantifications were performed in duplicates and all samples were normalized to housekeeping genes (rat: Actb; human: B2M). The change in mtDNA copy number in relation to control samples were calculated using the $\Delta \Delta \mathrm{C}_{\mathrm{T}}$ method. Mean values were calculated from cycle threshold $\left(\mathrm{C}_{\mathrm{T}}\right)$ mtDNA respectively nucDNA from duplicates and relative quantification (mtDNA relative to nucDNA) were calculated as described follow:

$$
\begin{gathered}
\Delta C_{T}(\text { control })=C_{T} m t D N A(\text { control })-C_{T} \text { nucDNA }(\text { control }) \\
\Delta C_{T}(\text { sample })=C_{T} m t D N A(\text { sample })-C_{T} \text { nucDNA }(\text { sample }) \\
\Delta \Delta C_{T}=\Delta C_{T}(\text { sample })-\Delta C_{T}(\text { control }) \\
\text { relative mtDNA copy number }=2^{-\Delta \Delta C_{T}}
\end{gathered}
$$

Calculated $2^{-\Delta \Delta C_{T}}$ values correspond to the ratio of the mitochondrial DNA copy number to the copy number of nuclear DNA. Significance analysis of mtDNA copy number in treated samples was evaluated performing a one-way ANOVA followed by Dunnett's test using GraphPad Prism 5.01 software. Each assay was performed in three independent experiments carried out in triplicates.

### 3.7.2 Determination of mitochondrial toxicity via MitoTracker ${ }^{\text {TM }}$ - a putative in vitro endpoint for KE2 (dysfunction of mitochondrial) ${ }^{3}$

To determine mitochondrial toxicity, the MitoTracker ${ }^{\mathrm{TM}}$ assay (Thermo) was used. This assay, in combination with the MitoTracker Red CMXRos dye (Thermo) allows to stain intact mitochondria in living cells that possess a membrane potential. Hence, a lower membrane potential in the mitochondria means less accumulation of the dye in mitochondria. Staining in mitochondria is proportional to mitochondrial toxicity and this staining can be measured by automated image analysis using an Opera ${ }^{\circledR}$ System (PerkinElmer Inc., MA, USA). A known substance that decreases the membrane potential in mitochondria is valinomycin, which was used as a positive control in this assay (Moraes et al., 2019). Therefore, cells were seeded on a CellCarrier ${ }^{\text {TM }} 384$ TC plate (PerkinElmer Inc. MA, USA) at a concentration of 75,000 cells per mL and $20 \mu \mathrm{~L}$ of the cell suspension was added to each well. After seeding cells were incubated for 36 h at 37 ${ }^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$. Stock solutions for each tested compound ( $2000 \mu \mathrm{M}$ ) were prepared in water and serial dilutions (1:1) were made before each experiment. After cells reached confluence 10 $\mu \mathrm{L}$ dissolved test compounds were added to each well, resulting in a final volume of $30 \mu \mathrm{~L}$. Cells were incubated for 24 h . After treatment $10 \mu \mathrm{~L}$ of a 200 nM solution of MitoTracker ${ }^{\circledR}$ Red CMXRos (final concentration 50 nM ) diluted in prewarmed growth medium was added to each well and the cells were incubated for additional 45 min at $37{ }^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$. MitoTracker ${ }^{\circledR}$ Red CMXRos uptake was measured using an Opera ${ }^{\circledR}$ System (PerkinElmer Inc., MA, USA) with the settings shown in Table 20. The 561 nm laser was switched on 15 min before
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Table 20
Opera ${ }^{\circledR}$ System settings used for the measurement of the MitoTracker ${ }^{\circledR}$ Red CMXRos uptake

| Slider name | Filter name | Time [ms] |
| :---: | :---: | :---: |
| Camera 1 | $450 / 50$ | Inactive |
| Camera 2 | $600 / 40$ | 80 |
| Camera 3 | $690 / 50$ | Inactive |
| Detect Dichroic Mirror | 568 | $\mathrm{n} / \mathrm{a}$ |
| Primary Dichroic Mirror | $405 / 561 / 635$ | $\mathrm{n} / \mathrm{a}$ |
| UV Excitation | 425 | $\mathrm{n} / \mathrm{a}$ |
| UV Emission | 475 | $\mathrm{n} / \mathrm{a}$ |
| UV Bandpass | $450 / 50$ | $\mathrm{n} / \mathrm{a}$ |

To facilitate automated image analysis, a layout containing the compound area as well as a valinomycin control (positive compound) in row 23 and the water control area in well 24 was created and stored. A sub-layout of 5 evenly dispersed fields per well was created and stored. The settings including a measurement height of $1 \mu \mathrm{~m}$ were stored in an exposure file format. The obtained images were transferred to the file server and uploaded into Columbus ${ }^{\text {TM }}$ 2.4.0 (PerkinElmer Inc., MA, USA) using the build-in helper function. Analysis was performed using the 'MT-analysis-17072014' protocol available within Columbus ${ }^{\text {TM }}$ 2.4.0 (PerkinElmer Inc., MA, USA). Results were exported and analyzed in ABase (ID Business Solution Limited., Guildford, GB).

### 3.8 In vitro cytotoxicity assay relevant for the AOP - Receptor-mediated endocytosis and lysosomal overload \& for the AOP - Inhibition of mt-DNA polymerase- $\gamma$

### 3.8.1 CellTiter-Glo ${ }^{\circledR}$ cell viability assay - assay for KE3 Cytotoxicity of renal tubule cells

The CellTiter-Glo ${ }^{\circledR}$ reagent contains the benzothiazole luciferin and an enzyme called luciferase. In the case of the CellTiter-Glo ${ }^{\circledR}$ assay, the enzyme is a special recombinant luciferase that is thermostable and enables the luminescence signal to be maintained for more than five hours. The luminescence signal that can be measured with this assay is proportional to the amount of ATP present in the cells, which is directly proportional to the number of living cells. Luminescence is based on a luciferase-catalyzed reaction of the ATP with luciferin and molecular oxygen. In the presence of $\mathrm{Mg}^{2+}$, the luciferin is oxidatively decarboxylated to oxyluciferin.

For cytotoxicity assays cells were plated into 96 -well tissue culture plates ( 10,000 cells per well) in $100 \mu \mathrm{~L}$ medium and were allowed to grow for 48 h (NRK-52E) respectively 10 d (RPTEC/TERT1). Stock solutions for each compound $(2000 \mu \mathrm{M})$ were prepared in growth medium and serial dilutions (1:1) were made before each experiment. After cells reached confluence, the growth medium was aspirated and $100 \mu \mathrm{~L}$ of treatment solution were added for 24 h . After treatment time cell viability was measured using CellTiter-Glo ${ }^{\circledR}$ assay (Promega).

CellTiter-Glo ${ }^{\circledR}$ reagents and buffer were mixed under light-protected conditions and $100 \mu \mathrm{~L}$ CellTiter-Glo ${ }^{\circledR}$ solution was added directly to each well, followed by 2 min incubation on an orbital shaker and 10 min incubation at RT in the dark to stabilize the luminescence signal. The suspension was mixed via pipetting and $50 \mu \mathrm{~L}$ of each well were transferred into the corre-
sponding well of a white 96 -well plates (PerkinElmer Inc.). The luminescence signal was measured on a multiplate reader (Mithras LB 940; Berthold Tech.). Each assay was performed in three independent experiments carried out in triplicates.

### 3.9 Determination of intracellular compound accumulation of polymyxin B and colistin via LC-MS/MS

### 3.9.1 Treatment, preparation of cell sample and samples to measure plastic adsorption

 NRK-52E and RPTEC/TERT1 cells were seeded in 12-well plates ( 1 mL cell suspension per well contains 120,000 cells) and were allowed to grow for 48 h (NRK-52E) or 10 d (RPTEC/TERT1) until they reached $100 \%$ confluence. After cells achieved $100 \%$ confluence, the supernatant was aspirated, and the cells were washed twice with $1 \times$ PBS. Due to the hydrophilic character of polymyxin B and colistin, the compounds were dissolved in cell culture medium reaching a final concentration of $34 \mu \mathrm{M}$. To support kinetic modeling, both cell lines were additionally treated with $62.5 \mu \mathrm{M}$ and $125 \mu \mathrm{M}$ polymyxin B , respectively. The cells were treated with test compounds for $1-2 \mathrm{~min}, 1 \mathrm{~h}, 3 \mathrm{~h}, 6 \mathrm{~h}$, and 24 h . In addition, recovery samples were prepared by replacing the treatment solution with growth medium after 24 h treatment with test compounds and further incubation with growth medium for 24 h . Following compound treatment respectively incubation with growth medium, the supernatant was aspirated, and cells were washed three times with $1 \times$ PBS to remove any residual extracellular test compounds. The remaining cells were trypsinized by adding $200 \mu \mathrm{~L}$ of trypsin and incubated for $5-8 \mathrm{~min}$. After incubation with trypsin, detached cells were washed with $1000 \mu \mathrm{~L} 1 \times$ PBS and the cells were transferred to LoBind ${ }^{\text {TM }}$ tubes (Eppendorf). Cell count was determined using a FuchsRosenthal counting chamber (Hartenstein). Cells were centrifuged for 5 min at $4^{\circ} \mathrm{C}$ at 10.000
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rpm and the supernatant was aspirated. Cells were resuspended in $1000 \mu \mathrm{~L} 1 \times \mathrm{PBS}$ and centrifuged for 5 min at $4^{\circ} \mathrm{C}$ at 10.000 rpm . After centrifugation the supernatant was aspirated, and the cell pellet was resuspended in $250 \mu \mathrm{~L}$ ammonium acetate buffer $(10 \mathrm{mM})$ and $250 \mu \mathrm{~L}$ of 30 $\%$ methanol with $1 \%$ acetic acid containing colistin as an internal standard (for polymyxin B determination) respectively polymyxin B as an internal standard (for colistin determination). Cells were sonicated for 10 min and centrifuged for 5 min at $4^{\circ} \mathrm{C}$ at 14.000 rpm . The supernatant was transferred quantitatively into new LoBind ${ }^{\mathrm{TM}}$ tubes (Eppendorf) and dried in a centrifugal vacuum concentrator for $2-3 \mathrm{~h}$. All samples were stored at $-20^{\circ} \mathrm{C}$ until solid phase extraction (SPE) purification and LC-MS/MS analysis. To measure compound plastic binding, the empty 12 well plates were washed with 1.5 mL acetonitrile on an orbital shaker for 2 h , the supernatant was collected, and compound concentrations were measured via LC-MS/MS.

### 3.9.2 Solid phase extraction (SPE) purification

For sample purification via solid phase extraction, SPE cartridges Strata-X $33 \mu \mathrm{~m}$ polymeric reversed phase, $10 \mathrm{mg} / 1 \mathrm{~mL}$ (Phenomenex) were used. In the conditioning step the cartridges were rinsed with $200 \mu \mathrm{~L}$ methanol ( $100 \%$ ) and subsequently with $200 \mu \mathrm{~L} \mathrm{ddH}_{2} \mathrm{O}$ to activate the sorbent bed. The dried samples were dissolved in $200 \mu \mathrm{~L} 1 \%$ acetic acid and transferred onto the SPE cartridge. The SPE cartridge was rinsed once with $200 \mu \mathrm{~L} 1 \%$ acetic acid. Impurities were removed by rinsing the cartridge once with $200 \mu \mathrm{~L} 10 \%$ methanol. A fresh LoBind ${ }^{\mathrm{TM}}$ tube (Eppendorf) was placed under the SPE cartridge to eluate the sample by rinsing twice with $200 \mu \mathrm{~L} 90 \%$ methanol containing $1 \%$ acetic acid. The samples were dried in a centrifugal vacuum concentrator for $2-3 \mathrm{~h}$. All samples were stored at $-20^{\circ} \mathrm{C}$ until LC-MS/MS analysis.

### 3.9.3 Analysis of intracellular polymyxin concentrations by mass spectrometry coupled with liquid chromatography

A triple quadrupole mass spectrometer coupled to a Turbo-Ion ${ }^{\circledR}$ Spray source (Qtrap ${ }^{\circledR}$ API 2000, AB Sciex Instruments, Darmstadt, GER) was used for analyses. The mass spectrometer was equipped with an Agilent 1100 HPLC system consisting a binary pump system, a vacuum degasser and an autosampler (Agilent 1100). Chromatographic separation was performed at 40 ${ }^{\circ} \mathrm{C}$ with a column oven (Knauer, Berlin, GER) on a Synergi Hydro-RP column (2 mm x 150 $\mathrm{mm}, 4 \mu \mathrm{~m}, 80 \AA$; Phenomenex, Aschaffenburg, GER) coupled to a precolumn (SecurityGuard ${ }^{\text {TM }}$ Cartridges, AQ C18 $4 \times 2.0 \mathrm{~mm}$ ) using a binary step gradient at a flow rate of $0.2 \mathrm{~mL} / \mathrm{min}$ with the following gradient: $0 \min 100 \% \mathrm{~A}, 15 \mathrm{~min} 0 \% \mathrm{~A}, 20 \min 0 \% \mathrm{~A}, 21 \min 100 \% \mathrm{~A}$, and 30 $\min 100 \% \mathrm{~A}$. The mobile phase consisted of $3 \%$ acetonitrile containing $1 \%$ acetic acid (solvent A) and $97 \%$ acetonitrile containing $1 \%$ acetic acid (solvent B). The injection volume was set to $10 \mu \mathrm{~L}$ and total analysis time was 30 min . Following chromatographic separation, multiple ion monitoring was used to detect the triply charged, twice charged, and single charged ions. Parameter settings for multiple reaction monitoring (MRM) detection including mass transitions for polymyxin B1 / B2 and colistin A / B (triply, twice and single charged ions), declustering potential (DP), entrance potential (EP), collision entrance potential (CEP), collision energy (CE), cell exit potential (CXP), and retention time (RT) are listed in Table 21.

Table 21
LC-MS/MS parameters for MRM detection of polymyxin B1, polymyxin B2, colistin A, and colistin B Parameters including transition values for the triply $[\mathrm{M}+3 \mathrm{H}]^{3+}$, twice $[\mathrm{M}+2 \mathrm{H}]^{2+}$ and single $[\mathrm{M}+\mathrm{H}]^{+}$charged ions; declustering potential (DP), entrance potential (EP), collision entrance potential (CEP), collision energy (CE), cell exit potential (CXP), and retention time (RT)

| Charge | Compound | Transition [m/z] | $\begin{aligned} & D P \\ & {[V]} \end{aligned}$ | $\begin{gathered} E P \\ {[V]} \end{gathered}$ | $\begin{gathered} C E P \\ {[V]} \end{gathered}$ | $\begin{gathered} C E \\ {[V]} \end{gathered}$ | $\begin{gathered} C X P \\ {[V]} \end{gathered}$ | $\begin{gathered} R T \\ {[\mathrm{~min}]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[\mathrm{M}+3 \mathrm{H}]^{3+}$ | Colistin A | $386.0 \rightarrow 101.1$ | 31 | 7.5 | 16.21 | 27 | 2 | 11.2 |
|  | Colistin B | $390.7 \rightarrow 101.1$ | 31 | 8 | 16.33 | 27 | 2 | 11.0 |
|  | Polymyxin B2 | $397.3 \rightarrow 101.1$ | 51 | 7 | 16.49 | 29 | 2 | 11.1 |
|  | Polymyxin B1 | $402.1 \rightarrow 101.1$ | 31 | 8 | 16.61 | 27 | 2 | 11.4 |
| $[\mathrm{M}+2 \mathrm{H}]^{2+}$ | Colistin A | $578.6 \rightarrow 101.1$ | 66 | 9 | 21.06 | 53 | 2 | 11.2 |
|  | Colistin B | $585.6 \rightarrow 101.1$ | 66 | 9.5 | 21.24 | 49 | 2 | 11.0 |
|  | Polymyxin B2 | $595.6 \rightarrow 101.1$ | 66 | 12 | 21.49 | 49 | 2 | 11.1 |
|  | Polymyxin B1 | $602.6 \rightarrow 101.1$ | 71 | 9.5 | 21.66 | 47 | 2 | 11.4 |
| $[M+H]^{+}$ | Colistin A | $1156.03 \rightarrow 302.2$ | 151 | 11 | 35.6 | 77 | 4 | 11.2 |
|  | Colistin B | $1170.03 \rightarrow 302.2$ | 151 | 11 | 35.95 | 75 | 4 | 11.0 |
|  | Polymyxin B2 | $1190.05 \rightarrow 302.3$ | 151 | 12 | 36.46 | 79 | 4 | 11.1 |
|  | Polymyxin B1 | $1204.04 \rightarrow 302.2$ | 151 | 11 | 36.81 | 79 | 4 | 11.4 |

### 3.9.4 Total cell volume calculation

To determine the cell volume of NRK-52E and RPTEC/TERT1 cells, a cell culture flask with $70-80 \%$ confluent cell layer was trypsinized with 1.5 mL trypsin / EDTA (Sigma, Trypsin EDTA (1x) Cat\# T3924) at $37{ }^{\circ} \mathrm{C}$ for $5-8$ min until cells detached. Images were taken from rounded cells on an ECLIPSE 55i microscope (Nikon) $(\mathrm{n}=28)$ and the diameter of each cell was measured using NIH ImageJ ${ }^{\circledR}$. Single cell volume was calculated based on the method
described by Zhang et al. (2015) (Zhang et al., 2015), using the mathematical formula for the volume of a sphere where $d$ the diameter of a single cell is:

$$
V_{\text {Sphere }}=\left(\frac{1}{6}\right) * \pi * d^{3}
$$

The volume of each cell was calculated based on this equation and mean values $(\mathrm{n}=28)$ of cell volume were used to calculate total volume of viable cells in the cell samples:

$$
V_{\text {Total cell volume }}=n_{\text {cell number }} * V_{\text {mean cell }}
$$

Intracellular compound concentration was finally calculated by the total amount of polymyxins measured per sample divided by the total volume of viable cells per sample:

$$
c_{\text {compound intracellular }}=\frac{c_{\text {compound in sample }}}{V_{\text {Total cell volume }}}
$$

### 3.10 Determination of aprotinin uptake to assess endocytic activity

Cells were seeded at a density of 140 cells $/ \mu \mathrm{L}$ in $300 \mu \mathrm{~L}$ growth medium per chamber on an 8well chamber slide ( Ibidi $^{\circledR}$ ) and were allowed to grow for 48 h (NRK-52E) or 10 d (RPTEC/TERT1), respectively, until cells reached confluence. A stock solution ( $2 \mathrm{mg} / \mathrm{mL}$ ) of Alexa Fluor 488 labeled aprotinin was diluted in $1 \times$ PBS to a working concentration of 100 $\mu \mathrm{g} / \mathrm{mL}$ and was added to the cells $(300 \mu \mathrm{~L})$. Cells were incubated for 4 h at $37^{\circ} \mathrm{C}$ and $5 \% \mathrm{CO}_{2}$ atmosphere. After incubation the aprotinin solution was aspirated and cells were washed 3 times with $1 \times$ PBS on an orbital shaker followed by fixation with $150 \mu \mathrm{~L} 4 \%$ paraformaldehyde in $1 \times$ PBS for 10 min at RT. Cells were washed 10 min with $150 \mu \mathrm{~L} 1 \times$ PBS on an orbital shaker, and chamber slides were allowed to dry for 15 min at RT. To stain the cell nuclei and to preserve fluorescence $50-100 \mu \mathrm{~L}$ DAPI mounting medium (Vectashield ${ }^{\circledR}$ ) were added to the cells.

Chamber slides were stored at $4{ }^{\circ} \mathrm{C}$ in the dark until image acquisition. Images of intracellular Alexa Fluor 488 labeled aprotinin were taken with a TCS SP5 II confocal microscope with an HCX PL APO lambda blue $63.0 \times 1.40$ OIL UV objective (Leica Microsystems) ( $\mathrm{n}=4$ images per group). Images were quantified using Image ${ }^{\circledR}$. software using profile plots to measure Alexa-488 intensity of control and exposed cells. Fluorescence intensity of Alexa Fluor 488 labeled aprotinin was divided by the number of nuclei per image and results were plotted as mean fluorescence intensity per number of nuclei.

### 3.11 Immunocytochemistry of megalin receptor in NRK-52E and RPTEC/TERT1 cells

NRK-52E and RPTEC/TERT1 cells were seeded on 8-well chamber slides (Ibidi ${ }^{\circledR}$ ) ( 140 cells / $\mu \mathrm{L}$ in $300 \mu \mathrm{~L}$ per chamber) and allowed to grow for 10 d (RPTEC/TERT1) or 48 h (NRK-52E), respectively. Confluent cells were washed twice with $150 \mu \mathrm{~L} 1 \times$ PBS and fixed with $150 \mu \mathrm{~L}$ 4 \% paraformaldehyde solution for 10 min at RT. Following fixation, the cells were washed with $150 \mu \mathrm{~L} 1 \times$ PBS for 10 min and permeabilized with $0.2 \%$ Triton X-100 $(150 \mu \mathrm{~L})$ for 5 min at RT. Primary antibody used for megalin staining (anti-megalin mouse monoclonal $\mathrm{IgG}_{1}$ antibody (Santa Cruz, sc-515772)) was diluted 1:100 in $1 \%$ BSA in $1 \times$ PBS. Cells were incubated overnight at $4{ }^{\circ} \mathrm{C}$ with $100 \mu \mathrm{~L}$ diluted antibody per chamber. Primary antibody solution was aspirated, and cells were incubated for 1 h with $100 \mu \mathrm{~L}$ fluorescent dye-conjugated mouse IgG kappa binding protein (1:50) (m-IgGк BP-CFL 488; Santa Cruz, sc-516176) at RT. The cells were washed three times for 15 min each with a $0.2 \%$ Tween solution followed by a further washing step with $150 \mu \mathrm{~L}$ sterile water. Chamber slides were then allowed to dry for 15 min at RT. To preserve fluorescence and to stain cell nuclei $50-100 \mu \mathrm{~L}$ DAPI mounting medium (Vectashield ${ }^{\circledR}$ ) were added to the cells. Chamber slides were stored at $4{ }^{\circ} \mathrm{C}$ in the dark
until image acquisition. Images were taken with a TCS SP5 II confocal microscope with an HCX PL APO lambda blue $63.0 \times 1.40$ OIL UV objective (Leica Microsystems, Wetzlar, GER). Maximum excitation and emission wavelength for each dye are shown in Table 14.

### 3.12 Megalin and cubilin mRNA expression using TaqMan ${ }^{\text {TM }}$ probes

### 3.12.1 RNA isolation

Total RNA was isolated from NRK-52E, RPTEC/TERT1, HK-2, CaCo-2 cells (cells provided kindly by the working group of Prof. Stopper), and rat kidney tissue using Qiagen RNeasy ${ }^{\circledR}$ Mini kit according to the manufacturer's protocol. $1 \times 10^{6}$ cells or $\leq 30 \mathrm{mg}$ rat kidney were used for RNA isolation. Cells were washed with $1 \times$ PBS and trypsinized for $5-10 \mathrm{~min}$ at $37^{\circ} \mathrm{C}$ until cells were detached. Rat kidney was washed twice with $1 \times$ PBS and transferred to 1.5 mL PCRgraded tubes (Eppendorf AG, Hamburg, GER). Detached cells and rat kidney were resuspended in $350 \mu \mathrm{~L}$ RLT buffer containing $10 \% \beta$-mercaptoethanol. The cells were lysed by vortexing. Kidney tissue was homogenized using a pistil. The kidney lysate was then pipetted onto QIAshredder ${ }^{\circledR}$ spin columns and centrifuged for 2 min at maximum rpm. The kidney eluate and cell lysates were then mixed with $350 \mu \mathrm{~L}$ ethanol, transferred to $\mathrm{RNeasy}{ }^{\circledR}$ spin columns and centrifuged at $10,000 \mathrm{rpm}$ for 15 sec . The eluate was discarded, and the filter was washed with $350 \mu \mathrm{~L}$ RW1 buffer and centrifuged for 15 sec at $10,000 \mathrm{rpm}$. After centrifugation, the eluate was discarded, and $80 \mu \mathrm{~L}$ DNase Mix were added to the filter and incubated at RT for 15 min . The samples were then washed with $350 \mu \mathrm{~L}$ RW1 buffer, centrifuged at $10,000 \mathrm{rpm}$ for 15 sec , and the eluate was discarded. Subsequently, the samples were washed twice with $500 \mu \mathrm{~L}$ RPE buffer each and centrifuged at $10,000 \mathrm{rpm}$ for 15 sec . The eluates were discarded, and the samples were centrifuged for 2 min at $10,000 \mathrm{rpm}$. The spin columns were then transferred to PCR-
graded 1.5 mL Eppendorf tubes. For RNA elution, $30 \mu \mathrm{~L}$ nuclease-free water was pipetted onto the filter, followed by 1 -minute centrifugation at $10,000 \mathrm{rpm}$. The RNA concentration was measured using a NanoDrop ${ }^{\mathrm{TM}}$ and the samples were stored at $-80^{\circ} \mathrm{C}$ for further experiments.

### 3.12.2 cDNA synthesis

Total RNA was converted to cDNA using the First Strand Synthesis Kit ${ }^{\mathrm{TM}}$ (Thermo Scientific $\left.{ }^{\text {TM }}\right)$. From each sample, $1 \mu \mathrm{~g}$ RNA was diluted with nuclease free water in a 0.5 mL tube (Eppendorf AG, Hamburg) to a total volume of $9 \mu \mathrm{~L}$. A volume of $2 \mu \mathrm{~L}$ mastermix 1 containing $1 \mu \mathrm{~L}$ of Oligo $(\mathrm{dT})_{18}$ Primer $(100 \mu \mathrm{M})$ and $1 \mu \mathrm{~L}$ of Random Hexamer Primers ( $100 \mu \mathrm{M}$ ) was added to each sample and centrifuged briefly. The reaction mix was then incubated in a Mastercycler ${ }^{\ominus}$ (Eppendorf AG, Hamburg) for 5 min at $65^{\circ} \mathrm{C}$ followed by a 1-minute incubation period on ice. A second master mix containing 5 x reaction buffer ( $4 \mu \mathrm{~L}$ ), RiboLock ${ }^{\circledR}$ RNase inhibitor $(1 \mu \mathrm{~L})$, dNTP mix $(1 \mu \mathrm{~L})$ and M-MuLV reverse transcriptase $(2 \mu \mathrm{~L})$ was added to the sample, mixed and briefly centrifuged. In addition, an n-RT (non-reverse transcriptase) control was performed by adding RNase-free water instead of reverse transcriptase. The cDNA synthesis was performed using a Mastercycler ${ }^{\odot}$ (Eppendorf AG, Hamburg) and the samples were run with a gradient of 5 min at $25^{\circ} \mathrm{C}, 1 \mathrm{~h}$ at $37^{\circ} \mathrm{C}$ and 5 min at $70^{\circ} \mathrm{C}$. The obtained cDNA samples were stored at $-80^{\circ} \mathrm{C}$ for further experiments.

### 3.12.3 $q$ RT-PCR using TaqMan ${ }^{\text {TM }}$ probes

$\mathrm{TaqMan}^{\mathrm{TM}}$ gene expression assay was performed as described by the manufacturer (Thermo Scientific $^{\text {TM }}$ ). For PCR with TaqMan ${ }^{\text {TM }}$ probes, a cDNA concentration between 1 and 100 ng is recommended by the manufacturer. Previously conducted experiments showed a recommended cDNA concentration of 10 ng which was also used for PCR with TaqMan ${ }^{\mathrm{TM}}$. The measurements
were performed in four technical and three biological replicates. Per sample $4 \mu \mathrm{~L}$ of a $2.5 \mathrm{ng} / \mu \mathrm{L}$ cDNA solution was used and diluted with $10 \mu \mathrm{~L}$ of $\mathrm{TaqMan}{ }^{\mathrm{TM}}$ Gene Expression Master Mix. $^{\text {Mix }}$.

Table 22
Quantitative real-time RT-PCR run program used for TaqMan ${ }^{\mathrm{TM}}$ assay

|  | UNG <br> activation | Polymerase <br> activation | PCR (44 x) |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Denaturation | Annealing / <br> Extension |  |
| Temp. | $50^{\circ} \mathrm{C}$ | $95^{\circ} \mathrm{C}$ | $95^{\circ} \mathrm{C}$ | $60^{\circ} \mathrm{C}$ |
| Time | 2 min | 20 sec | 3 sec | 30 sec |

In addition, $1 \mu \mathrm{~L}$ TaqMan ${ }^{\mathrm{TM}}$ assay probes ( 20 x ) were added, and the mix was brought to a total volume of $20 \mu \mathrm{~L}$ with $5 \mu \mathrm{~L}$ RNase free water. To determine megalin mRNA expression, quantitative real-time RT-PCR was performed using the Real-Time PCR system LightCycler ${ }^{\circledR} 480$ (Roche) and LightCycler ${ }^{\circledR}$ Multiwell Plates 96. The 96 -well PCR plate was covered with a sealing foil and centrifuged for 2 min at 4000 xg . The cycling conditions for the LightCycler ${ }^{\circledR}$ are listed in Table 22.

### 3.13 Preparation of cell and tissue lysates and Western blot analysis of megalin

### 3.13.1 Protein extraction from cells

NRK-52E cells were cultured in 6-well plates ( $1 \times 10^{6}$ cells per well) and washed twice with ice cold $1 \times$ PBS in order to remove culture medium. All subsequent steps were performed on ice. After washing, $100 \mu \mathrm{~L}$ freshly prepared Ripa buffer (Tris $\mathrm{HCl}(50 \mathrm{mM}), \mathrm{NaCl}(150 \mathrm{mM})$, Nonidet P40 (1 \%), Na-desoxycholat ( $0.25 \%$ ), EDTA (1 mM), NaF (100 mM), $\mathrm{Na}_{3} \mathrm{VO}_{4}$ (200
mM ), Protease Inhibitor Cocktail (1:50)) were added to the cells and incubated for 15 min . The cells were then removed from the bottom with a cell scraper and divided into two 1.5 mL Eppendorf tubes. By pipetting up and down, the lysate was carefully mixed and then incubated for 20 min at $4^{\circ} \mathrm{C}$ on an orbital shaker. The samples were then centrifuged for 15 min at 10,000 rpm and $4^{\circ} \mathrm{C}$. The supernatant was then transferred into new Eppendorf tubes followed by protein determination.

### 3.13.2 Protein extraction from tissue

All work steps were carried out on ice. Approximately 5 mg of a rat kidney was transferred to a sterile Eppendorf tube and shock frozen using liquid nitrogen. In the next step, the tissue was lysed with a pestle in $300 \mu \mathrm{~L}$ freshly prepared Ripa buffer. The pestle was then washed twice with $300 \mu \mathrm{~L}$ Ripa buffer each. The samples were then shaken for 2 h at $4^{\circ} \mathrm{C}$ on an orbital shaker. After 2 h incubation, the samples were centrifuged for 20 min at $20,000 \mathrm{rpm}$ and $4^{\circ} \mathrm{C}$ and then put on ice. The supernatant was then transferred to a fresh Eppendorf tube followed by protein determination.

### 3.13.3 Protein determination by DC assay

Protein determination was performed using the DC assay $\left(\mathrm{BioRad}^{\circledR}\right)$. A dilution series was prepared with a BSA stock solution ( $1 \mathrm{mg} / \mathrm{mL}$ ) dissolved in lysis buffer and stored on ice (Table 23). The samples were diluted 1:4 in lysis buffer and $20 \mu \mathrm{~L}$ of the samples respectively the BSA standard were mixed with $100 \mu \mathrm{~L}$ reagent $\mathrm{A}^{\prime}$ and vortexed. Then, $800 \mu \mathrm{~L}$ of reagent B were added to standard and samples. The samples were vortexed and incubated for 15 min at RT. Samples and standard were then transferred into UV/VIS cuvettes and the measurement was performed at 750 nm on a spectrometer (Buck Scientific M-500) in duplicates. The protein
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content of the samples was then calculated using the straight-line equation of the BSA standard curve.

Table 23
BSA dilution series for standard curve

| Concentration BSA <br> $[\boldsymbol{\mu g} / \mathbf{m L}]$ | $\boldsymbol{\mu L} \mathbf{B S A}$ | $\boldsymbol{\mu L}$ Lysis buffer |
| :---: | :---: | :---: |
| 1000 | 80 | 0 |
| 800 | 80 | 20 |
| 600 | 60 | 40 |
| 400 | 40 | 60 |
| 200 | 20 | 80 |
| 0 | 0 | 80 |

### 3.13.4 Gradient SDS polyacrylamide gel electrophoresis and Western blot

Proteins extracted from NRK-52E cells and rat kidney were mixed with Laemmli buffer (6 x) and heated for 10 min at $100^{\circ} \mathrm{C}$ in a heating block. The samples were then separated on a gradient gel (Nippon Genetics Europe, FastGene ${ }^{\circledR}$ PAGE $4-12 \%, 8 \times 10 \mathrm{~cm}$ ) and the gel was run in MOPS buffer (Tris-base 6.06 g , MOPS 10.47 g , EDTA 0.3 g , SDS $1 \mathrm{~g}, 1000 \mathrm{~mL} \mathrm{H}_{2} \mathrm{O}$ ) at $4^{\circ} \mathrm{C}$ for 2 h and 80 V (Hoefer Scientific Instruments SE250). After separation, the proteins were transferred using the wet transfer method ( 3 g TRIS, 14.4 g glycine, $800 \mathrm{~mL} \mathrm{H}_{2} \mathrm{O}, 200$ mL methanol) to a PVDF membrane for 1 h at 100 V and $4^{\circ} \mathrm{C}$. After the transfer the membrane was shaken for 1 h in $5 \%$ milk in TBST (Tris-buffered saline with Tween20) at RT to block non-specific binding sites. The primary antibody was diluted in $5 \%$ milk in TBST (1:1000) and incubated overnight at $4{ }^{\circ} \mathrm{C}$. The membrane was washed 3 times each 15 min with TBST on an orbital shaker. The secondary antibody (anti-mouse IgG HRP-linked antibody; Cell Signaling Technology) was diluted in $5 \%$ in TBST (1:2500) and incubated with the membrane for 1 h at

RT followed by three washing steps for 15 min with TBST. In the process of ECL (enhanced chemiluminescence) detection, primary antibodies bound to specific antigens can be made detectable by chemiluminescence using secondary antibodies coupled with horseradish peroxidase (HRP). The BioRad ${ }^{\circledR}$ Clarity Western ECL substrate was mixed 1:1 (4 mL peroxide solution +4 mL luminol solution) and incubated for 2 min with the PVDF membrane on an orbital shaker. The stained membrane was then detected using a Gel Doc (ImageQuant ${ }^{\text {TM }}$ LAS 4000).

### 3.14 Calculation methods to determine different in vitro points of departure

To obtain a first estimation for risk assessment, several PoDs were calculated from the doseresponse relationships obtained from the applied in vitro assays after treatment with the test substances. Therefore, the most common PoDs $\left(\mathrm{EC}_{10}, \mathrm{EC}_{20}, \mathrm{NOEC}, \mathrm{LOEC}, \mathrm{BMC}_{10}, \mathrm{BMCL}_{10}\right.$, $\mathrm{BMCU}_{10}$ ) as well as a novel approach ( NtC ) were calculated and compared. The calculations of the individual PoDs are described in the following sections.

### 3.14.1 Effective concentration $10 \%$ and $20 \%$ ( $\mathbf{E C}_{10}$ and $\mathrm{EC}_{20}$ )

The $\mathrm{EC}_{10}$ and $\mathrm{EC}_{20}$ values were calculated using the log concentration vs. normalized response nonlinear regression curve fit in GraphPad Prism 5.01 (GraphPad Software Inc., La Jolla, CA, USA). This method of logistic regression is described by the formula below, in which the $y$ variable describes the response, the x variable the concentration and the Hillslope parameter the steepness of the dose-response curve.

$$
y=\frac{1}{1+10^{\left(\left(\log E C_{50}-\log (x)\right) * \text { Hillslope }\right)}}
$$

### 3.14.2 Lowest / no observed effect concentration (LOEC / NOEC)

The lowest observed effect concentration (LOEC) is defined as the lowest tested concentration that is significant different from control. The tested concentration below the determined LOEC is defined as the no observed effect concentration (NOEC), which in most cases is also the lowest not significantly tested concentration (Issuance, 2005). To determine significant differences between control and response, a one-way analysis of variance (ANOVA) with post hoc analysis using Dunnett's multiple comparison test was performed using GraphPad Prism 5.01 software ( ${ }^{*} p<0.05$; ** $p<0.01 ; * * * p<0.001$ ).

### 3.14.3 Benchmark Concentration (BMC)

To calculate a suitable benchmark concentration for this study, a level of extra risk of $10 \%$ was applied $\left(\mathrm{BMC}_{10}\right)$, which is also recommended by the U.S. Environmental Protection Agency (EPA) and the European Food Safety Authority (EFSA) (EPA, 2012, EFSA et al., 2017). In addition, the benchmark concentration lower confidence limit $\left(\mathrm{BMCL}_{10}\right)$ and the benchmark concentration upper confidence limit $\left(\mathrm{BMCU}_{10}\right)$ were determined considering the $95 \%$ confidence interval. The Benchmark Dose Software (BMDS) Version 2.7 (U.S. EPA) was used to calculate the $\mathrm{BMC}_{10}$ as well as the $\mathrm{BMCL}_{10}$ and $\mathrm{BMCU}_{10}$.

### 3.14.4 Non-toxic concentration (NtC)

A further new approach to determine a PoD is the non-toxic concentration ( NtC ) described by Stadnicka-Michalak and colleagues (Stadnicka-Michalak et al., 2018), which combines several properties of the methods described above, like the $\mathrm{EC}_{\mathrm{x}}$, NOEC / LOEC, and the BMC approach. Thus, an algorithm was developed to determine the highest concentration causing no more than $10 \%$ effect $\left(\leq \mathrm{EC}_{10}\right)$, considering each measured biological replicate, including the
$95 \%$ confidence intervals, and whose effect is not significantly different from no effect. The online application provided by the authors was used to calculate the NtC under consideration of the necessary parameters such as biological replicates and concentrations (https:/ /utox.shinyapps.io/NtC_NtC/).

### 3.14.5 Visualization of different PoDs

After the various potential PoDs were determined from in vitro KE assays, they were graphically plotted in Excel for ease of comparison, and the results of the different cell lines, KE assays and treatment times were compared for each model compound. In addition, human and rat serum concentrations from published in vivo studies were used and also graphically presented in order to relate the in vitro results to existing in vivo data for a first estimate of human risk based on in vitro KE data.

### 3.14.6 Margin of exposure (MOE)

After the PoDs were determined from the in vitro assays, the range of margin of exposure (MOE) from the PoDs was calculated using in vivo serum or kidney concentrations. The MOE (or Margin of Safety (MOS)) refers to human exposure (extent of contact with a substance) and the point of departure determined in a test. This allows the distance between the PoD and the exposure to be calculated (EFSA, 2005). Using the PoDs determined from the in vitro assays and the in vivo data collected, the MOE for the individual KE was calculated using the following formula:

$$
\text { MOE }=\frac{\text { Point of departure }}{\text { Estimated exposure }}
$$

## 4 Results

### 4.1 AOP - Receptor-mediated endocytosis and lysosomal overload

### 4.1.1 Using the Comparative Toxicogenomic Database (CTD) to identify suitable in vitro endpoints for the AOP - Receptor-mediated endocytosis and lysosomal overload

In order to define suitable in vitro endpoints for the AOP - Receptor-mediated endocytosis and lysosomal overload and to develop appropriate in vitro assays the online database Comparative Toxicogenomic Database (CTD; http://ctdbase.org) was used as a supporting tool. The publicly available CTD contains manually collected information on drugs and chemicals that affect biological mechanisms and human health (Davis et al., 2013). The curators of the CTD analyze published literature and incorporate information on relationships and interactions between chemicals and diseases / proteins / genes, and relationships between diseases and genes into the database (Davis et al., 2011, Wiegers et al., 2009). A helpful tool of the CTD to compare and examine related data sets for up to three different drugs or chemicals with gene interactions is the VennViewer.


Comparative Toxicogenomics Database

Figure 9
Venn diagram with the data sets of polymyxin $B$, colistin and polymyxin $B$ nonapeptide

By using the VennViewer online function of the CTD, Venn diagrams can be generated for up to three selected drugs / chemicals to find genes which share a common association with the selected compounds. All three polymyxin antibiotics were analyzed to identify common gene interactions that may indicate appropriate endpoints associated with the AOP - Receptor-mediated endocytosis and lysosomal overload (Figure 9). Due to the limited available data in the database (for polymyxin B - 40 gene data; colistin - 15 gene data; polymyxin b nonapeptide no data available), no shared genes for these three drugs were identified. The five overlapping genes for polymyxin B and colistin (interleukin-6 (IL-6); MAS-related GPR-B6 (MRGPRB2); MAS-related GPR-X2 (MRGPRX2); O-GlcNAcase (OGA); tumor necrosis factor (TNF)) showed no association with the lysosomal pathway or the AOP. A further analysis was performed with compounds that are known to be taken up into the proximal tubule cells via megalin receptor and that damage the proximal tubule cells by the same mechanism of Receptor-mediated endocytosis and lysosomal overload. Well-known compounds that act via this mechanism are gentamicin, cadmium chloride and vancomycin (Wallig et al., 2017, Hori et al., 2017, Haschek et al., 2013b, Quiros et al., 2010, Beauchamp et al., 1992).


Figure 10
Venn diagram with the data sets of gentamicin, cadmium chloride and vancomycin

The CTD contains a sufficient amount of data for these three compounds to allow a detailed analysis for overlapping genes (for cadmium chloride - 6086 gene data; gentamicin - 2402 gene data; vancomycin - 1047 gene data). The analysis revealed 223 gene overlaps with all three compounds (Figure 10). These genes were filtered for relevant pathways and diseases associated with the AOP - Receptor-mediated endocytosis and lysosomal overload. The analysis showed a common match for the genes encoding for cathepsin A , cathepsin C , cathepsin D and cathepsin S, which are also associated with the lysosomal pathway, kidney disease and acute kidney injury in the CTD. Gentamicin and cadmium chloride, the two compounds with the biggest data sets, were separately analyzed for overlapping genes. Analysis of the 1029 genes revealed, in addition to the cathepsins mentioned above, overlaps with the lysosomal-associated membrane protein 2 (LAMP-2). This protein is also associated with the lysosomal pathway and shows associations with kidney disease and acute kidney injury in CTD. A match with LRP2 gene, which is responsible for the expression of megalin, and which is also associated with kidney disease and acute kidney injury, was filtered in the database.

### 4.1.2 Establishment of suitable in vitro assays linked to the $A O P$ - Receptor-mediated endocytosis and lysosomal overload

To identify suitable in vitro endpoints for the individual AOPs and key events, published in vitro and in vivo findings were used to determine mechanism-based endpoints covering the individual key events of the AOPs. In addition to the published results, the publicly accessible Comparative Toxicogenomic Database (CTD) was also used. An analysis using the CTD showed an affiliation of LAMP-2 with gentamicin and cadmium chloride, which are also chemical stressors for the AOP - Receptor-mediated endocytosis and lysosomal overload. LAMP-2 is linked to the lysosomal pathway and kidney disease / acute kidney injury (see chapter 4.1.1).

Further analysis of CTD data on gentamicin, cadmium chloride and vancomycin revealed a common match for genes encoding for cathepsin A, cathepsin C, cathepsin D and cathepsin S, which are also associated with the lysosomal pathway, kidney disease and acute kidney injury (see chapter 4.1.1). Based on these findings, in vitro assays were established to address the individual key events.
4.1.2.1 Polymyxins induced lysosomal associated membrane protein $1 / 2$ (LAMP-1/2) expression in RPTEC/TERT1 and NRK-52E cells - in vitro assay for the key event Disturbance of lysosomal functions

To detect the disturbance of lysosomal functions in the first key event in the AOP - Receptormediated endocytosis and lysosomal overload (Figure 6), LAMP-1/2 expression was determined as a potential in vitro endpoint. To detect the expression of LAMP-1/2 in untreated and treated cells, immunofluorescence of the stained LAMP-1/2 protein was measured after 24 h treatment with polymyxins in both RPTEC/TERT1 and NRK-52E cells. The results showed a significant concentration-dependent increase in LAMP-1/2 fluorescence in response to polymyxin B, colistin and polymyxin B nonapeptide treatment, with the lowest increase observed for polymyxin b nonapeptide (Figure 11 and Figure 16), consistent with its lower cytotoxicity as compared to polymyxin B and colistin (see chapter 4.1.2.3; Figure 16 (C)). The polymyxin B mediated increase of LAMP-1/2 immunofluorescence was consistently observed in both RPTEC/TERT1 (Figure 11) and NRK-52E cells (Figure 12).

## Results



Figure 11

## Immunofluorescence images of LAMP-2 in RPTEC/TERT1 cells treated with polymyxin B for $24 \mathbf{h}$

Cell nuclei were stained with DAPI (blue). Anti-LAMP-2 mouse monoclonal antibody coupled with Alexa-488 (green) was used to stain LAMP-2 in RPTEC/TERT1 cells and immunofluorescence was monitored by confocal laser microscopy. Untreated RPTEC/TERT1 cells showed poor LAMP-2 staining (A), while in treated cells a concentration-dependent increase in LAMP-2 staining in the cytosol was observed (B) - (H). Scale bar: $0.75 \mu \mathrm{~m}$.

Images were kindly acquired by Pia Reiser.


Figure 12
Immunofluorescence images of LAMP-1 in NRK-52E cells treated with polymyxin B for $\mathbf{2 4} \mathbf{h}$
Cell nuclei were stained with DAPI (blue). Anti-LAMP-1 mouse monoclonal antibody coupled with Alexa-488 (green) was used to stain LAMP-1 in NRK-52E cells and immunofluorescence was detected by confocal laser microscopy. Untreated NRK-52E cells showed poor LAMP-1 staining (A), while in treated cells a concentrationdependent increase in LAMP-1 staining was observed (B) - (H). Scale bar: $0.75 \mu \mathrm{~m}$. Images were kindly acquired by Pia Reiser.

### 4.1.2.2 Cathepsin $D$ release indicates ruptured lysosomes and release of lysosomal components after polymyxins treatment - in vitro assay for the key event Disruption of lysosomes

The second key event in the AOP - Receptor-mediated endocytosis and lysosomal overload describes the Disruption of the lysosomes (Figure 6). As a potential in vitro endpoint, the release of cathepsin D into the cytoplasm was determined. To measure the release of cathepsin D from the lysosomes into the cytoplasm, cathepsin D was stained in both cell lines and fluorescence was measured.


Figure 13
Immunofluorescence images of cathepsin D in RPTEC/TERT1 cells treated with polymyxin B for $\mathbf{2 4} \mathbf{h}$
Cell nuclei were stained with DAPI (blue). Anti-cathepsin D mouse monoclonal antibody coupled with Alexa488 (green) was used to stain cathepsin D in RPTEC/TERT1 cells and immunofluorescence was detected by confocal laser microscopy. Cathepsin D staining in untreated RPTEC/TERT1 cells appeared in characteristic punctual structures throughout the cytosol, reflecting lysosomal localization (A). In contrast, RPTEC/TERT1 cells treated with polymyxin B showed a concentration-dependent re-distribution of cathepsin D staining indicative of leaky lysosomes and the release of cathepsin D into the cytosol (B) - (H). Scale bar: $0.5 \mu \mathrm{~m}$. Images were kindly acquired by Pia Reiser.

## Results

In intact lysosomes in healthy cells, Cathepsin D staining appeared as characteristic punctual structures within the cytoplasm, reflecting lysosomal localization (Figure 13 (A) for RPTEC/TERT1 cells and Figure 14 (A) for NRK-52E cells). In ruptured lysosomes, staining of cathepsin D appeared diffuse throughout the cytoplasm, indicating leaky and disrupted lysosomes with release of lysosomal components such as the stained cathepsin D into the cytoplasm (Figure 13 (B) - (H) for RPTEC/TERT1 cells and Figure $14(\mathrm{~B})-(\mathrm{H})$ for NRK-52E cells). The results showed a dose-dependent decrease of the fluorescence signal, indicating re-distribution of cathepsin D from the lysosomes into the cytoplasm in polymyxin B treated RPTEC/TERT1 and NRK-52E cells (Figure 13 and Figure 14).


Figure 14
Immunofluorescence images of cathepsin D in NRK-52E cells treated with polymyxin B for $\mathbf{2 4} \mathbf{h}$
Cell nuclei were stained with DAPI (blue). Anti-cathepsin D mouse monoclonal antibody coupled with Alexa488 (green) was used to stain cathepsin D in NRK-52E cells and immunofluorescence was detected by confocal laser microscopy. Cathepsin D staining in untreated NRK-52E cells appeared in characteristic punctual structures throughout the cytosol, reflecting lysosomal localization (A). In contrast, NRK-52E cells treated with polymyxin B showed a concentration -dependent re-distribution of cathepsin $D$ staining indicative of leaky lysosomes and the release of cathepsin D into the cytosol (B) - (H). Scale bar: $0.5 \mu \mathrm{~m}$. Images were kindly acquired by Pia Reiser.

### 4.1.2.3 Polymyxins and $\mathrm{CdCl}_{2}$ increased cytotoxicity in RPTEC/TERT1 \& NRK-52E cells in vitro assay for the key event Increase of cytotoxicity in renal tubule cells

Cytotoxicity of renal tubule cells was determined as the last and third key event (KE3 - Increase in cytotoxicity in renal tubular cell) in the AOP - Receptor-mediated endocytosis and lysosomal overload (Figure 6). Therefore, RPTEC/TERT1 and NRK-52E cells were treated for 24 h with polymyxins and $\mathrm{CdCl}_{2}$ as model stressors for the AOP. Cytotoxic potential of stressors was measured after treatment using CellTiter-Glo ${ }^{\circledR}$ cell viability assay as a routine in vitro assay. Treatment for 24 h with stressors resulted in a concentration-dependent decrease in cell viability in both cell lines (Figure 15). It also revealed that the RPTEC/TERT1 cells were more sensitive against polymyxins than the NRK-52E cells, as the greatest decreases in cell viability, after treatment with polymyxin antibiotics, were observed in these cells (Figure 15).


Figure 15
Cytotoxicity of RPTEC/TERT1 and NRK-52E cells after treatment with polymyxins and $\mathbf{C d C l}_{2}$
Results of both cell lines (RPTEC/TERT1 cells ( - ) and NRK-52E cells ( --- ) after 24 h of treatment with polymyxin antibiotics and cadmium chloride (polymyxin B , colistin, polymyxin B nonapeptide, $\mathrm{CdCl}_{2}$ ). The response of KE3 was plotted in percent of control against the logarithmic concentration in $\mu \mathrm{M}$. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change ( $\mathrm{n}=3$ )

In addition to the difference in sensitivity between the two cell lines, a biological ranking of polymyxins among themselves was also measured, with polymyxin $B$ showing the strongest cytotoxic potential, followed by colistin and PBNP. This biological ranking was also observed in both upstream key events ((KE1) Figure 16 (A) \& (KE2) Figure 16 (B)) and is consistent with previously published studies in HK-2 cells (Keirstead et al., 2013). Surprisingly, NRK52 E were slightly more sensitive to $\mathrm{CdCl}_{2}$ treatment compared to RPTEC/TERT1 cells, with a strong concentration-dependent decrease in cell viability observed in both cell lines (Figure 15).

### 4.1.3 Dose-response in vitro results across all KEs in the AOP - Receptor mediated endocytosis and lysosomal overload

In vitro endpoints reflecting each KE were assessed in rat (NRK-52E (-)) and human renal proximal tubule epithelia cells (RPTEC/TERT1 (---)) and treated for 24 h with model compounds (polymyxin B, colistin, polymyxin B nonapeptide) in order to experimentally support the AOP and to establish quantitative relationships between KEs.


Figure 16
In vitro results for individual KEs from the AOP - Receptor-mediated endocytosis and lysosomal overload
Results of both cell lines (RPTEC/TERT1 cells (-) and NRK-52E cells (---)) after 24 h of treatment with polymyxin antibiotics and cadmium chloride (polymyxin B , colistin, polymyxin B nonapeptide, $\mathrm{CdCl}_{2}$ ) of individual KEs. (A) LAMP-1/2 intensity describes changes in KE1 (Disturbance lysosomal function). (B) cathepsin D intensity describes changes in KE2 (Disruption of lysosomes). (C) cell viability describes the change in KE3 (Cytotoxicity in renal tubular cells). The response of each KE was plotted in percent of control against the logarithmic concentration in $\mu \mathrm{M}$. All experiments were repeated in three technical replicates and three biological replicates.

Data are presented as mean $\pm$ SD fold change ( $n=3$ )

Data obtained for KE1 (LAMP-1/2 intensity - Disturbance of lysosomal function) showed a concentration-dependent increase in LAMP-1/2 intensity in both cell lines associated with an increase in LAMP-1/2 expression in treated RPTEC/TERT1 and NRK-52E cells. Compared to colistin-treated RPTEC/TERT1 cells, the polymyxin B-treated RPTEC/TERT1 cells showed a stronger increase in LAMP-2 intensity. Also, the results showed a higher increase in intensity in RPTEC/TERT1 cells compared to NRK-52E cells after polymyxin B treatment (Figure 16 (A)).

Analysis of KE2 (cathepsin D intensity - Disruption of lysosomes) revealed a concentrationdependent decrease in intensity in both cell lines (RPTEC/TERT1 and NRK-52E) after 24 h treatment with polymyxin B. However, no differences in the decrease in intensity between both cell lines were observed (Figure 16 (B)).

The differences between cell lines and between polymyxin antibiotics were most evident in KE3 (Increase in cytotoxicity in renal tubular cell). After 24 h treatment with polymyxin antibiotics, a concentration-dependent decrease in cell viability was observed in both cell lines. The strongest decrease in cell viability was observed in RPTEC/TERT1 cells after treatment with polymyxin antibiotics. Polymyxin B showed the strongest cytotoxic effect in both cell lines, followed by colistin and PBNP, which showed the lowest effect (Figure 16 (C)).

In general, RPTEC/TERT1 cells were found to be more sensitive to polymyxin antibiotics than NRK-52E cells, except for KE2 where no difference between the two cell lines was observed. Overall, the ranking of the biological response to the different polymyxin antibiotics was consistent across endpoints (polymyxin B > colistin > PBNP) (Figure 16 (A) - (C)). Interestingly, NRK-52E cells were more sensitive to treatment with $\mathrm{CdCl}_{2}$ than RPTEC/TERT1 (Figure 16). Analysis of KE1 (LAMP-1/2 intensity - Disturbance of lysosomal function) showed a stronger
concentration-dependent increase in LAMP1/2 intensity for NRK-52E cells compared to RPTEC/TERT1 cells (Figure 16 (A)). A concentration-dependent decrease in cell viability was also evident for KE3 (Increase in cytotoxicity in renal tubular cell) after 24 h of treatment with $\mathrm{CdCl}_{2}$. Thereby, NRK-52E cells showed a greater decrease in cell viability than RPTEC/TERT1 cells (Figure 16 (C)).

### 4.1.4 Investigation of intracellular polymyxin accumulation, endocytotic activity and relevant transporter expression in RPTEC/TERT1 and NRK-52E cells to gain an understanding of differences in sensitivity between both cell lines

After treatment with the polymyxin antibiotics, differences in the sensitivity of both cell lines became evident (Figure 16). The RPTEC/TERT1 cells were found to be more sensitive in response to polymyxin antibiotics compared to NRK-52E cells, and also differences in the ranking of the biological response of the polymyxins were evident (Figure 16). This different sensitivity of the cell lines may be related to differential uptake and accumulation of polymyxins in the cells due to different endocytotic activity. To understand these differences in sensitivity between both cell lines, intracellular accumulation of test compounds was measured over time via LC-MS/MS after treatment with polymyxin B and colistin in both cells (Chapter 4.1.4.1). In addition, endocytotic activity was examined in both cell lines using an aprotinin assay (Chapter 4.1.4.2). Immunocytochemical localization of megalin was investigated in both cell lines (Chapter 4.1.4.3), and the expression of relevant transporters (megalin, cubilin) reported to be responsible for receptor-mediated endocytosis of polymyxins were examined at the mRNA respectively protein levels (Chapter 4.1.4.4 \& 4.1.4.5).

### 4.1.4.1 Intracellular compound accumulation of polymyxin $B$ and colistin

After treatment with polymyxin antibiotics, RPTEC/TERT1 cells were found to be more sensitive to polymyxin antibiotics than NRK-52E cells (Figure 16). Furthermore, a ranking of the biological response was observed in both cell lines, especially in cytotoxicity ( $\mathrm{PB}>\mathrm{Col}$. > PBNP) (Figure 16). In order to understand if the differences in polymyxin cytotoxicity between RTPEC/TERT1 and NRK-52 E cells may be due to differences in cellular uptake of the stressors, the intracellular concentrations of polymyxin B and colistin were measured in both cell lines via LC-MS/MS. The LC-MS/MS method was adapted from several methods (Jansson et al., 2009, Ma et al., 2008, Cheng et al., 2010b) and modified and improved for chromatographic measurement for cell culture (e.g., by vacuum concentration, purification and increasing the concentration of the analytes with SPE cartridges). Since both polymyxin antibiotics exhibit similar chemical structure and properties, colistin was used as the internal standard for polymyxin B, and polymyxin B was used as the internal standard for colistin. Calibration curves for polymyxin B and colistin are shown in Figure 17 and were linear across the concentration range ( $62.5-4000 \mathrm{nM}$ ) with a correlation coefficient $\mathrm{R}^{2}=0.9997$ for polymyxin B (Figure 17 (A)) and $\mathrm{R}^{2}=0.9992$ for colistin (Figure 17 (B)). Accuracy was expressed as the quotient of measured analyte concentration divided by nominal analyte concentration as relative error (RV in \%) and precision as coefficient of variation (CV in \%) (Table 24 and Table 25). The limit of detection (LOD) and limit of quantification (LOQ) was calculated by using the signal-to-noise ratio ( $\mathrm{S} / \mathrm{N}$ ) method. A signal-to-noise ratio of three was used to estimate the LOD and a signal-to-noise ratio of ten was used to estimate the LOQ (Shrivastava and Gupta, 2011). The LOD was 15 nM and the LOQ was 50 nM for both polymyxin B and colistin.

## Results



Figure 17
Standard curves for polymyxin B and colistin with the resulting straight-line equation and coefficient of determination

Table 24

## Standard curve parameters for polymyxin B

Concentrations are given in $\mu \mathrm{M}$, peak area for analyte and internal standard, calculated peak area ratio, calculated analyte concentration in $\mu \mathrm{M}$, accuracy (relative error (RE)) and precision (coefficient of variation (CV)) in
percentage

| Concentration <br> polymyxin B <br> $[\mu \mathrm{M}]$ | Peak area <br> poly- <br> myxin B | Peak area <br> colistin <br> (internal <br> standard) | Peak area <br> polymyxin B / <br> colistin | Calculated poly- <br> myxin B concen- <br> tration <br> $[\boldsymbol{\mu M}]$ | RE <br> $[\%]$ | CV <br> $[\%]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 6927 | 643450 | 0.01066998 | -0.016 | - | 0.11 |
| 0.0625 | 22896 | 622625 | 0.038331386 | 0.051 | 81.6 | 2.24 |
| 0.125 | 35875 | 648900 | 0.058404606 | 0.113 | 90.4 | 3.31 |
| 0.25 | 67530 | 660425 | 0.107043246 | 0.238 | 95.2 | 0.66 |
| 0.5 | 135703 | 655575 | 0.212979746 | 0.486 | 97.2 | 1.07 |
| 1 | 265798 | 662625 | 0.426800797 | 1.032 | 103.2 | 1.18 |
| 2 | 250136 | 695275 | 0.348830233 | 2.019 | 100.9 | 2.45 |
| 4 | 497503 | 686050 | 0.672959306 | 3.943 | 98.6 | 7.58 |

Table 25

## Standard curve parameters for colistin

Concentrations are given in $\mu \mathrm{M}$, peak area for analyte and internal standard, calculated peak area ratio, calculated analyte concentration in $\mu \mathrm{M}$, accuracy (relative error (RE)) and precision (coefficient of variation (CV)) in percentage

| Concentration <br> colistin <br> $[\boldsymbol{\mu M}]$ | Peak <br> area <br> colistin | Peak area <br> polymyxin B <br> (internal stand- <br> ard) | Peak area <br> colistin / pol- <br> ymyxin B | Calculated col- <br> istin <br> concentration <br> $[\boldsymbol{\mu M}]$ | RE <br> $[\%]$ | CV <br> $[\%]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 7466 | 1109250 | 0.006391589 | 0.023 | - | 0.47 |
| 0.0625 | 19413 | 1136717 | 0.016430338 | 0.061 | 97.6 | 0.09 |
| 0.125 | 39540 | 1135000 | 0.033228049 | 0.154 | 123.5 | 0.17 |
| 0.25 | 78152 | 1166717 | 0.066456352 | 0.231 | 92.5 | 0.92 |
| 0.5 | 152183 | 1115467 | 0.134173234 | 0.575 | 115.1 | 1.10 |
| 1 | 329533 | 1163800 | 0.274201024 | 1.329 | 133.0 | 0.84 |
| 2 | 665933 | 1163250 | 0.553404225 | 2.768 | 138.4 | 4.52 |
| 4 | 1253850 | 1180100 | 1.046116246 | 4.251 | 106.3 | 11.2 |

Example chromatograms of intracellular measured polymyxin stressors in RPTEC/TERT1 and NRK-52E cells are shown in Figure 18 \& Figure 19. Each of these are chromatograms of the triply charged ions of polymyxin B2 and B1 and colistin A and B in RPTEC/TERT1 (Figure 18) and NRK-52E (Figure 19), respectively, after 24 h of treatment with $34 \mu \mathrm{M}$ polymyxin B and colistin, respectively. Polymyxin and colistin peaks were well separated from other peaks with $\mathrm{m} / \mathrm{z}$ of 397.3/402.1 (polymyxin B) and 386.0/390.7 (colistin). Chromatograms of colistin peaks in NRK-52E cells showed more baseline noise (Figure 19 (C) and (D)) but could be well integrated in all measured samples. In Figure 20, polymyxin B1 peaks obtained from RPTEC/TERT1 and NRK-52E samples are shown to demonstrate the clear differences in peak area.


Figure 18
Example chromatograms of intracellular polymyxin $B_{2} / B_{1}$ and colistin A/B concentrations after $24 h$ treatment with polymyxin $B$ respectively colistin in RPTEC/TERT1 cells

Example chromatograms of intracellular triple charged ions $[M+3 H]^{3+}$ of polymyxin $\mathrm{B}_{2}(\mathrm{~A})$ and $\mathrm{B}_{1}(\mathrm{~B})$ and colistin A (C) and B (D) in RPTEC/TERT1 cells after 24 h treatment with $34 \mu \mathrm{M}$ polymyxin B respectively colistin. The X -axis shows the retention time in minutes and the Y -axis the intensity in counts per second (cps).


Figure 19
Example chromatograms of intracellular polymyxin $B_{2} / B_{1}$ and colistin A/B concentrations after $24 h$ treatment with polymyxin $B$ respectively colistin in NRK-52E cells

Example chromatograms of intracellular triple charged ions $[\mathrm{M}+3 \mathrm{H}]^{3+}$ of polymyxin $\mathrm{B}_{2}(\mathrm{~A})$ and $\mathrm{B}_{1}(\mathrm{~B})$ and colistin A (C) and B (D) in NRK-52E cells after 24 h treatment with $34 \mu \mathrm{M}$ polymyxin B respectively colistin. The

X -axis shows the retention time in minutes and the Y -axis the intensity in counts per second (cps).


Figure 20
Example chromatograms of intracellular polymyxin $B_{1}$ concentration after $24 h$ treatment with polymyxin $B$ in RPTEC/TERT1 and NRK-52E cells

Example chromatograms of intracellular triple charged polymyxin $\mathrm{B}_{1}$ in (A) RPTEC/TERT1 (一) and (B) NRK$52 \mathrm{E}(---)$ after 24 h treatment with $34 \mu \mathrm{M}$ polymyxin B . The X -axis shows the retention time in minutes and the Y -axis the intensity in counts per second (cps).

Initial comparison of peak heights already suggested different intracellular polymyxin concentrations between both cell lines. These observations supported our suggestion of higher accumulations of polymyxins in the RPTEC/TERT1 cells as compared to NRK-52E cells.

To provide better quantitative information about the temporal accumulation in both cell lines, to investigate possible differences in accumulation of polymyxin B vs. colistin, and to support kinetic modeling, the intracellular concentration of polymyxin B and colistin was measured over time in both cell lines (Figure 21; Figure 22). Temporal measurement showed an increase in intracellular polymyxin B and colistin within 1 h in both cell lines. Significantly higher intracellular concentrations of both polymyxins were already observed after 6 hours in RPTEC/TERT1 cells compared to NRK-52E cells and were even more pronounced after 24 h

## Results

treatment (Figure 21; Figure 22). An accumulation of polymyxins after 24 h up to 3.5 -fold higher than in NRK-52E was observed in the RPTEC/TERT1 cells. Following a 24-hour recovery phase, a slight decrease of both polymyxin concentrations were observed in RPTEC/TERT1 as well as in NRK-52E cells (Figure 21; Figure 22). These results support the assumption that the increased sensitivity of RPTEC/TERT1 cells is related to a higher intracellular concentration, respectively increased uptake of polymyxins in these cells as compared to NKR-52E cells.


Figure 21
Time dependent increase in polymyxin B and colistin levels in RPTEC/TERT1 and NRK-52E cells
The cells were treated for $1 \mathrm{~min}, 1 \mathrm{~h}, 3 \mathrm{~h}, 6 \mathrm{~h}$, and 24 h followed by a 24 h recovery phase. Subsequently, the intracellular concentration was measured via LC-MS/MS. The intracellular concentrations of polymyxin B (blue) and colistin (red) in the RPTEC/TERT1 ( - ) and NRK-52E (---) cells respectively were plotted against time. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change ( $\mathrm{n}=3$ )

## Results

Also, differences between the intracellular concentrations of polymyxin B and colistin were notable. Polymyxin B accumulation was significantly higher in both cell lines compared with colistin. This effect was most pronounced after 24 h (Figure 21; Figure 22). The measured intracellular concentrations also correspond with the observed ranking of biological response to the different polymyxin antibiotics observed for the in vitro endpoints (polymyxin $\mathrm{B}>$ colistin) (Figure $16(\mathrm{~A})-(\mathrm{C})$ ), as well as with published findings in HK-2 cells (Keirstead et al., 2013).


Figure 22
Time dependent increase in polymyxin B levels in RPTEC/TERT1 and NRK-52E cells
The cells were treated for $1 \mathrm{~min}, 1 \mathrm{~h}, 3 \mathrm{~h}, 6 \mathrm{~h}$, and 24 h followed by a 24 h recovery phase with $62.5 \mu \mathrm{M}(\mathrm{A})$ resp. $125 \mu \mathrm{M}$ (B) polymyxin B. Subsequently, the intracellular concentration was measured via LC-MS/MS. The intracellular concentrations of polymyxin B (blue) in the RPTEC/TERT1 ( - ) and NRK-52E (---) cells respectively were plotted against time. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change $(\mathrm{n}=3)$

These results demonstrated a relationship between the accumulation of polymyxin antibiotics and the sensitivity of the cell lines. In order to investigate whether different endocytotic activities in the cells are responsible for the accumulation of polymyxin antibiotics, the endocytotic activity was subsequently examined using an aprotinin assay.

### 4.1.4.2 Determination of aprotinin uptake to assess endocytic activity

To understand if the marked differences in intracellular accumulation of polymyxin B and colistin between the two cell lines via LC-MS/MS may be due to differences in the endocytic activity of RPTEC-TERT1 vs. NRK-52 E cells, uptake of Alexa-488 labelled aprotinin was determined as a measure of endocytic activity.


Figure 23
Fluorescence images of both cell lines after 4 h incubation with Alexa-488 labeled aprotinin
Images of NRK-52E cells ( $\mathrm{A}-\mathrm{C}$ ) and images of RPTEC/TERT1 cells ( $D-F$ ). Nuclei were stained with DAPI (blue), Alexa-488 labelled aprotinin (green) after 4 h incubation in both cell lines visible in cytoplasm (A, B, D, E). Figure C and F represent fluorescence images without treatment with Alexa-488 labeled aprotinin. Images were taken with a $63 \times 1.4$ oil UV objective. Scale bar: $25 \mu \mathrm{~m}$

Aprotinin, a small bovine pancreatic trypsin inhibitor, also functions as a ligand for megalin. This natural polypeptide, which is labelled with the fluorescent dye Alexa-488, can be taken up into the cells via the megalin receptor and subsequently visualized using a confocal microscope. Both cell lines were treated with Alexa-488 labelled aprotinin for 4 h and fluorescence images were taken of the fixed cells (see chapter 3.10). After 4 hours of treatment with Alexa-488

## Results

labelled aprotinin, a fluorescence signal in the cytoplasm could be observed in both cell lines. Punctate staining reflecting lysosomal localization extended across the entire cytoplasm in both cell lines (Figure 23). To obtain quantitative data, the intensity of the fluorescence signal of the images was measured and related to the number of cells.


Figure 24
Fluorescence intensity of Alexa-488 labelled aprotinin per number of nuclei in both cell lines
All experiments were repeated in four technical replicates ( $\mathrm{n}=4$ images per group) and three biological replicates. Data are presented as mean $\pm$ SD fold change $(\mathrm{n}=3$ )

Analysis of Alexa-488 intensity in both cell lines showed a clear distinction of intensity between NRK-52E and RPTEC/TERT1 cells. Alexa-488 intensity recorded in the RPTEC/TERT1 cells was nearly two times higher than in the NRK-52E cells after 4 hours of treatment (Figure 24). These findings are consistent with the intracellular substance accumulation determined by LCMS (Figure 21) and the increased sensitivity of RPTEC/TERT1 cells to polymyxin antibiotics (Figure 16).

### 4.1.4.3 Immunocytochemical localization of megalin in NRK-52E and RPTEC/TERT1

In order to understand the different uptake of polymyxin antibiotics in the cell lines, we speculated that differential expression of the membrane transporter megalin in RPTEC/TERT1 vs. NRK-52E cells may play a role. Therefore, megalin was stained using immunofluorescence and images of the stained cells were taken using a confocal microscope in order to better understand the megalin expression and to study possible differences between the two cell lines. Surprisingly, a clear staining along the cell membrane was not observed (Figure 25).

| Staining | NRK-52E | RPTEC/TERT1 |
| :---: | :---: | :---: |
| - DAPI (blue) <br> - Megalin antibody with Alexa 488 (green) <br> - Phalloidin with TRITC (red) | A |  |
| - Megalin antibody with Alexa-488 (green) | C | D |

Figure 25
Immunocytochemical localization of megalin in both cell lines
Cell nuclei were stained with DAPI (blue) and the cytoskeleton with TRITC (red). Anti-megalin mouse monoclonal antibody coupled with Alexa-488 (green) was used to stain megalin in both cell lines and viewed by confocal laser microscopy. (A) \& (C) shows the images of the stained NRK-52E cells, (B) \& (D) the images of the RPTEC/TERT1 cells. (A) \& (B) are the merged images of the triple staining. (C) \& (D) show the staining of megalin. Scale bar: $25 \mu \mathrm{~m}$

Instead, punctate staining was detected in both cell lines within the cytoplasm. This signal was more prominent and stronger in the RPTEC/TERT1 cells as compared to the NRK-52E cells (Figure 25). Considering the unexpected localization, no solid conclusion as to whether megalin expression in the RPTEC/TERT1 cells is increased could be drawn. To resolve this question, we therefore chose to investigate expression of megalin and cubilin at the mRNA level in both cell lines.

### 4.1.4.4 Expression levels of megalin and cubilin mRNA using TaqMan ${ }^{\mathrm{TM}}$ probes

After localization of megalin in both cell lines, we investigate the expression of the transporters megalin and cubilin at mRNA level in order to determine possible differences between cell lines. In order to obtain further information on the mRNA expression of the transporters, in addition to the two cell lines used (RPTEC/TERT1 and NRK-52E), the mRNA expression of megalin and cubilin was also investigated in HK-2 and CaCo-2 cells as well as in kidney tissue of a control rat. Rat kidney also served as a positive control for the TaqMan ${ }^{\mathrm{TM}}$ assay. After the mRNA of the cells respectively rat kidney was isolated and transcribed into cDNA, the mRNA expression of megalin and cubilin was determined via qRT-PCR using TaqMan ${ }^{\text {TM }}$ probes and the LightCycler ${ }^{\circledR}$ system.

|  | Megalin | Cubilin |
| :---: | :---: | :---: |
| N $\sim$ $\sim$ $\sim$ $\sim$ $\sim$ | A) | B) $\square$ |
|  | C) $\square$ | D) $\qquad$ |
| N | E) | F) |
| $\begin{aligned} & \text { Nu } \\ & \underset{y}{n} \end{aligned}$ | G) $\qquad$ | H) |
|  | I) | J) $\qquad$ |

Figure 26
mRNA expression results of megalin and cubilin in NRK-52E, RPTEC/TERT1, CaCo-2, HK-2, and rat kidney using TaqMan ${ }^{\text {rM }}$ probes

On the Y-axis the fluorescence intensity is plotted ( $483-533 \mathrm{~nm}$ ) and on the X-axis the PCR cycles. The results of the $\mathrm{CaCo}-2$ cells showed an increase in megalin mRNA (purple) while no increase was measured for the nRT (orange) and $\mathrm{H}_{2} \mathrm{O}$ control (green) (E). Rat kidney results also showed an increase in megalin mRNA (orange) and no increase was measured for nRT (grey) and $\mathrm{H}_{2} \mathrm{O}$ control (yellow) either (I). No increase in megalin mRNA was measured for NRK-52E (A), RPTEC/TERT1 (C), HK-2 (G) cells and no increase in cubilin mRNA was detected for all tested cell lines (B), (D), (F), (H), respectively rat kidney (J).

Analysis of megalin mRNA expression by TaqMan ${ }^{\text {TM }}$ probes showed weak signals in rat kidney (Figure 26 (I)). Also, the expression of megalin in the $\mathrm{CaCo}-2$ cells was detectable, but the increase was only visible after 32 cycles (Figure 26 (E)). Analysis of megalin mRNA expression in NRK-52E, RPTEC/TERT1, and HK-2 cells surprisingly showed no detectable megalin mRNA (Figure 26 (A), (C), (G)). Similarly, cubilin mRNA was not detected in any of the cell lines and in rat kidney (Figure 26 (B), (D), (F), (H), (J)).

### 4.1.4.5 Analysis of megalin transporter at protein level via Western Blot

Since measurement at mRNA level failed to provide reliable results regarding the expression of megalin transporter (Figure 26), the expression was additionally examined at the protein level. A Western blot was performed with cell lysates obtained from NRK-52E cells and rat kidney. The rat kidney lysate was again used as a positive control. After the cell lysate of NRK52 E and rat kidney was isolated, the proteins were separated by SDS-PAGE and gradient gel electrophoresis, followed by protein transfer to a PVDF membrane. Megalin was detected using a mouse anti-megalin antibody (sc-515772, Santa Cruz, USA). Western blot analysis of the cell lysate of NRK-52E cells showed no bands for megalin in all three plotted protein concentrations (Figure 27 (1) - (3)). Analysis of the rat kidney lysate showed, after gradient gel separation, prominent bands in all three plotted protein concentrations between 35 and 40 kDa (Figure 27 (4) - (6)). However, no bands larger than 500 kDa were detected, which corresponds to the size of megalin.


Figure 27
Western blot analysis of megalin in NRK-52E and rat kidney lysates
Megalin were subjected to SDS-PAGE and the proteins were transferred to PVDF membrane. The left panel shows the cell lysate of NRK-52E cells (line $1: 25 \mu \mathrm{~g}$, line 2: $12.5 \mu \mathrm{~g}$, line $3: 6.15 \mu \mathrm{~g}$ ). The right panel shows the staining by the mouse anti-megalin antibody from the lysate of the rat kidney (line 4: $25 \mu \mathrm{~g}$, line 5: $12.5 \mu \mathrm{~g}$, line 6: $6.15 \mu \mathrm{~g}$ ). No bands could be detected in the NRK-52E cell lysate, while three prominent bands between 35 and 40 kDa were detected in the rat kidney lysate. Molecular weight marker is displayed in the center

After investigations at the mRNA and protein level resulted in no clear evidence of expression of megalin and cubilin in the cell lines, expression of transporters seems to be potentially downregulated in the cells. However, since polymyxin B and colistin had been measured in the cells with increasing concentrations over time (Figure 21), alternative mechanisms might be responsible for the cellular uptake. In addition to receptor-mediated endocytosis via the megalin:cubilin complex, nonspecific fluid phase endocytosis and uptake via PEPT2 transporters could also play an important role (Ma et al., 2009, Lu et al., 2015, Zavascki and Nation, 2017, Schuh et al., 2018). Since the megalin receptor is mainly expressed in the first two segments (S1 and S2) of the proximal tubule (Schuh et al., 2018, Eshbach and Weisz, 2017, Christensen et al., 2012), it might be important to consider from which segment of the proximal tubule the cells were obtained, possibly explaining different megalin expression.

### 4.1.5 Prediction of colistin, polymyxin $B$ nonapeptide and cadmium chloride downstream key events based on polymyxin $B$ in vitro data

After suitable in vitro assays were established and cells were treated with model stressors, the aim was to test whether the data obtained from the in vitro assays after polymyxin B treatment could be used to generate key event relationships (KERs). The next step was to verify whether these relationships could be used to predict downstream key events for other stressors associated with the same AOP. Therefore, data from KE1 after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment were used.

### 4.1.5.1 Calculation of additional data points from experimental data

One way to establish quantitative relationship between the key events (the relationship between a $\mathrm{KE}_{\mathrm{up}}$ and a $\mathrm{KE}_{\text {down }}$ event) and thus improve quantitative understanding is to generate responseresponse plots. This allows the key event relationships to be captured by simple mathematical equations. However, the basic prerequisite for generating response-response plots is an adequate amount of data from the experimental in vitro assays collected and the same chemical concentrations of the test substances used in the assays. In order to fulfill these requirements, additional data points were calculated from the obtained in vitro experiments after polymyxin B treatment in RPTEC/TERT1 and NRK-52E cells. Using the online tool PROAST web (https://proastweb.rivm.nl/), the best-fit function was determined and the regression equation with the corresponding data was displayed in GraphPad Prism 5.01. With the mathematical equations obtained (Table 26 and Table 27), 400 additional data points in a concentration range between $5 \mu \mathrm{M}$ and $2000 \mu \mathrm{M}$ were computed in $5 \mu \mathrm{M}$ steps and graphically plotted using GraphPad Prism 5.01. (Figure 28 (D) - (F) and Figure 29 (D) - (F)).


Figure 28
Calculation of additional data points from the experimentally obtained in vitro data after polymyxin $B$ treatment in RPTEC/TERT1 cells
(A) in vitro results from KE1 (LAMP-2 intensity), (B) in vitro results from KE2 (cathepsin D intensity), (C) in vitro results for KE3 (cell viability), (D) computed data points from the obtained mathematical equation for KE1 (LAMP-2 intensity), (E) computed data points from the obtained mathematical equation for KE2 (cathepsin D intensity), (F) computed data points from the obtained mathematical equation for KE3 (cell viability)


Figure 29
Calculation of additional data points from the experimentally obtained in vitro data after polymyxin $B$ treatment in NRK-52E cells
(A) in vitro results from KE1 (LAMP-1 intensity), (B) in vitro results from KE2 (cathepsin D intensity), (C) in vitro results for KE3 (cell viability), (D) computed data points from the obtained mathematical equation for KE1 (LAMP-2 intensity), (E) computed data points from the obtained mathematical equation for KE2 (cathepsin D intensity), (F) computed data points from the obtained mathematical equation for KE3 (cell viability)

## Results

Table 26
Mathematical equation obtained from in vitro experiments in RPTEC/TERT1 cells for the computation of additional data points

| Key event | Mathematical equation |
| :---: | :---: |
| KE1 (LAMP-2 intensity) | $y=44.79 * \exp (1.072 * x)$ |
| KE2 (cathepsin D intensity) | $y=153.8 * \exp (-0.5451 * x)$ |
| KE3 (cell viability) | $y=0.7596+\frac{95.2704}{1+10^{((1.765-x) *(-4.260))}}$ |

Table 27
Mathematical equation obtained from in vitro experiments in NRK-52E cells for the computation of additional data points

| Key event | Mathematical equation |
| :---: | :---: |
| KE1 (LAMP-1 intensity) | $y=69.21 * \exp (0.6025 * x)$ |
| KE2 (cathepsin D intensity) | $y=122.9 * \exp (-0.3701 * x)$ |
| KE3 (cell viability) | $y=-29.85+\frac{129.85}{1+10^{((2.898-x) *(-1.291))}}$ |

### 4.1.5.2 Generating response-response plots from polymyxin B data to establish quantitative relationship between KEs

As described above, a method to better understand the quantitative understanding of an AOP and the quantitative relationship between the KEs (KER), is the generation of response-response plots for each KER within the AOP. The relationship between the individual key events described using the regression equation obtained from the response-response plots can then provide information on how much change in an upstream $\mathrm{KE}\left(\mathrm{KE}_{\mathrm{up}}\right)$ is needed to trigger a change in a downstream $\mathrm{KE}\left(\mathrm{KE}_{\text {down }}\right)$.

Using the case study of the AOP for Receptor-mediated endocytosis and lysosomal overload, response-response plots were generated using the additional computed data points from the individual in vitro assays for the respective key events. Thus, response-response plots were generated for disruption of lysosomes (KE2 - cathepsin D intensity) as a function of disturbance of lysosomal function (KE1 - LAMP-1/2 intensity) $\left(\right.$ qKER $\left._{1}\right)$ (Figure 30 (D) and Figure 31 (D)) and for cell viability (KE3 - cytotoxicity of renal tubular cell) as a function of disruption of lysosomes (KE2 - cathepsin D intensity) (qKER2) (Figure 30 (E) and Figure 31 (E)). After generating the individual response-response plots, the online application PROAST web was used to determine the best-fit function. The data were then plotted in GraphPad Prism 5.01 and the mathematical equation of the response-response curves description were generated (Table 28 and Table 29).


Figure 30

## Response-response plots obtained from polymyxin B KE data in RPTEC/TERT1 cells

The KE2 - Disruption of lysosomes (KE2 - cathepsin D intensity) (B) was plotted as a function of KE1 - Disturbance of lysosomal function (KE1 - LAMP-2 intensity) (A). The resulting response-response function is described with the corresponding mathematical equation and shows the quantitative relationship between KE1 and KE2 (D). KE3 - Cell viability (KE3 - increase cytotoxicity of renal tubule cell) (C) was plotted as a function of KE2 - Disruption of lysosomes (KE2 - cathepsin D intensity) (B). The resulting response-response function with its mathematical description and the quantitative relationship between KE2 and KE3 is shown below (E)

## Results



Figure 31

## Response-response plots obtained from polymyxin B KE data in NRK-52E cells

The KE2 - Disruption of lysosomes (KE2 - cathepsin D intensity) (B) was plotted as a function of the KE1 Disturbance of lysosomal function (KE1 - LAMP-1 intensity) (A). The resulting response-response function is described with the corresponding mathematical equation and shows the quantitative relationship between KE1 and KE2 (D). KE3 - Cell viability (KE3 - increase cytotoxicity of renal tubule cell) (C) was plotted as a function of the KE2 - Disruption of lysosomes (KE2 - cathepsin D intensity) (B). The resulting response-response function with its mathematical description and the quantitative relationship between KE2 and KE3 is shown below (E)

## Results

Table 28
Mathematical equation obtained from response-response plots describing quantitative relationship between KEs in RPTEC/TERT1 cells after polymyxin B treatment

| Key event relationship | Mathematical equation |
| :---: | :---: |
| $\mathrm{qKER}_{1}$ : $\mathrm{KE}_{1} \rightarrow \mathrm{KE}_{2}$ | $y=21.26+98.77 * \exp (-0.009965 * x)+51.72 * \exp (-0.001605 * x)$ |
| $\mathrm{qKER}_{2}$ : $\mathrm{KE}_{2} \rightarrow \mathrm{KE}_{3}$ | $y=0.7112+\frac{94.51}{1+10^{((58.78-x) *(0.1380))}}$ |

Table 29
Mathematical equation obtained from response-response plots describing quantitative relationship between KEs in NRK-52E cells after polymyxin B treatment

| Key event rela- <br> tionship | Mathematical equation |
| :---: | :---: |
| $\mathrm{qKER}_{1}:$ <br> $\mathrm{KE}_{1} \rightarrow \mathrm{KE}_{2}$ | $y=109.97 * \exp (-0.005870 * x)+31.03$ |
| $\mathrm{qKER}_{2}:$ | $y=-48.52+\frac{146,98}{1+10^{((40.42-x) *(0.07345))}}$ |
| $\mathrm{KE}_{2} \rightarrow \mathrm{KE}_{3}$ |  |

### 4.1.5.3 Prediction of colistin, PBNP and $\mathrm{CdCl}_{2}$ cytotoxicity in RPTEC/TERT1 and NRK52 E cells using response-response relationships obtained from polymyxin $B$ data

The obtained response-response relationships were then used to predict cytotoxicity as a late $\mathrm{KE}\left(\mathrm{KE}_{\text {down }}\right)$ based on measurement of an early KE. The experimentally determined upstream $\mathrm{KE}\left(\mathrm{KE}_{\mathrm{up}}\right)(\mathrm{KE} 1$ - Disturbance of lysosomal function) after treatment with colistin, PBNP and $\mathrm{CdCl}_{2}$ in RPTC/TERT1 and NRK-52E cells was used as a starting point for the prediction (Figure 32 (A) and Figure 33 (A)). In the first step, additional data points were calculated from the in vitro assay results as already described in the chapter above. The best-fit function was determined using the PROAST web tool and 400 additional data points in a concentration range between $5 \mu \mathrm{M}$ and $2000 \mu \mathrm{M}$ were computed using the mathematical formula obtained (Table 30 and Table 31). This dataset of 400 data points was then calculated with the mathematical description of the KER1 (Figure 32 (F) and Figure 33 (G)), which was previously generated based on the polymyxin B data in order to predict the response in the KE2 for colistin, PMBN and $\mathrm{CdCl}_{2}$ treated cells. The predicted data obtained for KE2 (Figure 32 (D) and Figure 33 (E)) were used to predict the response in KE3 (Figure 32 (E) and Figure 33 (F)) using the mathematical description of KER2 (Figure $32(\mathrm{G})$ and Figure $33(\mathrm{H})$ ).

Compared to the measured cytotoxicity after colistin treatment in RPTEC/TERT1 cells, the predicted cytotoxicity of colistin was quite close and reflected the measured dose-response curve nearly identically (Figure $32(\mathrm{H})$ ). The predicted cytotoxicity after PBNP treatment in the RPTEC/TERT1 cells showed no decrease in cell viability in the concentration range between 0 $\mu \mathrm{M}$ to $1000 \mu \mathrm{M}$ (Figure $32(\mathrm{E})$ and (H)) and hence agreed with the lack of cytotoxicity observed in the in vitro assay (Figure $32(\mathrm{~B})$ and $(\mathrm{H})$ ). However, only for the highest tested concentration $(2000 \mu \mathrm{M})$ a decrease in cell viability was measured in the RPTEC/TERT1 cells (Figure 32 (B)) which was not predicted via key event relationships (Figure $32(\mathrm{E})$ and (H)). In contrast to
the nearly consistent predictions of polymyxin antibiotics, the prediction of cytotoxicity after $\mathrm{CdCl}_{2}$ treatment was inconsistent with the real cytotoxicity that was observed in RPTEC/TERT1 cells (Figure $32(\mathrm{H})$ ). The in vitro results obtained for KE3 (Increase cytotoxicity of renal tubule cell) after $\mathrm{CdCl}_{2}$ treatment showed a concentration-dependent decrease in cell viability beginning at a $\mathrm{CdCl}_{2}$ concentration of $31.25 \mu \mathrm{M}$ that decreased to $0 \%$ at a $\mathrm{CdCl}_{2}$ concentration of $500 \mu \mathrm{M}$ (Figure 32 (B)). However, prediction of cell viability via key event relationships showed an increase in cytotoxicity in RPTEC/TERT1 cells only in the concentration range above approximately $500 \mu \mathrm{M}$ (Figure $32(\mathrm{E})$ and $(\mathrm{H})$ ). Thus, the overall prediction of cytotoxicity after $\mathrm{CdCl}_{2}$ treatment in RPTEC/TERT1 cells was poor, suggesting lower cytotoxicity than that actually measured (Figure $32(\mathrm{H})$ ).

Table 30
Mathematical equation obtained from in vitro experiment for KE1 in RPTEC/TERT1 for the computation of additional data points

| Key event | Mathematical equation |
| :---: | :---: |
| $\mathrm{KE}_{1}$ (LAMP-2 intensity) (colistin) | $y=71.79 * \exp (0.6824 * x)$ |
| $\mathrm{KE}_{1}$ (LAMP-2 intensity) (PBNP) | $y=125 * \exp (0.1304 * x)$ |
| $\mathrm{KE}_{1}($ LAMP-2 intensity $)\left(\mathrm{CdCl}_{2}\right)$ | $y=108.1 * \exp (0.2881 * x)$ |



## Figure 32

Prediction of colistin, polymyxin $B$ nonapeptide and $\mathbf{C d C l}_{2}$ cytotoxicity using response-response relationships based on polymyxin $\mathbf{B}$ data in RPTEC/TERT1
(A) in vitro results from KE1 (Disturbance of lysosomal function) after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment in RPTEC/TERT1 cells, (B) in vitro results from KE3 (Increase cytotoxicity of renal tubule cell) after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment in RPTEC/TERT1 cells, (C) computed data points from the obtained mathematical equations for KE1 (Disturbance of lysosomal function), (D) predicted data for KE2 (Disruption of lysosomes), (E) predicted data for KE3 (Increase cytotoxicity of renal tubule cell), ( F ) response-response plot based on polymyxin B data describing KE relationship between KE1 and KE2, (G) response-response plot based on polymyxin B data describing KE relationship between KE2 and KE3. (H) Comparison of measured in vitro results from KE3 (Increase cytotoxicity of renal tubule cell) and predicted data for KE3 (Increase cytotoxicity of renal tubule cells)

The prediction of cytotoxicity after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment in the NRK-52E showed similar results as the prediction in RPTEC/TERT1. The predicted cytotoxicity after colistin treatment was similar to the measured cytotoxicity, with a lower toxic effect at the higher concentrations being predicted compared to the measured cytotoxicity (Figure 33 (C), (F) and (I)). After PBNP treatment in NRK-52E cells, a decrease in cell viability at the highest concentration $(2000 \mu \mathrm{M})$ to $85 \%$ was measured, whereas prediction of cytotoxicity showed no decrease in cell viability over the complete concentration range of PBNP (Figure 33 (C), (F) and (I)). The prediction of cytotoxicity after $\mathrm{CdCl}_{2}$ treatment was - similarly to the prediction in RPTEC/TERT1 cells - quite poor and showed a lower predicted toxicity than that actually measured (Figure 33 (I)). Since NRK-52E cells proved to be more sensitive in response to $\mathrm{CdCl}_{2}$ treatment than RPTEC/TERT1 cells, a decrease in cell viability was observed beginning at a treatment concentration of $15.6 \mu \mathrm{M}$, which decreased in a dose-dependent manner and showed $100 \%$ cytotoxicity at $125 \mu \mathrm{M}$ (Figure 33 (C)). Predicted cytotoxicity after $\mathrm{CdCl}_{2}$ treatment showed a concentration-dependent decrease in cell viability above a concentration of 62.5 $\mu \mathrm{M}$, which decreased to $50 \%$ cell viability and showed no further decrease in cell viability above $500 \mu \mathrm{M}$ (Figure 33 (F)). As shown previously for the RPTEC/TERT1 cells (Figure 32), the prediction of cytotoxicity in the NRK-52E cells after polymyxin treatment was found to be similar to the decrease in cell viability from the in vitro assays, while a poorer prediction was observed for $\mathrm{CdCl}_{2}$ (Figure 33 (I)). Generally, prediction of $\mathrm{CdCl}_{2}$ cytotoxicity in both cell lines was poor compared to measured cytotoxicity. This serves as a good example to demonstrate that stressors potentially acting by more than one AOP are difficult to predict using key event relationships generated from a single AOP.

Figure 33
Prediction of colistin, polymyxin B nonapeptide and $\mathbf{C d C l}_{\mathbf{2}}$ cytotoxicity using
(A) in vitro results from KE1 (Disturbance of lysosomal function) after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment in NRK-52E cells, (B) in vitro results from KE2 (Disruption of lysosomes) after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment in NRK-52E cells, (C) in vitro results from KE3 (Increase cytotoxicity of renal tubule cell) after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment in NRK-52E cells, (D) computed data points from the obtained mathematical equations for KE1 (Disturbance of lysosomal function), ( E ) predicted data for KE2 (Disruption of lysosomes), (F) predicted data for KE3 (Increase cytotoxicity of renal tubule cell), (G) response-response plot based on polymyxin B data describing KE relationship between KE1 and KE2, (H) response-response plot based on polymyxin B data describing KE relationship between KE2 and KE3. (I) Comparison of measured in vitro results from KE3 (Increase cytotoxicity of renal tubule cell) and predicted data for KE3 (Increase cytotoxicity of renal tubule cell).

Table 31
Mathematical equation obtained from in vitro experiment for KE1 in NRK-52E cells for the computation of additional data points

| Key event | Mathematical equation |
| :---: | :---: |
| $\mathrm{KE}_{1}$ (LAMP-1 intensity) (colistin) | $y=159.4+(-97.86 * x)+41.69+x^{2}$ |
| $\mathrm{KE}_{1}$ (LAMP-1 intensity) (PBNP) | $\left.y=100+(-12.87 * x)+9.567 * x^{2}\right)$ |
| $\mathrm{KE}_{1}$ (LAMP-1 intensity) $\left(\mathrm{CdCl}_{2}\right)$ | $y=97.4+\frac{258.7}{1+10^{((1.777-x) * 2.227)}}$ |

### 4.2 AOP - Inhibition of mtDNA polymerase- $\gamma$

### 4.2.1 Using the Comparative Toxicogenomic Database (CTD) to identify suitable in vitro endpoints for the AOP - Inhibition of mtDNA polymerase- $\gamma$

For the identification of suitable in vitro endpoints for the AOP- Inhibition of mtDNA polymer-ase- $\gamma$, the online database Comparative Toxicogenomic Database (CTD; http://ctdbase.org) was used as a tool, in the same way as for the identification of in vitro endpoints for the AOP-Receptor-mediated endocytosis and lysosomal overload (Chapter 4.1.1). Venn diagrams were generated by using the VennViewer online function and all antivirals used in this work were analyzed in order to identify common gene interactions that may indicate appropriate endpoints. A VennView analysis for the prodrug tenofovir disoproxil fumarate could not be conducted because this compound was not available in the database. Low to moderate data sets were available for the remaining stressors (for adefovir - 11 gene data; tenofovir - 32 gene data; ADF 104 gene data; cidofovir - 276 gene data) (Figure 34).


Figure 34
Venn diagram with the data sets of adefovir, ADF, cidofovir, tenofovir

However, Venn analysis revealed only a few overlaps ( $1-4$ ) for commonly regulated genes (Figure 34). The rare gene overlaps were examined for associations related to the AOP- Inhibition of mtDNA polymerase $-\gamma$, mtDNA depletion, mitochondrial toxicity, mitochondrial dysfunction, renal injury, or proximal tubule damage with no results. After analyses in the Comparative Toxicogenomic Database failed to provide promising results, we restricted the identification of suitable in vitro endpoints to publicly available information from published literature (e.g., PubMed) for the AOP - Inhibition of mtDNA polymerase- $\gamma$.

### 4.2.2 Establishment of suitable in vitro assays linked to the AOP - Inhibition of mtDNA polymerase- $\gamma$

While Venn analysis with adefovir, cidofovir, tenofovir and TDF in the Comparative Toxicogenomic Database failed to identify appropriate in vitro endpoints due to limited available data, we used published results from PubMed to identify appropriated in vitro endpoints. Since in vitro studies in different cells (e.g., HK-2, mouse renal proximal tubular epithelial cells) demonstrated the link between inhibition of DNA polymerase- $\gamma$ and consequent mtDNA abundance in association with NRTIs as well with adefovir and tenofovir (Lewis et al., 2001, Zhao et al., 2017, Vidal et al., 2006) the measurement of mtDNA abundance seems to be a suitable in vitro endpoint for KE1 (Depletion of mtDNA) in the AOP - Inhibition of mtDNA polymerase $-\gamma$. These in vitro findings were also observed in in vivo studies in several species (e.g., rats, mice, dogs, monkeys, woodchucks) as well as in HIV infected patients medicated with NRTIs, adefovir or tenofovir, in which mitochondrial toxicity was revealed as well as reduction in mtDNA content (Lewis, 2003b, Lewis et al., 2001, Lewis et al., 2003a, Morton, 1998, Herlitz et al., 2010, Lebrecht et al., 2009, Kohler et al., 2009a, Tanji et al., 2001, Arnaudo et al., 1991, Masanés et al., 1998, Pezeshkpour et al., 1991, Côté et al., 2006, Hall, 2013). Measurement of mtDNA
content seems to be an appropriate in vitro endpoint for this AOP and can be measured relative to nuclear DNA copy number via qPCR, which has been reported as a suitable in vitro assay (Rooney et al., 2015, Thakar et al., 2015, Lebrecht et al., 2009, Biesecker et al., 2003). In vitro studies in HepG2 cells showed the strong potential of zalcitabine (ddC) to decrease mtDNA content and was selected as a positive control for this in vitro assay (Birkus et al., 2002). Concomitant with mtDNA depletion, mitochondrial toxicity was observed in the in vitro and in vivo studies and has been integrated in this AOP as the KE2 (Mitochondrial dysfunction). As a suitable in vitro assay, the MitoTracker ${ }^{\ominus}$ Red assay was applied, which stains living, intact mitochondria and is dependent on the membrane potential of the mitochondria. The assay was performed by Dr. Bernhard Ellinger (Fraunhofer Institute for Molecular Biology and Applied Ecology, Translational Medicine Unit, Screening-Port, Hamburg, Germany) and the experimental results were provided with kind permission. Based on these findings in vitro assays were established to address the individual key events.

### 4.2.2.1 Antiviral prodrugs reduced mtDNA content after long-term treatment in RPTEC/TERT1 cells - in vitro assay for the key event Depletion of mtDNA

As a potential in vitro endpoint for KE1, mtDNA content was measured in both cell lines after 24 h of treatment with the antivirals. The mtDNA content in the RPTEC/TERT1 cells remained unchanged for all antivirals used as well as for the positive control ddC (Figure 37 (A)). After treatment with cidofovir, tenofovir and TDF, the results even showed an increase in mtDNA content in NRK-52E cells (Figure 37 (A)). Note that increase in mtDNA copy number is contrary to in vivo observations, which demonstrated a decrease in mtDNA content (Lewis, 2003b, Lewis et al., 2001, Lewis et al., 2003a, Morton, 1998, Herlitz et al., 2010, Lebrecht et al., 2009, Kohler et al., 2009a, Tanji et al., 2001, Arnaudo et al., 1991, Masanés et al., 1998, Pezeshkpour
et al., 1991, Côté et al., 2006, Hall, 2013). Considering that a 24 h treatment was probably too short to mimic a chronic in vivo treatment, RPTEC/TERT1 cells were treated daily with antivirals for a period of 14 days due to their advantage of prolonged cultivation time (Wieser et al., 2008, Aschauer et al., 2015a, Aschauer et al., 2015b). Long-term treatment resulted in a con-centration-dependent decrease in mtDNA content for the prodrugs ADV and TDF, as well as for the positive control ddC (Figure 38 (A)). An increase in mtDNA content was observed for cidofovir, while mtDNA content for adefovir and tenofovir remained unchanged (Figure 38 (A)).

### 4.2.2.2 Prodrugs induced mitochondrial toxicity after long-term treatment in RPTEC/TERT1 cells - in vitro assay for the key event Dysfunction of mitochondria

After the results for KE1 (Depletion of $m t D N A$ ) following 24 h treatment with antivirals in both cell lines revealed no decrease but rather an increase in mtDNA copy number (Figure 37 (A)), the focus in KE2 (Dysfunction of mitochondria) was directed to 14 days treatment with antivirals in the RPTEC/TERT1 cells. Mitochondrial toxicity was observed after daily treatment for 14 days for the prodrugs ADV and TDF (Figure 35 (D) \& (E) and Figure 38 (B)). Fluorescence images of MitoTracker ${ }^{\circledR}$ Red stained RPTEC/TERT1 cells after 14 days of treatment with 111 $\mu \mathrm{M}$ ADV (Figure $35(\mathrm{D})$ ) or TDF (Figure $35(\mathrm{~F})$ ) showed more pronounced defects at the mitochondrial membranes than RPTEC/TERT1 cells treated with $4 \mu \mathrm{~L}$ ADV (Figure 35 (B)), or $4 \mu \mathrm{~L}$ TDF (Figure 35 (C)), respectively, as well as compared to untreated cells (Figure 35 (A)). A more distinct indication of prodrug-induced mitochondrial effects was provided by the organization of mitochondria in the cells.


Figure 35
Fluorescence images of MitoTracker ${ }^{\circledR}$ dye in RPTEC/TERT1 cells treated with antivirals for $14 \mathbf{d}$
RPTEC/TERT1 cells were treated for 14 d with antivirals and stained with MitoTracker ${ }^{\circledR}$ Red dye (orange). MitoTracker ${ }^{\circledR}$ Red uptake images were taken using an Opera ${ }^{\circledR}$ System (PerkinElmer Inc., MA, USA). Untreated RPTEC/TERT1 cells showed healthy and stained mitochondria in cells distributed over the entire cytoplasm (A). Effects of adefovir and ADV treatment on mitochondrial function and organization are presented in images (B), (D) \& (F), while (B) represents treatment with $4 \mu \mathrm{M}$ and (D) \& (F) treatment with $111 \mu \mathrm{M}$ ADV respectively adefovir. TDF and tenofovir induced effects on mitochondrial function and organization are shown in (C), (E) \& (G), while (B) represents treatment with $4 \mu \mathrm{M}$ and (E) \& (G) treatment with $111 \mu \mathrm{M}$ TDF respectively tenofovir. Images were created by Dr. Bernhard Ellinger (Fraunhofer Institute for Molecular Biology and Applied Ecology,

Translational Medicine Unit, ScreeningPort, Hamburg, Germany) and provided with kind permission.

While in untreated cells mitochondria were equally distributed throughout the cytoplasm (Figure 35 (A)), mitochondria in RPTEC/TERT1 cells treated with ADV (Figure 35 (D)) and TDF (Figure $35(\mathrm{E})$ ), respectively, showed no longer homogeneous distribution. In treated cells, mitochondria were found to be more centralized around the cell nuclei (Figure 35 (D) \& (E)). In contrast, such centralization of mitochondria was not evident in cells treated with adefovir or tenofovir (Figure 35 (F) \& (G)). In cells treated with tenofovir lack of mitochondrial toxicity was also consistent with the lack of decrease in mtDNA copy number from KE1 (Depletion of $m t D N A$ ) and lack of cytotoxicity after tenofovir treatment in KE3 (Cytotoxicity renal tubule cells) (Figure 38). Treatment with tenofovir even showed increased mitochondrial activity in the entire cytoplasm, which was recognizable by a more pronounced MitoTracker ${ }^{\circledR}$ Red staining (Figure 35 (G)).

### 4.2.2.3 Long-term treatment of antivirals increases cytotoxic effects in RPTEC/TERT1 \& NRK-52E cells - in vitro assay for key event Increase of cytotoxicity in renal tubule cells

Finally, to detect cytotoxic effects in the third and last key event (KE3 - Increase of cytotoxicity in renal tubule cells), the same method was used for the AOP - Inhibition of mtDNA polymer-ase- $\gamma$ using CellTiter-Glo ${ }^{\circledR}$ cell viability assay, as in the AOP - Receptor-mediated endocytosis and lysosomal overload (see chapter 4.1.2.3). Following 24 hours of treatment with antiviral stressors, the prodrugs ADV and TDF caused the greatest concentration-dependent decreases in cell viability in RPTEC/TERT1 and NRK-52E cells, although NRK-52E cells were found to be more sensitive than RPTEC/TERT1 cells (Figure 36 (A)). In contrast, 24 h treatment with adefovir, cidofovir, tenofovir, and ddC resulted in minor, non-significant decreases in cell viability across both cell lines (Figure 36 (A)). Since supposedly a short treatment time of 24 h
appeared to be insufficient to induce cytotoxic effects, a 14-day treatment in RPTEC/TERT1 cells followed in addition to the short-term treatment, since these cells are suitable for longterm treatment due to their long doubling time of approximately $96-120 \mathrm{~h}$ (Wieser et al., 2008, Aschauer et al., 2015a, Aschauer et al., 2015b). Repeated treatment with antivirals daily for 14 d caused a further decrease in cell viability in RPTEC/TERT1 cells, which could not be confirmed for tenofovir (Figure 36 (B)). However, the most pronounced cytotoxic effects were observed for the prodrugs ADV and TDF (Figure 36 (B)), which was also reflected in the upstream key events, where the strongest effects were also observed for ADV and TDF compared with the other stressors (Figure 38 (A) \& (B)).
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Figure 36

## Cytotoxicity of RPTEC/TERT1 and NRK-52E cells after treatment with antivirals

Results of both cell lines (RPTEC/TERT1 cells (-) and NRK-52E cells (---)) after 24 h (A) resp. 14 d (B) of treatment with antivirals (adefovir, adefovir dipivoxil, cidofovir, tenofovir, tenofovir disoproxil fumarate, zalcitabine). The response of KE3 was plotted in percent of control against the logarithmic concentration in $\mu \mathrm{M}$. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change $(\mathrm{n}=3)$

### 4.2.3 Dose-response in vitro results across all KEs in the AOP - Inhibition of mtDNA polymerase- $\gamma$

In vitro endpoints reflecting each KE were assessed in rat (RPTEC/TERT1 (-)) and human renal proximal tubule epithelia cells (NRK-52E (---)) and treated for 24 h with model compounds (adefovir, adefovir dipivoxil, cidofovir, tenofovir, tenofovir disoproxil fumarate) and positive control (zalcitabine) in order to experimentally support the AOP and to establish quantitative relationships between KEs. After 24 h treatment with the antiviral drugs, no decrease in mitochondrial DNA copy number (KE1) was observed in either cell lines (Figure 37 (A)). In NRK-52E cells, a significant increase in the mtDNA copy number was observed after cidofovir, tenofovir and TDF treatment. RPTEC/TERT1 cells showed no significant increase or decrease in mtDNA copy number after treatment with antivirals. Also, mitochondrial toxicity (KE2) was not evident after treatment with cidofovir and tenofovir in NRK-52E cells respectively after treatment with cidofovir in RPTEC/TERT1 cells but was observed after treatment with TDF in RPTEC/TERT1 (Figure 37 (B)). However, in both cell lines a decrease in cell viability was observed after 24 h treatment with the prodrugs ADV and TDF in both cell lines, which was more pronounced in NRK-52E cells as compared to RPTEC/TERT1 cells. No significant cytotoxicity was observed after 24h treatment with adefovir, cidofovir and tenofovir (Figure 37 (C)).


Figure 37
In vitro results after $\mathbf{2 4} \mathbf{h}$ for the individual KEs from the AOP - Inhibition of mtDNA polymerase $\boldsymbol{\gamma} \boldsymbol{\gamma}$
Results of both cell lines (RPTEC/TERT1 cells (-) and NRK-52E cells (---)) after 24 h of treatment with antivirals (adefovir, adefovir dipivoxil, cidofovir, tenofovir, tenofovir disoproxil fumarate, zalcitabine) of individual KEs. (A) mtDNA copy number describes changes in KE1 (Depletion mtDNA). (B) Mitochondrial toxicity describes changes in KE2 (Dysfunction of mitochondria). (C) Cell viability describes the change in KE3 (Cytotoxicity in renal tubular cells). The response of each KE was plotted in percent of control against the logarithmic concentration in $\mu \mathrm{M}$. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change $(\mathrm{n}=3)$

Since analysis of the first key event after 24 h treatment revealed an increase rather than a decrease in mtDNA copy number as would have been expected from in vivo studies, a longterm exposure was simulated, which may be more relevant to the in vivo situation. Due to the long doubling time of RPTEC/TERT1 cells (approx. 96-120 h), these cells can be incubated over a time period up to 14 days (Wieser et al., 2008, Aschauer et al., 2015a, Aschauer et al., 2015b). For this purpose, RPTEC/TERT1 cells were treated with the antivirals daily for 14

## Results

days. After 14-day treatment, the prodrugs ADV and TDF showed decrease in mtDNA copy number (KE1). A strong decrease in mtDNA copy number was also observed for ddC, which was included as a positive control. In contrast, no significant changes in mtDNA copy numbers were seen in response to adefovir and tenofovir, while 14 days treatment with cidofovir resulted in an increase in mtDNA copy number (Figure $38(\mathrm{~A})$ ).


Figure 38

## In vitro results after 14 d for the individual KEs from the AOP - Inhibition of mtDNA polymerase- $\gamma$

Results RPTEC/TERT1 cells (-) after 14 d of treatment with antivirals (adefovir, adefovir dipivoxil, cidofovir, tenofovir, tenofovir disoproxil fumarate, zalcitabine) of individual KEs. (A) mtDNA copy number describes changes in KE1 (Depletion mtDNA). (B) Dysfunction mitochondria describe the change in KE2 (Mitochondrial toxicity). (C) Cell viability describes the change in KE3 (Cytotoxicity in renal tubular cells). The response of each KE was plotted in percent of control against the logarithmic concentration in $\mu \mathrm{M}$. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change $(\mathrm{n}=3$ )

A dose-dependent dysfunction of mitochondria (KE2) was measured for the prodrugs ADV and TDF, whereas for cidofovir and ddC only a slight decrease was observed at the highest concentration tested (Figure 38 (B)). For adefovir and tenofovir, no decrease in KE2 - Dysfunction of mitochondria was observed (Figure 38 (B)). With the exception of tenofovir, a decrease in cell viability (KE3) was observed following treatment with all antiviral drugs, whereby the most pronounced effects were observed in response to the prodrugs ADV and TDF (Figure 38 (C)).

### 4.2.4 Prediction of tenofovir disoproxil fumarate downstream key events based on adefovir dipivoxil in vitro data

Following the establishment of suitable in vitro assays and cell treatment with model compounds, we also tested in the AOP - Inhibition of mtDNA polymerase- $\gamma$, whether the generation of key event relationships can be utilized to predict downstream key events for other stressors associated with the same AOP. Here, we focused on the in vitro results obtained in RPTEC/TERT1 cells after 14 days treatment with the prodrugs ADV and TDF (Figure 38). Long-term treatment with prodrugs over 14 days was found to be more suitable for generating response-response curves and for prediction compared to 24 h treatments. Reasons for this are firstly that the in vitro 14 day KE1 data were consistent with in vivo findings (decrease in mtDNA copy number was measured), and secondly responses in mitochondrial toxicity (KE2) and cytotoxicity (KE3) were observed, which is a necessary prerequisite to establish key event relationships.

### 4.2.4.1 Calculation of additional data points from experimental data

Since after long-term treatment a decrease in mtDNA copy number in KE1 could only be observed for the prodrugs ADV and TDF, only dose-response data after 14-day treatment with ADV and TDF in RPTEC/TERT1 could be used for further computations, establishment of response-response plots and prediction.

To generate further data points from the responses received after ADV treatment, the best-fit functions were determined using the online tool PROAST web (https://proastweb.rivm.nl), as described above (chapter 4.1.5). Using the obtained regression equations for KE1 and KE3 (Table 32), additional data points in the concentration range between $0.06 \mu \mathrm{M}$ and $1000 \mu \mathrm{M}$ were computed and graphically plotted in GraphPad Prism 5.01 (Figure 39 (C) and (D)).

Table 32
Mathematical equation obtained from in vitro experiments for the calculation of additional data points

| Key event | Mathematical equation |
| :---: | :---: |
| KE1 (mtDNA copy number) | $y=93.5+(-12.92 * x)+\left(-6.057 * x^{2}\right)$ |
| KE2 (mitochondrial toxicity) | $y=13.44+\frac{88.56}{1+10^{((1.767-x) *(-1.803))}}$ |
| KE3 (cell viability) | $y=-3.823+\frac{103.823}{1+10^{((1.227-x) *(-1.055))}}$ |



Figure 39
Calculation of additional data points from the experimentally obtained in vitro data after ADV treatment in RPTEC/TERT1 cells
(A) in vitro results from KE1 (mtDNA copy number), (B) in vitro results from KE2 (mitochondrial toxicity), (C) in vitro results from KE3 (cell viability), (D) computed data points from the obtained mathematical equation for KE1 (mtDNA copy number), (E) computed data points from the obtained mathematical equation for KE2 (mitochondrial toxicity), (F) computed data points from the obtained mathematical equation for KE3 (cell viability)

### 4.2.4.2 Generating response-response plots from ADV data to establish quantitative relationship between KEs

To establish the quantitative relationship between the KEs, the same strategy was used as for the AOP - Receptor-mediated endocytosis and lysosomal overload (see chapter 4.1.5.2). With the computed data from KE1, KE2 and KE3 after ADV treatment in RPTEC/TERT1 cells, response-response plots were generated. The computed data of KE2 (Dysfunction of mitochondria) were plotted as a function of KE1 (Depletion of mtDNA copy number), and KE3 (Cell viability) as a function of KE2 (Dysfunction of mitochondria) (Figure 40 (D) \& (E)). In addition, a response-response plot between KE1 and KE3 was also generated by plotting the computed data of KE3 (Cell viability) as a function of KE1 (Depletion of mtDNA copy number) (Figure 41 (C)). After the response-response plots were created, the best fit function for each responseresponse function was determined using the online tool PROAST web. The corresponding mathematical equations of the quantitative key event relationships ( $^{\left(K E R_{1}, \mathrm{qKER}_{2}\right.}$ and qKER ${ }_{1 \mathrm{~A}}$ ) was determined, and the data were graphically plotted in Graph Pad Prism 5.01 (Figure 40, Figure 41 and Table 33).

## Results

Table 33
Mathematical equations obtained from response-response plots describing quantitative relationships between KE1, KE2 and KE3

| Key event relationship | Mathematical equation |
| :---: | :---: |
| $\begin{gathered} \mathrm{qKER}_{1}: \\ \mathrm{KE}_{1} \rightarrow \mathrm{KE}_{2} \end{gathered}$ | $y=13.44+\frac{88.56}{1+10^{((1.767-x) *(-1.803))}}$ |
| $\begin{gathered} \mathrm{qKER}_{2}: \\ \mathrm{KE}_{2} \rightarrow \mathrm{KE}_{3} \end{gathered}$ | $y=51385+\left(\frac{-19780.96}{1+10^{(356.2-x) *(-0.009705)}}\right)+\left(\frac{-31611.5}{1+10^{(12.2-x) *(-0.2875)}}\right)$ |
| $\begin{gathered} \mathrm{qKER}_{1 \mathrm{~A}}: \\ \mathrm{KE}_{1} \rightarrow \mathrm{KE}_{3} \end{gathered}$ | $y=-2.685+\frac{112.985}{1+10^{((70.37-x) * 0.03484)}}$ |

## Results



Figure 40

## Response-response plots obtained from ADV KE data in RPTEC/TERT1 cells

The KE2 - Dysfunction mitochondria (KE2 - mitochondrial toxicity) (B) was plotted as a function of KE1-Depletion of mtDNA copy number (KE1 - mtDNA copy number) (A). The resulting response-response function is described with the corresponding mathematical equation and shows the quantitative relationship between KE1 and KE2 $\left(\right.$ qKER $\left._{1}\right)(\mathrm{D})$. KE3 - Cell viability (KE3 - Increase cytotoxicity of renal tubule cell) (C) was plotted as a function of KE2 - Dysfunction mitochondria (KE2 - mitochondrial toxicity) (B). The resulting response-response function with its mathematical description and the quantitative relationship between KE2 and KE3 is shown below (E)


## Figure 41

## Response-response plots obtained from ADV KE data in RPTEC/TERT1 cells without KE2

The KE3 - Cell viability (KE3 - Increase cytotoxicity of renal tubule cell) (B) was plotted as a function of KE1Depletion of mtDNA copy number (KE1 - mtDNA copy number) (A). The resulting response-response function is described with the corresponding mathematical equation and shows the quantitative relationship between KE1

$$
\text { and } \mathrm{KE} 3(\mathrm{qKER} 1 \mathrm{~A})(\mathrm{C})
$$

### 4.2.4.3 Prediction of TDF cytotoxicity in RPTEC/TERT1 cells using the response-response relationship obtained from ADV data

To follow the same strategy as in the first AOP, in order to obtain an adequate amount of data from the experimental in vitro assays collected and the same chemical concentrations of the test substances used in the assays, additional data points were calculated from the results of the in vitro assay describing KE1 (Depletion of mtDNA copy number) (Figure 43) (A)). Since treatment with TDF in RPTEC/TERT1 cells showed a decrease of only approximately $20 \%$ in mtDNA copy number and was hence weak, no best-fit model could be determined using the online application PROAST. To obtain additional data points for the prediction, 37 data points in a concentration range between 0.24 and $62.5 \mu \mathrm{M}$ were manually selected and plotted using GraphPad ${ }^{\circledR}$ Prism 5.01 (Figure 43 (D)). Using these selected data and the mathematical description of the quantitative $\mathrm{KER}_{1}$ (Figure $43(\mathrm{G})$ and Table 33), a prediction of KE2 (Mitochondrial toxicity) was computed (Figure 43 (E)). Prediction of KE2 (Mitochondrial dysfunction) showed no decrease in mitochondrial function up to the highest concentration used ( $62.5 \mu \mathrm{M}$ ) (Figure 43 (E)) which was consistent with the measured in vitro results (Figure 43 (B)). The predicted data from KE2 were used to predict KE3 (Cell toxicity) using the mathematical description of the quantitative $\mathrm{KER}_{2}$ (Figure $43(\mathrm{H})$ and Table 33). The prediction of KE3 proved to be not feasible. Closer examination of the in vitro results for KE2 (Mitochondrial dysfunction) and KE3 (Cell toxicity) revealed that the response in the downstream key event (KE3) was observed at lower concentrations than the response in the upstream key event (KE2) (Figure 42). Thus, a decrease in cell viability was seen in the absence of mitochondrial toxicity. Hence, the question "how much response in an upstream KE is needed to trigger a response in a downstream KE" cannot be answered and makes a prediction via the key event relationship unfeasible. To test whether prediction for cytotoxicity is feasible by using only in vitro KE1 data and in vitro KE3
data, the key event relationship between KE1 and $\mathrm{KE} 3\left(\mathrm{qKER} \mathrm{R}_{1 \mathrm{~A}}\right)$ was used and KE2 was skipped for the prediction (Figure 41 (C) Figure 44).


Figure 42
Comparison of in vitro results for KE2 (Mitochondrial toxicity) and KE3 (Cell viability) after 14 d treatment with ADV in RPTEC/TERT1 cells from the AOP - Inhibition of mtDNA polymerase- $\gamma$
Blue graph represents dysfunction in mitochondria and describe the change in KE2 (Mitochondrial toxicity).
Green graph represents cell viability and describes the change in KE3 (Cytotoxicity in renal tubular cells). The response for KE2 and KE3 was plotted in percent of control against the logarithmic concentration in $\mu \mathrm{M}$. All experiments were repeated in three technical replicates and three biological replicates. Data are presented as mean $\pm$ SD fold change $(\mathrm{n}=3)$

## Results



Figure 43
Prediction of TDF cytotoxicity using response-response relationships based on ADV data in RPTEC/TERT1
(A) in vitro results from KE1 (Depletion of mtDNA copy number) after 14 d TDF treatment in RPTEC/TERT1 cells, (B) in vitro results from KE2 (mitochondrial toxicity) after 14 d TDF treatment, (C) in vitro results from KE3 (Cell viability) after 14 d TDF treatment in RPTEC/TERT1 cells, (D) computed data points from the obtained mathematical equation for KE1 (Depletion of mtDNA copy number), (E) predicted data for KE2 (mitochondrial toxicity), (F) predicted data for KE3 (Cell viability) -data were not able to predict. (G) response-response plot based on ADV data describing KE relationship between KE 1 and KE 2 , (H) response-response plot based on ADV data describing KE relationship between KE2 and KE3
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By using the key event relationship between KE1 and KE3 (qKER ${ }_{1 \mathrm{~A}}$ ), we were able to predict the cytotoxicity for TDF based on ADV data (Figure 44 (D) \& (F)). Predicted cytotoxicity showed a concentration-dependent decrease in cell viability down to $70.8 \%$ for the highest concentration used in the prediction $(62.5 \mu \mathrm{M})$, however, no further values could be predicted above this concentration (Figure 44 (D) \& (F)). The pronounced cytotoxic effect of TDF in the in vitro assay for KE3 (Figure 38), was also the limiting factor for treatment with concentrations above $62.5 \mu \mathrm{M}$, resulting in a poor response in KE1 after TDF treatment (Figure 44 (A)), which did not allow a calculation of a best-fit model resp. further data points, and we were restricted to the measured dose-response data. Overall, the prediction for TDF appeared to be good in the concentration range between 0 and $62.5 \mu \mathrm{M}$, with a slightly weaker predicted cytotoxicity ( $70.8 \%$ ) compared to the actual measured cytotoxicity ( $53.4 \%$ ) predicted for the highest concentration used ( $62.5 \mu \mathrm{M}$ ) (Figure 44 (F)).

### 4.3 Risk assessment based on in vitro results

After integrating suitable in vitro assays for the individual AOPs and experimentally supporting them with test substances, another important goal of the work was to obtain an estimate of risk based on the in vitro results. As a first estimate of risk, points of departure (PoD) derived from the in vitro assays were compared with serum and kidney concentrations achieved in humans and rats.

### 4.3.1 In vitro points of departure related to the AOP - Receptor-mediated endocytosis and lysosomal overload

The following table shows serum concentrations obtained from human studies after administration of polymyxin antibiotics at therapeutic doses (Table 34) (Sorlí et al., 2017, Falagas et al., 2005, Falagas and Kasiakou, 2006, Santamaría et al., 2009, Cheng et al., 2010a, Sorlí et al., 2013, Forrest et al., 2014). Serum and kidney concentrations obtained from in vivo studies in rats were achieved after administration of polymyxin antibiotics doses based on therapeutically relevant exposure levels or supratherapeutic exposure levels that induced renal injury representative of nephrotoxicity observed in patients and study results to determine the maximum tolerated dose (MTD) (Table 34) (Keirstead et al., 2013, Nilsson et al., 2015). The range of in vivo data was then visualized together with the determined PoDs derived from the in vitro assays in the human and rat cell lines (Figure 45). The recommended therapeutic dosage for polymyxin B when administered intravenously (i.v.) is 15,000 to $25,000 \mathrm{IU}$ per kilogram of body weight per day in two doses where $10,000 \mathrm{IU}$ is equivalent to 1 mg polymyxin B and thus 1.5 to $2.5 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$ is recommended (Falagas and Kasiakou, 2006, Kassamali et al., 2015, Gupta et al., 2009, Cai et al., 2020b). Patients from the studies received polymyxin B at doses ranging from 4,500 to $33,800 \mathrm{IU}$ per kilogram of body weight per day, which correspond to doses of
0.45 to $3.38 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$, while in some cases dose levels above the recommended doses of 25,000 IU resp. $2.5 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$ were applied. Renal damage was observed in treated patients, occurring with increasing incidence at doses $\geq 150 \mathrm{mg}$ polymyxin B per day (Sandri et al., 2013, Rigatto et al., 2015, Phe et al., 2014). Depending on the severity of the infection, the recommended dose for colistin is between 50,000 to $150,000 \mathrm{IU}$ per kg body weight per day, with $30,000 \mathrm{IU}$ $=1 \mathrm{mg}$ colistin, resulting in a recommended dose of 1.6 to $5 \mathrm{mg} / \mathrm{kg}$ body weight $i . v$. per day (Kaye et al., 2015, Michalopoulos and Falagas, 2011). Patients were treated with colistin doses of 3 to 9 million IU per day, corresponding to 100 to 300 mg colistin per day ( $2.5-5 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$ ), with observed nephrotoxicity after treatment (Sorlí et al., 2017, Falagas et al., 2005, Santamaría et al., 2009, Cheng et al., 2010a, Sorlí et al., 2013, Forrest et al., 2014). Polymyxin B treatment doses used from in vivo studies in rats were 3 to 4 mg per kilogram of body weight i.v. resp. 5 to 25 mg per kilogram of body weight per day as a subcutaneous injection (s.c.) (Manchandani et al., 2016, Manchandani et al., 2017, Nilsson et al., 2015). The dose for colistin in the rat studies was reported to be $6.25 \mathrm{mg} / \mathrm{kg}$ given 4 times a day (QID) as a s.c. injection, which corresponds to a daily dose of 25 mg per kg body weight (Keirstead et al., 2013, Nilsson et al., 2015). Treatment doses for polymyxin B nonapeptide was selected as $10 \mathrm{mg} / \mathrm{kg}$ QID via s.c. injection, corresponding to a total daily dose of $40 \mathrm{mg} / \mathrm{kg}$ (Keirstead et al., 2013, Nilsson et al., 2015).

## Results

Table 34

## Serum and kidney concentrations of polymyxin antibiotics in humans and rats

Serum and mean serum concentrations of polymyxin antibiotics in humans after administration of therapeutic doses of polymyxin B ( $0.45-3.38 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$ by $i . v$. injection), colistin ( $2.5-5 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$ by $i . v$. injection), and serum as well as kidney concentrations of polymyxins in rats after administration of polymyxin B (3-4 mg/kg/d by i.v. injection, resp. 5-25 mg/kg/d per s.c. injection), colistin ( $25 \mathrm{mg} / \mathrm{kg} / \mathrm{d}$ per s.c. injection), and PBNP (40 $\mathrm{mg} / \mathrm{kg} / \mathrm{d}$ per s.c. injection) based on therapeutically relevant exposure levels to induce renal damages

|  |  |  |  | $\begin{aligned} & \text { Mean serum conc. } \\ & {[\mu \mathrm{M}]} \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PB | 0.57-4.1 | 2.31 | 0.33-1.5 | 0.93 | $2.8-23.2$ | 12.99 | (Sandri et al., 2013, <br> Manchandani et al., 2016, Manchandani et al., 2017, Tran et al., 2016) |
| Col | 0.5-3.6 | 2.05 | 0.12-9.5 | 4.82 | 73.7-79.3 | 76.50 | (Michalopoulos and Falagas, 2011, Keirstead et al., 2013, Nilsson et al., 2015, Markou et al., 2008, Tran et al., 2016, Sorlí et al., 2017) |
| PBNP | n.a. | n.a. | 6.2-28.0 | 17.12 | 38.0-41.1 | 39.55 | (Keirstead et al., 2013, Tran et al., 2016) |

The findings from the in vitro assays after treatment with polymyxin antibiotics were utilized to calculate in vitro points of departure (PoDs). Thereby, limitations appeared in the calculation of some PoDs such of the $\mathrm{EC}_{\mathrm{X}}$ approach or the NtC approach. For exponential dose-response curves with an exponential slope, as measured in KE1 (Disturbance lysosomal functions) (Figure $16(\mathrm{~A})$ ), an $\mathrm{EC}_{10}$ or $\mathrm{EC}_{20}$ concentration was not determined because a maximum effect cannot be identified. Calculation of POD using the NtC approach proved unproblematic for sigmoidal dose-response curves, such as those observed for in vitro KE3 results (Cell viability)
(Figure 16 (C)) and could be determined quite straightforward. However, NtCs could not be calculated for non-sigmoidal dose-response curves. The NOEC, LOEC and $\mathrm{BMC}_{10}$ approach proved to be unproblematic and reliable methods to derive an in vitro PoD and were thus determined for all KEs dose-response curves (Table 35). Since these PoDs could be derived for all KEs, the NOEC, LOEC, and $\mathrm{BMC}_{10}$ were used to calculate the margin of exposure using the published mean serum and mean kidney concentrations obtained from in vivo studies, respectively (Table 34). Calculated MOEs for all KEs and all cell lines were displayed in tabular form, and low calculated MOEs representing very high risk (<1) were highlighted in red, moderate MOEs representing moderate risk (1-10) were highlighted in yellow, and high MOEs representing low to no risk (10-100 and $\geq 100$, respectively) were highlighted in green (Table 36).

Table 35
Calculated in vitro PoDs (NOEC, LOEC, BMC10) from in vitro assays for the AOP - Receptor-me-

## diated endocytosis and lysosomal overload

PoDs are given in $\mu \mathrm{M}$ for each key event (KE1-3) in both cell lines (RPTEC/TERT1 and NRK-52E) after treatment with polymyxin B (PB), colistin (Col) and polymyxin B nonapeptide (PBNP), n.a. not available in vitro data

|  |  |  | EC/TE |  |  | NRK-52E |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Key } \\ \text { event } \end{gathered}$ | PoD | $\begin{gathered} P B \\ {[\mu M]} \end{gathered}$ | $\begin{gathered} \text { Col } \\ {[\mu M]} \end{gathered}$ | $\begin{gathered} P B N P \\ {[\mu M]} \end{gathered}$ | $\begin{gathered} P B \\ {[\mu M]} \end{gathered}$ | $\begin{gathered} \mathrm{Col} \\ {[\mu M]} \end{gathered}$ | $\begin{gathered} P B N P \\ {[\mu M]} \end{gathered}$ |
| KE1 | NOEC | 250 | 62.5 | 500 | 500 | 250 | 500 |
|  | LOEC | 500 | 250 | 1000 | 1000 | 500 | 1000 |
|  | BMC $_{10}$ | 4.2 | 4.3 | 1.9 | 13.7 | 36.2 | 151.6 |
| KE2 | NOEC | 7.8 | n.a. | n.a. | 15.62 | 2000 | 250 |
|  | LOEC | 15.6 | n.a. | n.a. | 32.3 | > 2000 | 500 |
|  | BMC $_{10}$ | 6.8 | n.a. | n.a. | 5.8 | 19.1 | 18.3 |
| KE3 | NOEC | 31.3 | 31.3 | 1000 | 125 | 500 | 1000 |
|  | LOEC | 62.5 | 62.5 | 2000 | 250 | 1000 | 2000 |
|  | $\mathrm{BMC}_{10}$ | 14.2 | 23.5 | 847.2 | 19.9 | 135.5 | 944.9 |



Figure 45
Visualization of different points of departure determined from in vitro assays after polymyxin treatment in RPTEC/TERT1 and NRK-52E cells after 24 h and comparison with serum / kidney concentrations
 legend. Polymyxins concentrations at therapeutic / supratherapeutic exposure levels are plotted for rat kidney
(blue range), rat serum (yellow range) and human serum concentration (red range) for (A) polymyxin B; (B) colistin; (C) PMBN

## Results

Table 36
Calculated margin of exposure (MOE) based on obtained in vitro PoDs (NOEC, LOEC, BMC10) for all key events (KE1 - KE3) from both cell lines (RPTEC/TERT1 \& NRK-52E) and from published in vivo human serum, rat serum \& rat kidney concentrations.
Calculated MOE (<10) considered with a high risk are marked in red, MOE between $10-100$ considered with a moderate risk are marked in yellow and MOE considered with low (>100) are marked in green, n.a. not availa-
ble in vitro or in vivo data


A first estimate of human risk was obtained by comparing PoDs from the individual in vitro assays with plasma/kidney concentrations achieved in humans and rats. The visualization of the in vitro PoDs allows a better comparison between the individual PoDs as well as between the individual KEs (Figure 45). Visualization showed a high variability between the in vitro PoDs derived from assays covering different KEs and among the individual PoDs covering one KE. For a better assessment of the risk, the NOEC, LOEC and the $\mathrm{BMC}_{10}$ as well as the serum and kidney concentrations from published in vivo studies were utilized to calculate the MOE. Margin of exposure calculations based on $\mathrm{BMC}_{10}$ proved to be slightly more conservative compared to MOE based on LOEC or NOEC recognizable by MOEs being < 10 (red) and between 10 and 100 (yellow), respectively (Table 36). The lowest values for the MOE ( $<1$ or slightly above 1 ; red) resulted from the calculation using the renal concentrations from in vivo rat studies in combination with $\mathrm{BMC}_{10}$ in particular. Data obtained from RPTEC/TERT1 cells tended to show a lower MOE that ranged from < 10 to 100 (red and yellow) compared to data obtained from NRK-52E cells, which would be representative for the observed renal damages from the in vivo studies, whereas the greater MOE obtained from NRK-52E data indicated lower to no concern for renal injuries (Table 36). Interestingly, using PoDs (especially NOEC / LOEC) from early key events (e.g., KE1 - Disturbance of lysosomal function) for calculation, the MOE for e.g., polymyxin B in both cell lines were partly $>100$ or even $>1000$ indicating low or no concern for renal injuries. Even MOE obtained from late key event (KE3 - Cytotoxicity) showed some moderate (10-100) or even low to no concern levels (> 100) for polymyxins, especially when using in vitro results from NRK-52E cells (Table 36). Overall, the risk assessment based on in vitro data implied a lower to no concern for renal injury associated with the polymyxin antibiotics.

### 4.3.2 In vitro points of departure related to the AOP -Inhibition of mtDNA polymerase- $\gamma$

 In vivo data from pharmacokinetic studies (Bi 2005; Shida 2005, Yoon 2015, Nirogi 2012, Geboers 2015) were plotted together with PoDs derived from the in vitro assays to allow a first estimate of risk (Table 37; Figure 46). Serum concentrations obtained from in vivo studies in rats were achieved after administration of a single i.v. adefovir dose of $15 \mu \mathrm{~mol} / \mathrm{kg}(4 \mathrm{mg} / \mathrm{kg})$ respectively a single oral (p.o.) dose of $36.6 \mu \mathrm{~mol} / \mathrm{kg}(10 \mathrm{mg} / \mathrm{kg})$ (Yoon et al., 2015). Pharmacokinetic studies in healthy volunteers and patients with chronic hepatitis B infection received single oral doses of 10 mg respectively 20 mg ADV (Bi et al., 2005, Shida et al., 2005). Dosages for TDF used for in vivo pharmacokinetics studies in rats were reported as $10 \mathrm{mg}, 15 \mathrm{mg}$, and 30 mg per kg body weight (p.o.) (Nirogi et al., 2012). In vivo pharmacokinetic study in healthy volunteers was carried out with a single dose of 300 mg TDF and were given oral (Geboers et al., 2015).Table 37
Serum concentrations of adefovir and tenofovir in humans and rats
Serum and mean serum concentrations of adefovir in humans after administration of therapeutic doses of ADV ( 10 mg , resp. 20 mg ; p.o.) and serum concentrations in rats after i.v. administration ( $4 \mathrm{mg} / \mathrm{kg}$ ) resp. after p.o. administration $(10 \mathrm{mg} / \mathrm{kg})$. Serum and mean serum concentrations of tenofovir in humans after single dose of 300 mg TDF (p.o.) and rats after p.o. administration of TDF ( $10 \mathrm{mg} / \mathrm{kg}, 15 \mathrm{mg} / \mathrm{kg}, 30 \mathrm{mg} / \mathrm{kg}$ )

|  |  | 0.093 | $1.32-2.12$ | 1.72 | (Bi et al., 2005, Shida et al., 2005, Yoon |
| :--- | :---: | :---: | :---: | :---: | :--- |
| et al., 2015) |  |  |  |  |  |

To use the most sensitive in vitro endpoints for risk assessment, the in vitro results for all key events (KE1 - 3) after 14 days of treatment in the RPTEC/TERT1 cells (Figure 38, Figure 46) were utilized to calculate in vitro points of departure (PoDs) (Table 38). In vitro data for the active metabolites adefovir and tenofovir and for the prodrugs ADV and TDF were selected as example model stressors for risk assessment to demonstrate the different sensitivity of the stressors (active metabolites vs. prodrugs) in the in vitro models.

Table 38
Calculated in vitro PoDs (NOEC, LOEC, $\mathrm{BMC}_{10}$ ) from in vitro assays for the
AOP - Inhibition of mtDNA polymerase- $\gamma$
PODs are given in $\mu \mathrm{M}$ for each key event (KE $1-3$ ) from RPTEC/TERT1 cells after 14 d treatment with adefovir, tenofovir, adefovir dipivoxil (ADV) and tenofovir disoproxil fumarate (TDF), n.a. not available in vitro data

|  |  | RPTEC/TERT1 (14 d) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Key } \\ \text { event } \end{gathered}$ | PoD | Adefovir [ $\boldsymbol{\mu}$ M] | Tenofovir [ $\mu \mathrm{M}$ ] | $\begin{aligned} & A D V \\ & {[\mu M]} \end{aligned}$ | $\begin{aligned} & \text { TDF } \\ & {[\boldsymbol{\mu M}]} \end{aligned}$ |
| KE1 | NOEC | 2000 | 2000 | 3.9 | 15.6 |
|  | LOEC | >2000 | >2000 | 15.6 | 62.5 |
|  | BMC $_{10}$ | 68.4 | 309.6 | 2.1 | 29.6 |
| KE2 | NOEC | 1000 | 1000 | 36.6 | 2.05 |
|  | LOEC | > 1000 | > 1000 | 110 | 6.2 |
|  | BMC $_{10}$ | 716 | n.a. | 1.35 | 31.55 |
| KE3 | NOEC | 250 | 2000 | n.a. | 31.25 |
|  | LOEC | 500 | > 2000 | 7.8 | 62.5 |
|  | BMC $_{10}$ | 195 | 120.3 | 0.2 | 41.7 |
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To overcome the limitations described in the calculation of some PoDs (Chapter 4.3.1), the NOEC, LOEC, and $\mathrm{BMC}_{10}$ approaches were used, as in the previous AOP - Receptor mediated endocytosis and lysosomal overload, along with published in vivo rat and human serum concentrations to calculate the margins of exposure (MOE) (Table 39). MOEs for all KEs after 14 days of treatment in the RPTEC/TERT1 cells were tabulated, and low calculated MOEs representing very high risk (< 10) were highlighted in red, moderate MOEs representing moderate risk (10-100) were highlighted in yellow, and high MOEs representing low to no risk (> 100) were highlighted in green (Table 39). The calculated MOE for the active metabolites adefovir and tenofovir were found to be the highest calculated values with > 100 , in some cases also with > 1,000 and > 10,000 and were thus marked in green with associated low to no risk (Table 39). With a few exceptions, the calculated MOEs for the prodrugs ADV and TDF were lower and ranked < 100 for the most values (Table 39). For all three key events, calculated MOEs for ADV and TDF were found to be even < 10 and were thus associated with a high risk. Similarly, the $\mathrm{BMC}_{10}$ approach was found again to be the most conservative approach, since even MOE for ADV < 1 were calculated which are associated with high risk (Table 39). Overall, the risk assessment based on the in vitro results of the active metabolites adefovir and tenofovir implied no concern for renal damage as the MOEs were consistently > 100 and mostly > 1,000 to > 10,000. However, in cases of adefovir and tenofovir, it should be noted that these stressors may not be taken up into the cells and thus the conclusion would lead to a misinterpretation. Risk assessment for the prodrugs ADV and TDF showed a clearer tendency towards renal toxicity, since MOE values were found to be $<10$, partly also for early key events with $<1$ and thus associated with a high risk for renal toxicity. The majority of MOE values for ADV and TDF were in the range between 10 and 100 indicating moderate risk. For ADV, only 3 MOE values
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> 100 resp. > 1000 were calculated associated with a low risk for renal toxicity and for TDF no MOE values were $\geq 100$ (Table 39).

Table 39
Calculated margin of exposure (MOE) based on in vitro PoDs (NOEC, LOEC, BMC10) for all key events
(KE1 - 3) from RPTEC/TERT1 cells and from published in vivo human \& rat serum concentrations
Calculated MOE (<10) considered with a high risk are marked in red, MOE between $10-100$ considered with a moderate risk are marked in yellow and MOE considered with low or even no risk ( $>100$; >1000) are marked in green, n.a. not available in vitro or in vivo data

|  |  |  | Margin of exposure |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | RPTEC/TERT1 (14 d) |  |  |  |
| Key event | PoD | in vivo data | Adefovir | Tenofovir | ADV | TDF |
|  | NOEC | Human serum conc. | >20,000 | > 2200 | 42 | 18 |
|  |  | Rat serum conc. | > 1000 | >2800 | 2.3 | 22 |
|  | LOEC | Human serum conc. | $>21,000$ | > 2280 | > 160 | 71 |
|  |  | Rat serum conc. | $>1100$ | >2800 | 9 | 88 |
|  | $\mathrm{BMC}_{10}$ | Human serum conc. | $>700$ | $>350$ | 22 | 34 |
|  |  | Rat serum conc. | 40 | $>430$ | 1.2 | 42 |
|  | NOEC | Human serum conc. | $>10,000$ | $>1100$ | > 390 | 21 |
|  |  | Rat serum conc. | $>580$ | $>1400$ | 21 | 26 |
|  | LOEC | Human serum conc. | $>10,700$ | $>1140$ | > 1100 | 7 |
|  |  | Rat serum conc. | $>580$ | $>1400$ | 64 | 9 |
|  | $\mathrm{BMC}_{10}$ | Human serum conc. | $>7000$ | n.a. | 14.5 | 36 |
|  |  | Rat serum conc. | > 400 | n.a. | 0.8 | 44 |
|  | NOEC | Human serum conc. | $>2600$ | > 2200 | n.a. | 36 |
|  |  | Rat serum conc. | $>145$ | >2800 | n.a. | 44 |
|  | LOEC | Human serum conc. | > 5300 | $>2280$ | 84 | 71 |
|  |  | Rat serum conc. | 290 | $>2800$ | 4.5 | 88 |
|  | $\mathrm{BMC}_{10}$ | Human serum conc. | $>2000$ | $>130$ | 2.1 | 48 |
|  |  | Rat serum conc. | > 110 | >160 | 0.12 | 59 |

## 4.4 ${ }^{4}$ Integration of physiologically based pharmacokinetic modeling (PBPK) and quantitative in vitro-to-in vivo extrapolation (QIVIVE)

For prediction of more in vivo analogous pharmacokinetics of polymyxin B, a physiologically based pharmacokinetic (PBPK) model was established by the project partner at the University of Utrecht. After integration of the PBPK model with incorporated transporter kinetics that simulates active transport into the proximal tubule cells, in vivo plasma concentrations (Figure 47 - red line) achieved after 1-hour i.v. infusion with polymyxin B were more accurately


Figure 47
Physiologically based pharmacokinetic modeling of $1.0 \mathrm{mg} / \mathrm{kg}$ body weight (i.v.) polymyxin B
Polymyxin B administered per i.v. infusion over 1 h in humans. Polymyxin B plasma concentration without transporter kinetics assuming only glomerular filtration is presented in blue. Modeled polymyxin B plasma concentration including active transporter kinetics into proximal tubule cells are presented in red. Separated points represents in vivo data from published human study

[^4]predicted than in a simulation involving only glomular filtration (Figure 47 - blue line) when compared with in vivo plasma concentrations achieved in patients after polymyxin B treatment (Figure 47 - separated points) (Zavascki et al., 2008). Following PBPK modeling, the obtained in vitro data for KE1 (Disturbance of lysosomal functions) and for KE3 (Cytotoxicity renal tubule cells) were extrapolated to in vivo concentrations (Figure 48). A quantitative in vitro-toin vivo extrapolation (QIVIVE) based on the nominal concentrations used in the in vitro assays resulted in modeled in vivo polymyxin B doses for KE1 and KE3 ranging from $\sim 0.01$ to 1 $\mathrm{mg} / \mathrm{kg}$ body weight (Figure 48 - solid lines). These extrapolated in vivo doses, based on the nominal in vitro concentrations, were lower than the current polymyxin B doses used in clinical practice, which range from $0.75-1.25 \mathrm{mg} / \mathrm{kg}$ body weight (Falagas and Kasiakou, 2006, Kassamali et al., 2015, Gupta et al., 2009, Cai et al., 2020a).


Figure 48
Quantitative in vitro-to-in vivo extrapolation based on nominal and intracellular in vitro polymyxin B concentrations

QIVIVE of polymyxin B concentrations obtained from KE1 (Disturbance of lysosomal functions) (solid red graph) and KE3 (Cell toxicity) (solid blue graph) from nominal in vitro polymyxin B concentrations used in in vitro assays. QIVIVE of polymyxin B concentrations obtained from KE1 (Disturbance of lysosomal functions) (dashed red graph) and KE3 (Cell toxicity) (dashed blue graph) from intracellular in vitro polymyxin B concentrations

In addition to extrapolation based on nominal concentrations, extrapolation based on intracellular concentrations was also performed. To determine a complete QIVIVE curve, the intracellular concentrations in RPTEC/TERT1 cells measured after treatment with $34 \mu \mathrm{M}, 62.5 \mu \mathrm{M}$, and $125 \mu \mathrm{M}$ polymyxin B (see chapter 4.1.4.1; Figure 21 \& Figure 22) were extrapolated (Figure 49 (B)). The modeling was based on an exponential increase in the concentration range between $0 \mu \mathrm{M}$ and $125 \mu \mathrm{M}$ and assumed a linear increase in the concentration range between $250 \mu \mathrm{M}$ and $2000 \mu \mathrm{M}$ (Figure 49 (B)). QIVIVE based on intracellular polymyxin B concentrations revealed in vivo doses between $\sim 0.5$ to $1.5 \mathrm{mg} / \mathrm{kg}$ body weight that correspond well with the polymyxin B doses administered in clinical practice ( $0.75-1.25 \mathrm{mg} / \mathrm{kg}$ body weight) (Figure 48 - dashed lines).


Figure 49
Integration of in vitro biokinetic data, in vitro KE data and QIVIVE modeling for prediction of in vivo nephrotoxicity of polymyxin B
(A) Predicted exposure for polymyxin B in vivo doses after integration of (B) in vitro biokinetic data and (C) in vitro KEs data resulted in more accurate extrapolated in vivo doses consistent with doses used in clinical practice

Integration of in vitro biokinetic data (Figure 49 (B)) as well as obtained data from in vitro KEs (Figure 49 (C)) supported the PBPK model to predict more accurately in vivo relevant human doses of polymyxin B (Figure 49 (A)). The obtained in vitro effect concentrations elicit an in vivo dose associated with nephrotoxicity and by modeling, in vivo nephrotoxic doses can thereby be predicted. The modeled polymyxin B data from the in vitro assays demonstrate that integration of biokinetic data and intracellular concentrations of model stressors is a prerequisite for extrapolation of human relevant in vivo doses from in vitro assays. This circumvents some limitations of in vitro assays such as altered intracellular uptake, which will in turn increase confidence for a risk assessment based on in vitro results.

## Discussion

## 5 Discussion

The goal of reducing animal testing in drug and chemical evaluation by integrating alternative animal-free methods has been the focus of toxicological research for years. Despite many efforts in the development of alternative methods, there are still several critical aspects of conventional in vitro methods in comparison to in vivo methods. The major points of criticism are altered metabolic activities (cancer cells), donor-to-donor variability (primary cells) and artificial, non-physiological conditions in cell cultivation (Hartung and Daston, 2009, Roggen, 2011). A further legitimate point of criticism, which is also regarded as a shortcoming of most in vivo methods, is the determination of apical endpoints. As a result, no information, or at most very limited information, can be obtained concerning the underlying mechanism leading to toxicity. However, bridging this mechanistic information gap can make a decisive contribution to a more scientifically based risk assessment (Rovida et al., 2015b, Krewski et al., 2009).

The present thesis aimed to examine whether the adverse outcome pathway concept is a strategic and targeted approach to develop more mechanism-based alternative methods useful for risk assessment. Therefore, AOPs were developed, describing kidney toxicity caused by (1) Receptor-mediated endocytosis and lysosomal overload and (2) Inhibition of mtDNA polymer-ase- $\gamma$, which served as case studies for systemic toxicity. Using publicly available information, key events were identified and integrated into the AOPs, which were subsequently quantified using model compounds and in vitro assays adapted to the key events. The dose-response data were then used to assess whether a prediction of the outcome is feasible using the key event relationship. In vitro points of departure were determined and compared with in vivo concen-
trations to demonstrate the comparability of both datasets regarding risk assessment. In the following sections the individual AOPs are discussed in more detail, as well as the use of in vitro data for a risk assessment.

### 5.1 AOP development for kidney injury due to Receptor-mediated endocytosis and lysosomal overload - a basis for an improved mechanistic in vitro approach

The first presented AOP - Receptor-mediated endocytosis and lysosomal overload, focused on the mechanism leading to renal toxicity by polymyxin antibiotics, aminoglycosides or heavy metals bound to protein, such as the cadmium-metallothionein complex. Receptor-mediated endocytosis allows these compounds to enter the proximal tubule cells and the resulting disruption of lysosomal functions are decisive for the further progression of apoptosis and cell necrosis (Nielsen et al., 2016, Oberle et al., 2010, Quiros et al., 2010). Based on the known and published knowledge about the mechanism leading to renal toxicity, a linear AOP was developed that includes important key events associated with the adverse outcome. With the application of model stressors for this pathway (polymyxin B, colistin, polymyxin B nonapeptide, $\mathrm{CdCl}_{2}$ ) (Nielsen et al., 2016), the AOP and the in vitro assays were experimentally supported. The MIE is defined as an interaction between a molecule (in this case that of polymyxin antibiotics and other stressors) and a biomolecule (in this AOP the cubilin:megalin complex), that lead to the adverse outcome (Allen et al., 2014). Since the MIE is decisive for the further course of the pathway and indirectly responsible for the adverse outcome, a verification of biological plausibility as well as the essentiality of the MIE is of great interest and a necessary prerequisite for the establishment of AOPs (Coady et al., 2019, Bal-Price and Meek, 2017, Edwards et al., 2016, Patlewicz et al., 2015).

## Discussion

### 5.1.1 Differences in cell line susceptibility due to different transporter expressions

Another important point of the AOP concept is to achieve a better understanding of the underlying mechanism in order to better compensate for possible differences and uncertainties (Ankley et al., 2016). In particular, understanding the toxicological mechanism is essential when developing alternative methods for toxicological testing and risk assessment based on in vitro data (Sewell et al., 2018). Results of the in vitro assays covering each KE (KE1 - Disturbance of lysosomal function, KE2 - Disruption of lysosomes, KE3 - Cytotoxicity of renal tubule cells) across the AOP - Receptor-mediated endocytosis and lysosomal overload, showed significant differences in the biological responses between NRK-52E and RPTEC/TERT1 cells after treatment with polymyxin antibiotics. Since not only differences between the cell lines were detected, but also a different biological response between the polymyxin antibiotics (PB $>\mathrm{Col}>\mathrm{PBNP}$ ) was measured, the question of the uptake of polymyxin antibiotics in the cells was of central interest. The different biological responses after treatment with polymyxin antibiotics in NRK-52E and RPTEC/TERT1 cells are consistent with published in vitro studies in kidney cells. Keirstead and colleagues showed the same biological ranking of polymyxins in HK-2 cells treated with PB, Col, and PBNP (Keirstead et al., 2013). In order to test the hypothesis that cell line and compound related differences in the cytotoxicity of polymyxin antibiotics may be due to differences in the uptake of polymyxins into the cells, we analyzed intracellular concentrations of the different polymyxin derivatives in both cell lines. For this purpose, an intracellular time-concentration profile of polymyxin $B$ and colistin in NRK-52E and RPTEC/TERT1 cells was generated using LC-MS/MS with prior purification of the analytes with SPE. A clear increase of both polymyxins was observed in the cell lines over time. It was particularly noticeable that accumulation of both polymyxin antibiotics ( PB and Col ) differed
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significantly between RPTEC/TERT1 cells and NRK-52E cells. The intracellular polymyxin B and colistin levels after 24 h were up to 3.5 times higher in RPTEC/TERT1 cells compared to NRK-52E cells. The higher intracellular concentrations in the RPTEC/TERT1 cells compared to the NRK-52E cells, as well as the higher accumulation of polymyxin B compared to colistin in both cell lines support a direct correlation between compound uptake and toxic response. To further understand the relationship between intracellular concentrations of polymyxins and re-ceptor-mediated endocytosis, uptake of Alexa-488 labeled aprotinin into RPTEC/TERT1 and NRK-52E cells was measured. Aprotinin is a small bovine pancreatic natural protein which is also known to be a ligand for megalin (Christensen et al., 1998). With the labelled fluorescence dye Alexa-488, it was feasible to obtain fluorescence microscopic images of the absorbed and accumulated aprotinin in the cells. First fluorescence signals were measured 30 min after treatment with aprotinin. After 4 h a strong fluorescence signal was measurable in both cell lines. The images showed that Alexa-488 labeled aprotinin accumulated in punctual structures in the cytoplasm. These punctual staining indicated absorption and accumulation in lysosomes. A difference in fluorescence intensity between the cell lines was also visible, which was confirmed by the measurement of the intensity. RPTEC/TERT1 cells showed an almost two-fold higher intensity signal than the NRK-52E cells, which was congruent with the previous results with regard to the different uptake between the cell lines and which indicates a higher endocytosis activity in RPTEC/TERT1 cells.

Since the different uptake kinetics between the cell lines were demonstrated by LC-MS/MS and the aprotinin assay, we were interested to determine whether a different expression of the endocytic transporters is responsible for these effects. Because RPTEC/TERT1 cells have been
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reported to express megalin, but immunofluorescence staining data were not convincing (Wieser et al., 2008), we examined both cell lines for megalin expression.

In order to provide additional information about megalin expression and thus to allow a better comparison between both cell lines, fluorescence images of stained megalin were taken in both cell lines. Staining of megalin in the RPTEC/TERT1 cells was stronger than in the NRK-52E cells. These findings would underline the previous assumption of a higher megalin expression and activity in RPTEC/TERT1 cells compared to NRK-52E cells. Surprisingly, however, megalin staining in both cell lines was more prominent in the cytoplasm than on the cell membrane. Similar results in epithelial kidney cells were also observed by Nagai and (Nagai et al., 2011). A Swedish program (The Human Protein Atlas), which started in 2003 with the aim of mapping all human proteins in cells, tissues and organs, showed similar results in CaCo-2, HEK293 and U-2 OS cells. The fluorescence images of megalin in CaCo-2, HEK293 and U-2 OS cells also showed localized staining to the mitochondria and vesicles but less signal at the cell membrane (proteinatlas.org/ ENSG00000081479 -LRP2/cell\#human) (Uhlén et al., 2005, Uhlén et al., 2015, Uhlén et al., 2010, Uhlén et al., 2017, Thul et al., 2017). Since the fluorescence images could not provide clear information about the expression of megalin in the cells, the expression of megalin was additionally measured at the mRNA level. Since specially designed primers for megalin and cubilin did not provide quantifiable results, TaqMan ${ }^{\text {TM }}$ probes were used to increase the specificity of the quantitative PCR. In order to obtain a direct comparison to in vivo megalin mRNA expression, the mRNA level of megalin from rat kidney was analyzed in addition to the two cell lines. In addition, megalin mRNA expressions in HK-2 and $\mathrm{CaCo}-2$ cells was determined, as information from the Human Protein Atlas indicated that CaCo-2 cells express megalin mRNA (Uhlén et al., 2005, Uhlén et al., 2015, Uhlén et al., 2010, Uhlén et al.,
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2017, Thul et al., 2017). Megalin mRNA was detected in the rat kidney and in $\mathrm{CaCo}-2$ cells, however no signals were evident in the other kidney cell-lines examined (NRK-52E, RPTEC/TERT1 and HK-2). These results in RPTEC/TERT1 and CaCo-2 cells are in line with the mRNA expression levels contained in the human protein atlas, which reports megalin mRNA expression in CaCo-2 cells but not in RPTEC/TERT1 cells (proteinatlas.org/ ENSG000000814 79-LRP2/cell\#human) (Uhlén et al., 2005, Uhlén et al., 2015, Uhlén et al., 2010, Uhlén et al., 2017, Thul et al., 2017). Interestingly, mRNA expression of cubilin was negative in rat kidney and all examined cell models. To support our immunocytochemical fluorescence imaging and the mRNA expression of megalin, immunoblotting experiments were performed.

Western blot analysis from cell lysate of NRK-52E cells showed no bands that could be associated with megalin, but clear bands in the range between $35-40 \mathrm{kDa}$ could be detected from the cell lysate of rat kidney. Since the anti-megalin antibody used in this work is directed against the cytosolic domain of megalin, the bands between 35-40 kDa could be associated with the megalin carboxyl terminal fragment (MCTF) (Zou et al., 2004). Recent studies show that this fragment is produced by regulated intramembrane proteolysis (RIP) of megalin. This process combines the receptor function of megalin with transcriptional regulation, similar to that of the Notch pathway (Biemesderfer, 2006). It has been demonstrated that megalin produces this 35 40 kDa C-terminal fragment (MCTF) by a protein kinase with C-regulated, metalloproteasemediated ectodomain shedding (Zou et al., 2004). This C-terminal megalin fragment serves as a substrate for membrane-resident secretase activity, which subsequently releases the free megalin intracellular domain (MICD) into the cytosol, whereupon the domain is transferred into the cell nucleus and acts as a transcription regulator (Biemesderfer, 2006, De et al., 2014, Alan et
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al., 2019). This finding is also congruent with the fluorescence images from the NRK-52E and RPTEC/TERT1 cells. The staining with the anti-megalin antibody directed against the C-terminal end showed a strong punctured signal in the cytoplasm, which might indicate this Cterminal fragment.

The exact transcriptional function of this fragment has not yet been fully clarified, but it has been shown in cultured OKP cells (proximal tubule cells from the opossum kidney) that the Cterminal megalin fragment serves as a transcription regulator, thereby down-regulating megalin expression and other megalin regulating proteins such as sodium-hydrogen antiporter 3 (NHE3) (Li et al., 2008). Biemesderfer and colleagues also showed that the shedding process and the megalin signaling pathway can be activated by megalin ligands such as vitamin D-binding protein (VDBP) and raised the legitimate question: which other megalin ligands might be involved in this activation process (Biemesderfer, 2006). Other megalin ligands that might be involved in the regulation are other (vitamin-) carrier proteins such as retinol-binding protein, albumin or hemoglobin as well as hormones and signaling proteins such as insulin, transferrin, epidermal growth factor (EGF) or angiotensin II (Marzolo and Farfán, 2011, Christensen et al., 2012). Marzolo and Farfán showed that megalin mRNA expression is positively influenced by e.g., retinoic acid, vitamin D or PPAR $\alpha$ and $\gamma$ (Marzolo and Farfán, 2011). However, it was also shown that transforming growth factor (TGF) has an important influence on megalin expression. Several recent in vitro studies in different epithelial cell lines have shown that TGF- $\beta$ has a negative effect on the expression of megalin. In OK cells (opossum kidney) it was shown that TGF- $\beta_{1}$ down-regulates the mRNA and protein level for megalin and cubilin (Gekle et al., 2003). In RLE-6TN cells (rat lung epithelial-T-antigen negative) a reduced gene expression and a reduced cell surface stability of megalin was observed after TGF- $\beta_{1}$ exposure (Mazzocchi et
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al., 2017). Likewise, in LLC-PK1 cells (porcine kidney epithelial) and dGBEC cells (dog gallbladder epithelial) a correlation was observed between TGF- $\beta_{1}$ and a decrease in megalin mRNA as well as decrease at protein level (Cabezas et al., 2019a). Furthermore, in vitro experiments have shown that epithelial cells, especially proximal tubule cells, are able to secrete TGF- $\beta_{1}$ (Phillips et al., 1997, Fraser et al., 2003, Briffa et al., 2015, Cabezas et al., 2019b). The release of TGF- $\beta_{1}$ in epithelial cells can be activated and further enhanced by the presence of albumin, as shown in OK cells (Gekle et al., 2003, Diwakar et al., 2007, Slattery et al., 2013). Results from another study in OK cells showed that megalin expression decreased significantly under high albumin concentrations (Caruso-Neves et al., 2006). In addition to albumin, it was also observed that long term treatment with glucose in HK-2 cells leads to activation of p38MAP kinase, which in turn leads to an increase in TGF- $\beta_{1}$ synthesis and thus to a decrease in megalin expression (Fraser et al., 2003). De Barros Peruchetti and colleagues demonstrated that high glucose conditions inhibited megalin expression and albumin endocytosis in LLCPK1 cells (de Barros Peruchetti et al., 2018). More interestingly, in OK cells it was demonstrated that under high glucose conditions and insulin treatment the megalin expression at protein and mRNA level was significantly increased (Russo et al., 2007, Bryniarski et al., 2018).

Further investigations showed that other ligands of megalin also play a role in the regulation of megalin. For instance, angiotensin II was also associated with a negative influence on the expression of megalin mRNA in OK cells (Hosojima et al., 2009). Epidermal growth factor (EGF), which has a structural homology with TGF, is also a ligand for megalin and could therefore also be involved in the regulation of the shedding process (Todaro et al., 1980, Christensen et al., 2012). Detailed studies on the connection between EGF and the expression of megalin in epithelial cells are not available. However, studies in astrocytic tumor cells (U-251 MG and U-
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$1242 \mathrm{MG})$ showed that functional megalin on the cell surface was downregulated by EGF compared to control and megalin-mediated endocytosis was reduced by $50-60 \%$. This decrease was demonstrated by reduced megalin mRNA transcription and these data suggest that EGF mediates megalin down-regulation at least in astrocytic cells (Hussaini et al., 1999).

The extent to which the ligands insulin and transferrin are involved in the expression of the transporters is open to question. More detailed studies on this relationship are lacking but should be questioned with regard to the other ligands associated with the regulation of the expression of megalin, such as glucose, EGF or vitamin D. Especially with regard to the composition of the culture media, which contains a number of these ligands but is nevertheless essential for the cultivation of the cells, should be critically questioned.

Unphysiological cultivation conditions, in particular for toxicological testing and risk assessment based on in vitro data, have often been critically reviewed (Pamies and Hartung, 2016). Aside from the composition of the culture media, the cultivation method, especially that of 2D cultivation, is also of great importance. There are many advantages of 2D cell culture systems, such as easy and cost-effective maintenance of cell cultures, ease of use, and ease of downstream processing (Ryan et al., 2016, Kapałczyńska et al., 2018). Furthermore, 2D systems are well established, well-proven and widely accepted, which is also the reason why they form the basis for a major part of current in vitro routine assays (Duval et al., 2017, Kapałczyńska et al., 2018). Moreover, a further important aspect and an additional argument for the use of 2D cultivation, also in this study is, that a large amount of information and literature are available (Joseph et al., 2018, Edmondson et al., 2014). However, if the more detailed circumstances of 2D cultivation are considered, elementary and essential differences are apparent. Under physiological conditions, the epithelial cells of the proximal tubule grow to a tube along with close
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cell-cell contact and are perfused on the basolateral side as well as on the luminal side (Smith, 1951). There is therefore no cell contact to plastic or glass surfaces, as is the case in conventional 2D cultivation, and therefore no one-sided perfusion of the cells. This could have an influence on the orientation of the cells, which side of the cell is regarded as the luminal or basolateral side and thus also on the orientation of the influx and efflux transporters, which differ from the respective sides (Chu et al., 2016, Zennaro et al., 2014, Lash et al., 2006). Among others, the Predict IV project (European Union's seventh Framework Programme (FP7 / 2007-2013)) showed that in RPTEC/TERT1 cells some transporters were expressed at mRNA and / or protein level (Aschauer et al., 2015a, Wieser et al., 2008), but the establishment of transporter assays was not successful (Tiong et al., 2014). Also, cells after treatment were examined for the expression of known acute kidney injury (AKI) biomarkers such as clusterin (Vinken et al., 2012, Dieterle et al., 2010, Vaidya et al., 2008) and KIM-1 (Pavkovic et al., 2016, Huo et al., 2010, Ichimura et al., 1998). However, no upregulation of these AKI biomarkers after treatment were measured and it was concluded that possible cultivation conditions in 2D monolayers or membrane inserts were insufficient (Tiong et al., 2014). A recently published study by the University of Constance, Germany, showed that the in vitro cultivation of RPTEC/TERT1 cells in a stable 3D tubular structure offers advantages over conventional 2D monolayer cultivation or cultivation on membrane inserts. The cells in 3D cultivation showed enhanced mRNA expression of transporters such as OCTs and MATEs and de novo expression of OAT3 compared to conventional cultivation methods (Secker et al., 2018). In summary, it can be said that TGF- $\beta$ induced proteolysis as well as the presence of further megalin ligands in the culture medium, which can support intramembrane proteolysis, as well as
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the cultivation method, does not exclude an altered or even disturbed megalin expression. This could also explain the absence of megalin mRNA in the cells.

Since an increase of intracellular concentration of polymyxin B and colistin was measured over time, the legitimate question arises as to how the model substances entered the cells. Furthermore, other potential or unknown mechanisms leading to polymyxin uptake should not be ignored. An in vivo study with megalin knockout rats showed that accumulation of polymyxin antibiotics was only slightly reduced in the kidney as compared to megalin expressing rats, suggesting other mechanisms responsible for the uptake into renal tubular cells (Suzuki et al., 2013).

Besides receptor-mediated endocytosis via the megalin:cubilin complex, another uptake pathway into the proximal tubule cells has been described. Nonspecific fluid phase endocytosis is an additional uptake pathway for macromolecules along the proximal tubule (especially in the S1 and S2 segment) (Eshbach and Weisz, 2017, Schuh et al., 2018). In vivo experiments in mice demonstrated that nonspecific fluid phase endocytosis was responsible for the uptake of dextran molecules ( 10 kD ) which occurred equally in both S 1 and S 2 segments (Schuh et al., 2018). This may explain the uptake of aprotinin and the polymyxin antibiotics into RPTEC/TERT1 and NRK-52E cells by a receptor independent uptake pathway.

From a structural point of view, polymyxin antibiotics are polypeptides, hence it is reasonable to assume that the peptide transporter 2 (PEPT2) in the proximal tubule, responsible for the reuptake of peptides, is also involved in the uptake of polymyxin B and colistin, as shown in several studies (Ma et al., 2009, Lu et al., 2015, Zavascki and Nation, 2017). Within the Human Protein Atlas project, it was shown that the expression of PEPT2 transporters is present in RPTEC/TERT1 cells at least at the mRNA level (Uhlén et al., 2005, Uhlén et al., 2010, Uhlén
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et al., 2015, Uhlén et al., 2017, Thul et al., 2017) (proteinatlas.org/ENSG000001 63406SLC15A2/cell). This finding suggests an additional potential uptake pathway of polymyxins into the cells besides nonspecific fluid phase endocytosis and the megalin:cubilin complex. Apart from the kidney, megalin is also expressed in many other tissues, such as parts of the brain and central nervous system, intestinal brush border, gall bladder, thyroid gland, eye, fallopian tubes, uterus and yolk sacs (De et al., 2014, Fisher and Howie, 2006). Megalin thus has an important physiological importance in many tissues, but nevertheless the regulation and expression are still poorly understood, especially in the in vitro situation (Marzolo and Farfán, 2011). In addition, there are still open questions regarding polymyxin antibiotics that need to be answered. Especially with regard to the uptake of substances into the cells. As mentioned above, there is also evidence that polymyxins can be taken up into cells via PEPT2 transporters (Zavascki and Nation, 2017, Lu et al., 2015, Ma et al., 2009) or nonspecific fluid phase endocytosis (Schuh et al., 2018), which leads to a different understanding of the pharmacokinetics. This data could also be included in the assessment to improve the understanding of the key event relationship between the MIE and the downstream KEs and finally to the adverse outcome. This is also of great relevance with regard to the necessary implementation of quantitative in vitro to in vivo extrapolation (QIVIVE), which will be discussed in more detail in the later part of the discussion. To answer the question about the biological relevance and essentiality of the MIE, a clear answer might be obtained by measuring the intracellular concentration of model substances after treatment of megalin knock-out cells, which could also provide a better indication of the essentiality of downstream KEs. However, in the absence of megalin/cubilin in the in vitro systems, perhaps a refinement strategy for the AOP would be appropriate, defining the MIE simply as "Endocytosis" rather than as "Receptor-mediated endocytosis".

It is important to note that in this linear AOP not all KE that lead to a reduction of cell viability were included. For example, the caspase pathway, which leads to polymyxin B mediated apoptosis (Quiros et al., 2010), is a potential mechanism that should not be disregarded and might also be included in the AOP. It has already been shown that cellular apoptosis mediated by polymyxin B is triggered by a temporal and concentration-dependent activation of the caspase pathways (Azad et al., 2013, Azad et al., 2015). The addition of further MIEs and KEs to the AOP is essential for mechanistic reasons, but this makes the AOP more complex and a prediction of the downstream KEs, as discussed in the later chapter, more difficult.

## Discussion

### 5.1.2 Predicting downstream key events by using key event relationships from the AOP - Receptor-mediated endocytosis and lysosomal overload

Another important part of this work was to use the developed mechanistic framework and the in vitro results obtained from the individual KEs to establish quantitative relationships between KEs in order to test whether a prediction of downstream KEs is possible. One way to establish the quantitative relationship between KEs is to build response-response plots as described in the open-knowledge and structured platform Effectopedia (OECD, 2016). This method of re-sponse-response plots to describe the quantitative relationship between the KEs was also described in the work of Conolly and colleagues (Conolly et al., 2017). In order to generate re-sponse-response plots, a sufficient amount of data from two dose-response curves measured on both sides of a relationship has to be available. Ideally, these data come from a single study conducted under the same experimental conditions and using the same tested concentrations from the same chemical substance (OECD, 2016). Since the prerequisites were fulfilled in the AOP - Receptor-mediated endocytosis and lysosomal overload after treatment with polymyxin B, response-response plots were generated based on these computed data. Before, responseresponse plots were generated, additional data were computed to generate a sufficient amount of data in order to obtain a better description of the dose-response curves. Therefore, the best fit function of the dose-response curves for KE1-3 was determined using the online application PROAST and additional data were calculated from the resulting mathematical equation. The advantage of this procedure is that additional non-tested concentrations can be included in the response-response plots, especially lower and higher concentrations and also larger gaps between the concentrations can be compensated. The disadvantage is, however, that if there is a missing response at higher concentrations, it is not clear whether the curve description takes on e.g., an exponential function or a sigmoid function, the calculation of further data becomes
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purely speculative. This makes it very difficult or in some cases even impossible to determine a best fit model. Thus, the dose-response curves should cover a wide range in order to obtain a correct dose-response curve description. With the additional computed data after polymyxin B treatment, response-response plots were generated. For this calculation, the data of the doseresponse from KE2 - Disruption of lysosomes was generated as a function of the data of the dose-response from KE1- Disturbance of lysosomal function. The resulting curve describes the quantitative relationship between KE1 and KE2 (qKER ${ }_{1}$ ). Likewise, the response-response curve and thus the quantitative relationship between KE 2 and $\mathrm{KE} 3\left(\mathrm{qKER}_{2}\right)$ was created from KE3 - Cytotoxicity of renal tubule cells data as a function of KE2 - Disruption of lysosomes. From both response-response plots obtained, a best fit model was then determined using PROAST and the resulting mathematical function describes the quantitative relationship of the KEs. With these mathematical descriptions of the relationships of the KEs, it was possible to calculate how much change in KE1 leads to a change in KE2, which in turn triggers a change in KE3.

In order to test whether this quantitative relationship, based on polymyxin B data, can be used to predict downstream KEs for other stressors associated with the same AOP, data from KE1 after colistin, PBNP treatment and data after $\mathrm{CdCl}_{2}$ treatment were used. Additional data points from KE1 after colistin, PBNP and $\mathrm{CdCl}_{2}$ treatment were calculated using the same procedure as described above. These data from KE1 were then used to predict the response in KE2 and the response in KE3 using the mathematical description of the KERs based on polymyxin B data. The predicted response for colistin in KE3 in RPTEC/TERT1 cells was close to the experimentally determined cytotoxicity. The overall measured cytotoxicity of PBNP was low and was also predicted as such, with minor variations at the highest tested concentrations.

## Discussion

Since the response in KE1 after PBNP treatment was found to be extremely low compared to colistin and polymyxin B , the predicted effects in downstream KE2 and KE3 were also found to be very low. More clearly, these effects were seen in the NRK-52E cells. Based on the polymyxin B data, the downstream KEs for colistin and PBNP could also be predicted for the NRK-52E cells, but lower cytotoxicity was predicted for both compounds compared with the cytotoxicity that were measured from the in vitro assays. A further reason for the poorer prediction in KE3 could be that not all KEs leading to cytotoxicity were part of the AOP and were therefore missed in the prediction calculation. As mentioned at the beginning of the chapter on the mechanism (see chapter 1.3.1), other pathways may contribute to cytotoxicity in proximal tubule cells, e.g., oxidative stress or activation of caspase may be an essential part of this mechanism but are missing in the calculation respectively prediction.

In the AOP - Receptor-mediated endocytosis and lysosomal overload the first effects associated with the KEs were observed after a few hours. If cellular effects associated with the AO can be detected in a shorter time than the usual 24 h , in vitro assays can be performed faster, which would be a massive time and cost saving. The biggest challenge here will be the integration of all MIEs that are directly or indirectly linked to the AO. Especially when MIEs are events that describe the uptake of substances into the cells, as demonstrated by the example of the AOP -Receptor-mediated endocytosis and lysosomal overload. If, substances can be taken up into the cells via several transport pathways, e.g., not only via the megalin: cubilin complex but possibly also as described above in the case of the AOP - Receptor-mediated endocytosis and lysosomal overload via unspecific fluid phase endocytosis (Schuh et al., 2018) and PEPT transporters (Zavascki and Nation, 2017, Lu et al., 2015, Ma et al., 2009), a thorough evaluation of the MIEs should be performed. One limitation of the AOP concept is the lack of kinetics, which is not
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included in an AOP. But especially here in the example of AOP - Receptor-mediated endocytosis and lysosomal overload, kinetic proved to be an important factor, since the affinity of stressors to the megalin:cubilin complex is essential for accumulation in lysosomes. It becomes particularly interesting for substances that trigger the same mechanism and KEs leading to the AO but can be taken up into the cells via many different uptake pathways. A prominent example of its toxicity in the proximal tubule cells is cadmium. After absorption into the organism, cadmium is transported to the liver and induces the synthesis of metallothionein in the hepatocytes, which bind cadmium and thus buffer the toxic effect. This Cd-metallothionein complex can then be absorbed into the proximal tubule cells via the megalin:cubilin complex (Sabolić et al., 2010). Also, the high affinity of cadmium to thiol-groups allows cadmium to form conjugates with cysteine and glutathione and these Cd-thiol conjugates can in turn be taken up into the proximal tubule cells via the same mechanism (Prozialeck and Edwards, 2012). Further uptake pathways of cadmium into the proximal tubule cells have been described via zinc and calcium transporters and via DMT1 and OCT1/2 transporters (Yang and Shu, 2015). The prediction for the polymyxin antibiotics based on polymyxin B in general looked good and reflected the observed cytotoxicity well. However, the example of $\mathrm{CdCl}_{2}$ showed that the prediction of downstream key events was poorer for a stressor potentially involving multiple mechanisms leading to the adverse outcome. Thus, $\mathrm{CdCl}_{2}$ was predicted to have much weaker cytotoxicity in both cell lines based on the key event relationships of polymyxin B, compared with the measured cytotoxicity obtained from the in vitro assay. Notable here is that in the in vivo situation, cadmium is presumably predominantly bound to metallothionein and this Cd-metallothionein complex is taken up into the cells via megalin:cubilin complex (Klaassen et al., 2009, Sabolić et al., 2010, Prozialeck and Edwards, 2012, Järup et al., 2000, Simon et al., 2014b, Wolff et al., 2011),
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whereas in this in vitro study the cells were simply treated with $\mathrm{CdCl}_{2}$. Hence, it might be reasonable to assume that KE1 describes the in vivo toxicity more accurately than the in vitro toxicity. These findings of the different uptake pathways are not only important with regard to kinetics and for the construction of the AOP, but also show in advance direct requirements for the in vitro assays. The absence of metallothionein could have an effect on the intracellular concentration and consequently on the adverse outcome (Perkins et al., 2019).

### 5.1.3 Estimation of risk using in vitro data obtained from the AOP - Receptor-mediated endocytosis and lysosomal overload

Another focus of this thesis was to obtain a first rough estimate for a risk assessment based on in vitro results. The question of a suitable in vitro point of departure (PoD) to receive a starting point for risk assessment posed the first challenge. Since there is no consensus in the scientific community about an appropriate PoD (Green et al., 2013), the most common PoDs, such the Benchmark approach $\left(\mathrm{BMC}_{10}\right)$ and the no / lowest observed effect concentration (NOEC / LOEC) were applied. The advantages and disadvantages of this strategy quickly became apparent. Due to the fact that not each approach was suitable for the calculation of a PoD, e.g., the non-toxic concentration ( NtC ) approach, which does not calculate a non-toxic concentration for a non-sigmoid dose-response, or the effective concentration (ECx) approach, which is unsuitable for an exponentially increasing dose-response curve, the LOEC / NOEC or the $\mathrm{BMC}_{10}$ approach were able to close the gaps. As different as the individual approaches are, the deviations between the individual PoDs were also varying. In some cases, 1000 -fold concentration differences were observed between the PoDs. This broad variation was particularly noticeable in KE1 - Disturbance of lysosomal function. The NOEC / LOEC approach typically resulted in the PoD at the highest concentrations, while the $\mathrm{BMC}_{10} / \mathrm{BMCL}_{10}$ were more conservative and
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resulted in lower PoD. The NOEC, LOEC, and $\mathrm{BMC}_{10}$ approaches were selected for MOE calculation since they were determinable across all in vitro assays, capture the range of all other PoDs, and represent the most common PoDs used in practice. After calculating the MOEs for all three key events in both cell lines based on the three selected PoDs as well as serum and kidney concentrations from in vivo studies, the range of MOEs was very broad, with values ranging e.g., from 0.32 to 1075 for polymyxin B. The increased susceptibility of the RPTEC/TERT1 cells became noticeable, as the overall MOEs values from the RPTEC/TERT1 cells were lower compared to the overall MOEs from the NRK-52E cells. The lowest MOE values associated with a risk of renal toxicity were obtained using the more conservative $\mathrm{BMC}_{10}$ approach in combination with in vivo kidney concentrations, as in the kidney tissue higher polymyxin antibiotic concentrations were found compared to serum. Interestingly, apart from the MOE calculated based on $\mathrm{BMC}_{10}$ values, the MOE values of the early key event KE1-Disturbance of lysosomal function, revealed higher MOE values and were thus associated with lower risk for kidney toxicity than those of the late key event KE3 - Cytotoxicity of renal tubular cells. Usually, it would be expected that the MOE values of an earlier key event are lower than those of a later key event, since the response must occur earlier temporally even before a later key event is triggered and, accordingly, the in vitro response must be more pronounced. However, the different sensitivity of the applied in vitro assays should be considered, as their sensitivity may have a significant influence on the risk assessment. For example, if a very sensitive in vitro assay is used for KE3 compared to a less sensitive in vitro assay for KE1, lower PoDs will result from KE3, resulting in a lower MOE for the late key event. In particular, considering the high sensitivity of modern and improved bioassays, which are now able to detect effects at sub-femtomole levels and are not only limited to omics analyses, but are now also used as in
vitro spectroscopy assays or enzyme-linked immunosorbent assays (Cohen et al., 2020, Huang and Chen, 2018, Yu et al., 2004).

In general, an improved strategy should be applied, the so called Next Generation Risk Assessment (NGRA) (Gilmour et al., 2020, Dent et al., 2018). Accordingly, a human equivalent concentration should be extrapolated from the in vitro data by using suitable PBPK models and QIVIVE as demonstrated for polymyxin B (Moxon et al., 2020, Mallick et al., 2020, Yu et al., 2020, Poet et al., 2016). After integration of safety factors, this PoD could be used as a basis to arrive at a human reference dose (RfD) (Crump et al., 2010).
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### 5.2 AOP development for kidney injury due to Inhibition of mtDNA poly-merase- $\gamma$ - a basis for an improved mechanistic in vitro approach

The second AOP - Inhibition of mtDNA polymerase- $\gamma$ presented here describes the mechanism leading to renal toxicity by inhibition of mitochondrial DNA polymerase- $\gamma$. This inhibition is mostly associated with antiviral drugs from the group of acyclic nucleoside phosphonates (Fernandez-Fernandez et al., 2011). Prominent representatives of this group are drugs used against hepatitis or HI viruses such as cidofovir, adefovir, tenofovir and the associated prodrugs adefovir dipivoxil or tenofovir disoproxil fumarate (Reynaud et al., 2009, De Clercq, 2003). Via organic anion transporters such as OAT1 and OAT3, these drugs enter the cells, incorporate into the mtDNA, inhibit the mitochondrial DNA polymerase- $\gamma$ and finally lead to a reduction of the mtDNA copy number (Fernandez-Fernandez et al., 2011, Hagos and Wolff, 2010). As a result, essential proteins of the respiratory chain are insufficiently expressed or not expressed at all, leading to damage in the proximal tubule cells (Perazella, 2010, Markowitz and Perazella, 2005, Tanji et al., 2001). The development of this linear AOP focused on current knowledge of the mechanism leading to cytotoxicity in proximal tubule cells by antiviral drugs. After in vitro assays were established for the individual KEs, this AOP and the in vitro assays were experimentally evaluated with model substances (adefovir, cidofovir, tenofovir, adefovir dipivoxil, tenofovir disoproxil fumarate).

After 24 h treatment with the model compounds, the response of the first KE (Depletion of $m t D N A$ copy number) in both cell lines was unexpected. Contrary to what is known from in vivo studies (Menezes et al., 2013, Lebrecht et al., 2009, Markowitz and Perazella, 2005, Tanji et al., 2001), there was no decrease in the mtDNA copy number in the first KE. In contrast, cidofovir, tenofovir and tenofovir disoproxil fumarate resulted in an increase in mtDNA copy
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number, whereas a concentration-dependent decrease in cell viability was observed only for TDF. More importantly, a concentration-dependent decrease in cell viability was measured for the prodrugs ADV and TDF in the absence of biological effects on KE1. No or only low toxicity was observed for the other model substances. The assumption was that a treatment for 24 h was not sufficient to reflect the in vivo results after long-term treatment. This is partly due to the fact that the active metabolites adefovir, cidofovir and tenofovir may not be sufficiently taken up by the cells due to the absence of relevant transporters (e.g., OAT1/3) in the cells, which is essential for the uptake of these substances resulting in the absence of toxicity. On the other hand, the treatment time of 24 h for the membrane-permeable prodrugs was insufficient to express effects on the mtDNA copy number. However, other studies also suggest that an increase in mtDNA copy number may be a protective mechanism of epithelial cells against apoptosis and could occur before a decrease in mtDNA copy number results (Mei et al., 2015). These results also highlight the need for long-term treatment beyond the usual 24 h to simulate longterm effects in in vitro systems observed in in vivo studies. One advantage of RPTEC/TERT1 cells over most cell lines is that they can be cultivated over a longer period of time, allowing treatment times up to 14 days (Crean et al., 2015, Limonciel et al., 2011). Daily treatment with prodrugs over 14 days in RPTEC/TERT1 cells showed a decrease in mtDNA copy numbers in response to the prodrugs ADV and TDF. Following treatment with tenofovir and adefovir, however, only a very slight decrease was observed. Treatment with cidofovir for 14 days resulted in an increase in mtDNA copy number, whereas no effects in mtDNA copy number were observed during 24 h treatment, which might be due to the long-term treatment. With the exception of tenofovir, all model compounds resulted in a concentration-dependent decrease in cell viability, which was most pronounced after treatment with the prodrugs since they are expected
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to be better taken up into the cells over time and uptake is not transporter-dependent as in the case of the active metabolites.

With regard to the mechanistic background, the in vitro results for KE1 and KE3 obtained after adefovir, cidofovir and tenofovir treatment were of particular interest. Based on the results, in particular those of the mtDNA copy number, the question arose about the uptake of the substances into the cells. It is known that antiviral drugs of the acyclic nucleoside phosphonates group are taken up into proximal tubule cells via organic anion transporters such as OAT1 / OAT3 (Nieskens et al., 2016, Ortiz et al., 2005, Cihlar et al., 2001, Ho et al., 2000). In vitro studies with cells overexpressing OAT1/3 or with stable transfected OAT1 and OAT3 transporters showed higher cytotoxicity after treatment with adefovir, cidofovir or tenofovir than cells without these transporters (Nieskens et al., 2016, Zhang et al., 2015, Ho et al., 2000). As in the AOP - Receptor-mediated endocytosis and lysosomal overload, the question about the expression pattern of transporters is of central relevance for the biokinetic understanding. Although expression of some transporters at mRNA or protein level was reported in RPTEC/TERT1 cells (Aschauer et al., 2015a), establishment of transporter assays was not successful (Tiong et al., 2014), which may imply downregulated expression or impaired expression with non-functional transporters. Of note, rapid loss of OAT1/3 transporters was observed in cultured proximal tubule epithelial cells (Nieskens et al., 2016). Furthermore, several studies, including the Human Protein Atlas project failed to detect expression of OAT1 (SLC22A6) and OAT3 (SLC22A8) transporters in NRK-52E and RPTEC/TERT1, suggesting the absence of these transporters (Uhlén et al., 2005, Uhlén et al., 2015, Uhlén et al., 2010, Uhlén et al., 2017,
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Thul et al., 2017, Lash et al., 2007, Heussner and Dietrich, 2013, Lechner, 2014) (proteinat-las.org/ENSG00000197901-SLC22A6/cell) and (proteinatlas.org /ENSG00000149452SLC22A8/cell).

In addition to the expression of influx transporters, expression of efflux transporters such as the multidrug resistance protein (MRP4 or ABCC4) could also play a decisive role in the excretion of antiviral drugs (Rodríguez-Nóvoa et al., 2010, Ray et al., 2006, Izzedine et al., 2005). In Mrp4 knockout (KO) mice, accumulation of adefovir and tenofovir in the kidney was reported to be significantly increased compared to wild type mice (Imaoka et al., 2007). With regard to the accumulation time of the stressors in the cells, it is important to know how and to what extent the substances enter the cells, but also how long they accumulate in the cells and how and to what extent they are excreted. This was also clearly demonstrated in the study by Kohler and colleagues who showed the roles of OAT1 and MRP4 in the transport and regulation of tenofovir in the proximal tubule. They evaluated renal toxicity of tenofovir in OAT1 KO or MRP4 KO mice compared to wild type mice. A change in mtDNA content remained unchanged in the OAT1 KO mice indicating a loss of tenofovir transport. In contrast, the renal proximal tubules of MRP4 KO mice after tenofovir treatment showed an increased mtDNA abundance indicating compensation (Kohler et al., 2011). These correlations of equilibrating transport processes, which play a role in the intracellular accumulation of foreign substances and cytotoxicity, were also illustrated in vitro. Stray and co-workers showed that overexpression of OAT1 and OAT3 increased cytotoxicity in HEK293T embryonic kidney cells, while co-transfection of MRP4 led to a decrease in cytotoxicity (Stray et al., 2013). Studies with RPTEC/TERT1 cells showed overexpression of MRP4 transporter (Uhlén et al., 2005, Uhlén et al., 2015, Uhlén
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et al., 2010, Uhlén et al., 2017, Thul et al., 2017, Aschauer et al., 2015a) (proteinatlas.org /ENSG00000125257-ABCC4/cell) and thus an increased efflux of xenobiotics can be assumed. These two examples show the importance of the balance between influx and efflux transporter, hence the biokinetics. This is also an important source of uncertainty from in vitro systems that needs to be known in order to implement target-specific tools to overcome them. Of particular importance here is the fact that substances can thus have a short mean residence time (MRT) in the cells, which is an important pharmacokinetic parameter (Durišová, 2012). The resulting altered biokinetics leads to a shift in the sensitivity of the in vitro systems compared to the in vivo situation and results in less toxic effects or even lack of toxic effects.

This AOP is an exemplary case in which the limitations of short-term exposure in in vitro systems become obvious. On the one hand, conventional cell models do not always allow to mimic long-term effects that occur in vivo after chronic application due to limited cultivation time. On the other hand, modified pharmacokinetic, caused by an altered expression of relevant transport systems in comparison to the in vivo situation, is also crucial for the outcome. Nevertheless, after identifying such limitations and the differences in pharmacokinetics, it is possible to overcome them with, for example, by using the prodrugs, in vitro biokinetics data, and targeted PBPK modeling.

Another point that should not be disregarded and was also discussed in the previous chapter (see chapter 5.1.1) in the case of the AOP - Receptor-mediated endocytosis and lysosomal overload, is the cultivation method. The cultivation of RPTEC/TERT1 cells in a 3D model showed that a more in vivo like environment could be advantageous for cell orientation and differentiation. Expression of important influx transporters that could not or only partially be
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detected in 2D monolayer cultured cells could be detected in the 3D model (e.g., de novo expression of OAT3). The 3D cultured RPTEC/TERT1 cells also showed a slight decrease of MRP4 mRNA compared to the differentiated cells in the 2D culture (Secker et al., 2018). Based on the mRNA expression results of the 3D culture, an investigation of the biokinetics of adefovir, cidofovir and tenofovir would now be of great interest and could provide further understanding of the mechanism. The results from the present AOP - Inhibition of mtDNA polymerase $-\gamma$, however, suggest possible further pathways respectively key events related to the AO that may lead to a better understanding of the mechanism. Especially the results of the prodrugs (ADV and TDF) after 24 h treatment are of interest. The response in KE3 showed a strong concentration-dependent decrease of cell viability in both cell lines treated with prodrugs after 24 h , whereas no effects on KE1 is contradictory to the in vivo findings. Therefore, a causal relationship between depletion of mtDNA and cytotoxicity is not supported by these data. The uptake of prodrugs into the cells does not take place via organic anion transporter as in the case of the parent compounds adefovir and tenofovir, but rather via passive diffusion (Darsazan et al., 2018, Taneva et al., 2016, Ming and Thakker, 2010). Absorbed in the cells, the prodrugs undergo an enzymatic degradation to their active forms adefovir respectively tenofovir. Enzymatic degradation requires the presence of carboxylesterases (CES) and phosphodiesterases (PDE) (Geboers et al., 2015). Although not all but most phosphodiesterases are expressed in RPTEC/TERT1 cells (PDE1A / C, 3A - 11A, 4B / C / D, 6B / D, 7B, and 12) (proteinatlas.org/search/phosphodiesterase), only the expression of CES2 and a very weak expression of CES3 (proteinatlas.org/search/carboxylesterase) was measured on the carboxylesterase side, which represents the first step of hydrolysis of the prodrugs (Uhlén et al., 2005, Uhlén et al., 2015, Uhlén et al., 2010, Uhlén et al., 2017, Thul et al., 2017). In order to incorporate into the
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mtDNA, the prodrugs must first be hydrolyzed by CES (Geboers et al., 2015). Due to the low expression of CES and an imbalance of the enzymes to the disadvantage of the first hydrolyzing step, only a small fraction of prodrugs may be hydrolyzed, and the prodrugs may not be recognized as substrate for the DNA polymerase due to their phosphate groups. Therefore, the cytotoxicity observed in response to antivirals may be induced by additional mechanisms. An in vivo study with male rats treated with TDF to induce renal injury showed an activation of caspase 3 and the release of cytochrome C in the cells that leads to the activation of the intrinsic pathway of apoptosis (Ramamoorthy et al., 2019, Quiros et al., 2010). Increased production of reactive oxygen species (ROS) and reactive nitrogen species (RNS) was also observed, leading to increased mitochondrial damage (Abraham et al., 2013, Ramamoorthy et al., 2014, Ramamoorthy et al., 2012). According to the in vitro results describing KE1 - KE3 in the AOP - Inhibition of mtDNA polymerase- $\gamma$, there are similarly open questions about the mechanism, as noted in the AOP - Receptor-mediated endocytosis and lysosomal overload, presented above. Additional mechanisms and thus also further KEs in connection with the AO cannot be completely excluded. The sequence of KEs in this AOP may well be correct and equally biologically plausible, but a suspected stressor of this AOP may also act via other mechanisms respectively AOPs as well, so that the in vitro results obtained for this stressor might not or only partially support this AOP. This does not immediately imply that this sequence of KEs is incorrect, but rather suggests that the stressor is not specifically acting only via this sequence of KEs. Which KEs finally have a key role with regard to the AO or whether an activation of several KEs is necessary that eventually lead to the AO must then be clarified and is open to question. Especially with regard to regulatory endpoints, an exact mechanistic understanding of the toxicity pathway is of major relevance (Sachana, 2019, Leist et al., 2017).
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### 5.2.1 Predicting downstream key events by using key event relationships from the AOP - Inhibition of mtDNA polymerase- $\gamma$

For the AOP - Inhibition of mtDNA polymerase- $\gamma$ the same strategy as for the AOP - Receptormediated endocytosis and lysosomal overload was applied to test if a prediction of downstream KEs is feasible using the key event relationship. Quantitative relationships between key events were also generated via response-response plots as described on the open-knowledge and structured platform Effectopedia (OECD, 2016). The in vitro results showed that only the data obtained from RPTEC/TERT1 cells after 14 d treatment with adefovir dipivoxil were suitable for the generation of response-response plots, since responses across all key events were measured that enable to generate key event relationships. The data sets of the dose-response curves after 14 d treatment showed sufficient responses to determine best fit functions using the online application PROAST. This allowed to calculate further data which were used to generate a description of the dose-response curve. With the additional data obtained, response-response plots were generated, which covered a wide concentration range and allowed a prediction. Since 24 h treatment showed an increase rather than a decrease in mtDNA copy number, the in vitro results from RPTEC/TERT1 cells after 14 days' treatment with tenofovir disoproxil fumarate corresponded more to observations made in in vivo studies in which a decrease was also shown and were more suitable for the prediction of downstream key events. However, this case showed the first limitations. A best-fit function and thus a calculation of additional data for TDF describing the KE1 - Depletion of $m t D N A$, proved not to be feasible, because the results from the in vitro assay contained a response that was too low to determine a best-fit function. To obtain additional data in the measurement range of the KE1-Depletion of $m t D N A$, data of the doseresponse curve in the tested range from 0.24 to $62.5 \mu \mathrm{M}$ were manually selected and plotted. This ensured, at least for a prediction, that sufficient data sets for TDF were available in this
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concentration range. A further limitation was revealed in the prediction of KE3 of TDF utilizing the key event relationship between KE2 and KE3 (qKER2) based on the ADV data. Predicted cytotoxicity of TDF resulted in values $>50,000 \%$ and were far out of the measurable range. Closer examination of the in vitro results revealed that cytotoxicity was measured in the late key event (KE3) even before mitochondrial toxicity was measured in KE2. Predicting based on this key event relationship in order to quantify how much effect is needed in the upstream key event to achieve an effect in the downstream key event can therefore not be made. A reason for this limitation might be the sensitivity of the in vitro assays applied. If a highly sensitive assay is used for a downstream key event and a less sensitive assay is used for an upstream key event, and effects are observed in the late key event before effects are measured in the earlier key event, a prediction cannot be made based on this established key event relationship. Nevertheless, to allow prediction of the cytotoxicity of TDF, a key event relationship was established between KE1 and KE3 and KE2 was skipped.

The prediction of KE3 - Cytotoxicity was therefore limited to the tested concentration range in which a response was observed for TDF in KE1 - Depletion of mtDNA and to the key event relationship between KE1 and KE3 (qKER ${ }_{1 \mathrm{~A}}$ ) based on ADV data. The range in KE3 - Cytotoxicity, where the strongest decrease was measured, could therefore not be predicted. As a result, important information about key downstream events may be lost, since it is precisely in this concentration range that the greatest decrease in cell viability was measured. It is important on one hand to identify exactly this range where toxicity starts, but on the other hand an entire dose response curve is an essential prerequisite for the accurate calculation of PoDs. Timeresolved dose-response analyses might circumvent this limitation. Consequently, the calcula-
tion of PoDs is becoming progressively more difficult. Moreover, based on the predicted results, false conclusions may be drawn, such as a lower toxicity or even lack of cytotoxicity. The AOP - Inhibition of mtDNA polymerase- $\gamma$ showed in an exemplary way that in some cases longer treatment times are necessary to mimic effects observed in in vivo studies. Therefore, for a better quantitative characterization it would be advantageous if not only dose-dependent but also time-dependent data were tested and integrated into the AOPs (Leist et al., 2017). From these time-dependent data, adaptive or compensatory effects of upstream key events could be detected earlier, even before excessive cytotoxicity occurs (Spinu et al., 2019).

### 5.2.2 Estimation of risk using in vitro data obtained from the AOP - Inhibition of mtDNA polymerase- $\gamma$

As in the AOP - Receptor-mediated endocytosis and lysosomal overload the in vitro results of the AOP - Inhibition of mtDNA polymerase- $\gamma$ were used to obtain a first rough estimation of risk. Parallel to the strategy applied in the AOP - Receptor-mediated endocytosis and lysosomal overload, different points of departure from each key event were calculated and compared with serum concentrations from human and rat studies achieved after therapeutic treatment. For completeness, the results after 24 hours of treatment were also used to calculate points of departure. However, special consideration is required regarding the first key event - Depletion of mtDNA copy number. After 24 hours of treatment, the first key event showed an increase of mitochondrial DNA copy numbers, which were contrary to the reported in vivo findings and which might indicate a cellular defense mechanism (Mei et al., 2015, Kohler et al., 2011). However, they are observed in vitro effects after all, and these results may thus be of great interest for risk assessment. This raises important questions: which key events should be considered for risk
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assessment? When must a key event be classified as an adverse effect and when as a non-adverse effect, an adaptive effect, or a compensatory effect? Should adaptive or compensatory events be included in the AOP and in the evaluation? If compensatory or adaptive effects are included in a linear AOP, and the cells have thus built up a protective function, there will be none or at least a reduced response in the subsequent key event(s). Thus, for example, cytotoxicity would not occur or would at least be less significant. However, it would be of high interest and benefit to know when a compensatory effect changes and an adverse outcome occurs, since this effect must take place before the first effect of the following key event emerges, which highlights the need for quantitative AOPs and quantitative information about key event relationships (Spinu et al., 2019, Sewell et al., 2018, Leist et al., 2017).

After 14 days of treatment in RPTEC/TERT1 cells, the data showed that PoDs for ADV were lower and were now clearly in the range of rat and human serum concentrations compared to PoDs obtained after 24 h treatment. In contrast, after 14 days of treatment with TDF the PoDs, especially those for KE3 (cytotoxicity), showed little changes compared to PoDs obtained after 24 h treatment and were still between 10-100 times above the serum concentrations. Mostly calculated MOE values for adefovir and tenofovir were above 1000 for all 3 KEs, with only a few exceptions, and in some cases even for early KEs well above 10,000 and can thus be interpreted as a low risk for renal toxicity. In comparison, the calculated MOE values for the prodrugs ADV and TDF were clearly lower, averaging in ranges < 100, with a few exceptions. In some cases, calculated MOE values by using the conservative $\mathrm{BMC}_{10}$ approach ranged $<10$ and even $<1$, respectively, and were thus associated with moderate or high risk of renal toxicities, respectively. However, with two exceptions, the MOE values for TDF were not below a range of $10-100$, but still significantly lower than the MOE values for the active metabolite
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tenofovir. The risk assessment based on the in vitro results showed that chronic effects observed in in vivo studies are poorly replicated in short-term in vitro testing. Although effects could be better mimicked in a suitable cell system by longer treatment duration with membrane permeable prodrugs over 14 days, and thus limitations could be partially circumvented, nevertheless biokinetic aspects were left aside at this point. Suitable in silico methods such as PBPK modeling and QIVIVE should also be integrated to overcome limitations of altered biokinetic factors, and also possible others like plastic binding, protein binding evaporation etc., should be included in the assessment using suitable PBPK models and QIVIVE (Blaauboer, 2010). Likewise, it was again evident that not only dose-dependent data should be considered in the AOPs, but also time-resolved data need to be incorporated into the assessment (Leist et al., 2017). Nevertheless, a linear AOP does not reflect the complexity of biological processes, which are strongly characterized by negative / positive feedback and feed forward loops (Spinu et al., 2019, Knapen et al., 2018, Leist et al., 2017). With regard to the AOP concept, which has the establishment of an AOP network as its central idea, adaptive and compensatory effects should also be included, not only for reasons concerning completeness but also through the resulting gain in knowledge about toxic mechanisms to increase the information content for future research, development of animal-free methods, and for regulatory decision making (Knapen et al., 2018, Sewell et al., 2018, Vinken et al., 2017, Leist et al., 2017). Which effects finally are decisive for a risk determination, is still open for discussion and should be evaluated individually for each AOP respectively AO.
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### 5.3 Adverse Outcome Pathway concept - a feasible approach for toxicity testing?

In order to advance the worldwide efforts to reduce animal studies in toxicity testing and to steer the tests into a more mechanistic direction, the AOP concept was adopted as a supporting tool. The development of AOPs revealed gaps in knowledge about toxicological pathways and reveals weaknesses of in vitro systems, such as altered biokinetics, which are relevant for risk assessment (Leist et al., 2017). By this point alone, the visualization of knowledge gaps, the concept of the Adverse Outcome Pathway stands out as useful and helpful. By identifying and establishing key events, an implementation of in vitro assays is more specific, and target orientated. Key events in an AOP can also prove to be adaptive or compensatory, as in the example of the AOP - Inhibition of mtDNA polymerase- $\gamma$ in KE1 - Depletion of mtDNA copy number. Especially with regard to chronic effects, such compensatory KEs are of great interest and should be included in the AOPs (Leist et al., 2017). From a mechanistic point of view, the implementation of all KEs associated with the AO is recommended, but it is also a time consuming and costly matter to prove the biological plausibility and essentiality of each individual KE. As a consequence, AOPs become increasingly large and more comprehensive, which also increases the complexity of response-response plots and quantitative key event relationships, making calculation and prediction based on these key event relationships a mathematical challenge.

However, both AOPs exemplarily demonstrate that time, besides test concentrations, is a further important factor. These concentration-time profiles can then be used as starting points for developing mathematical models to optimize prediction probabilities (Bal-Price and Meek, 2017). Strategically beneficial in the construction of AOPs, would be to first establish the connection
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between MIE and AO and to completely verify the MIE for its biological plausibility and for its essentiality, especially when using in vitro models. Based on this connection, the AOP can then be successively expanded and extended by adding relevant KEs (Patlewicz et al., 2015, Simon et al., 2014a). Another approach that could help to reduce complexity in AOP development is the right to left or reverse engineering approach (Sewell et al., 2018, Villeneuve et al., 2014, Perkins et al., 2011). Here the AOP is built up backwards starting with the AO. This strategy can be very helpful in the development of AOPs where data on the mechanism are missing or where it is not clear whether a key event leads to an adverse outcome (Sewell et al., 2018). Kimber and colleagues described this reverse engineering approach for the development of the AOP for chemical respiratory allergy (Kimber et al., 2014).

The AOP concept is a first important approach to build a knowledge base for toxic mechanisms with a uniform nomenclature for the individual MIEs, KEs, and AOs based on the Mode of Action approach that has been known and applied for decades (Leist et al., 2017). For the intended paradigm shift in toxicology towards a more mechanistic approach, the AOP concept proves to be a very helpful tool. The more detailed identification of KEs allows a more targeted application of in vitro assays. However, some points need to be discussed, especially with regard to the rapidly growing complexity of AOPs. Besides dose-dependent data, time-dependent data needs to be included in the AOPs. The experimental data from the AOPs only provide a snapshot of effects for a certain point in time, such as usually 24 h for a cytotoxicity in vitro assay. Effects in upstream KEs can also occur and be measured after a far shorter time. Therefore, the question should be clarified which effects are triggered over time beginning with the starting point of the treatment. Furthermore, it has to be clarified how to proceed in case of different AOPs that lead to the same AO or with branched KEs. For linear AOPs, the generation
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of KERs proved to be relatively simple. With more complex AOPs or even AOP-networks the generation of KERs turns into a real challenge.

### 5.4 In vitro PoDs for in vitro risk assessment - fit for purpose?

In order to obtain a first rough estimate of the risk, the question arose of a suitable in vitro PoD as a starting point for comparison with concentrations obtained from in vivo studies. Already during the selection of a suitable in vitro PoD, some challenges became apparent. A clear agreement on the use of an appropriate in vitro PoD does not exist (Green et al., 2013). For completeness, the most common PoDs for the individual in vitro assays and KEs were used in this study. Limitations quickly became apparent in the use of individual PoDs, such as those of the $\mathrm{EC}_{\mathrm{X}}$ approach. With a dose-response curve that has an exponential slope (e.g., KE1 - Depletion of $m t D N A$ copy number), it is mathematically challenging to determine the maximum effect and thus also to determine an X \% - effect (Green et al., 2013). The new NtC approach described by Stadnicka-Michalak and colleagues (Stadnicka-Michalak et al., 2018) also reached its limitations and non-toxic concentrations could only be calculated for sigmoid dose-response curves. In contrast, the approaches of the benchmark concentration and those of the NOEC / LOEC proved to be unproblematic to determine and were used to calculate MOE values. It was shown that the $\mathrm{BMC}_{10}$ approach was consistently more conservative and calculated values were always below the calculated NOEC / LOEC values. Most of the PoDs for the individual key events were located in this range, which provided a further argument for conducting the risk assessment based on these PoDs. But in order to perform a risk assessment based on in vitro data in the future, a decision has to be made about which in vitro PoD is the most appropriate. To support and underpin the decision of an appropriate in vitro PoD , further in vitro data, such as
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from this study, are required to identify and quantify additional sources of uncertainty to eventually incorporate and compensate for by targeted modeling tools. The quantity and calculation of points of departure based on in vitro approaches within the AOP concept will inevitably assume larger and more complex dimensions than PoD determinations based on in vivo data. Due to the large number of possible pathways and KEs within an AOP or AOP network, as well as the need to generate and integrate time-resolved data, complexity increases rapidly. For this purpose, it is essential to understand how well the measured in vitro endpoints reflect the integrated key events in the AOPs, even before a decision can be made on which key events and PoDs should be included in the evaluation in order to exclude possible false-positive results from non-adverse effects (Crump et al., 2010).

It was already pointed out in the chapters above that in vitro systems are associated with certain limitations and restrictions. Differences between in vitro and in vivo systems such as in xenobiotic metabolism or expression pattern of transporters and the resulting impact on biokinetics pose several challenges for risk assessment based on in vitro data. Thus, factors which can influence the kinetics of a compound within an in vitro system need to be considered. The assumption that the nominal in vitro concentration and the resulting point of departure is equivalent to the in vivo plasma or tissue concentration is a source of uncertainty (Thomas et al., 2018, Zhang et al., 2018b). In fact, it is uncertain to which degree the nominal concentration of the test substance can be disturbed and altered through, e.g., evaporation of the culture medium, evaporation of the test substance itself, or through metabolic processes in the culture medium (Zhang et al., 2018b, Kramer et al., 2012). In some cases, many test substances are also instable in culture media and / or have a strong binding affinity to plastic of the cultivation wells, which can significantly reduce the effective free concentration, especially during repeated treatment
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(Kramer et al., 2015). Some limitations of in vitro systems can only be minimized partially, for example by using suitable and very well-established cell lines and advanced optimized culture conditions, such as 3D cultivation. However, other factors are very difficult or impossible to eliminate (e.g., plastic binding, evaporation, medium protein binding). The demand for suitable tools to compensate uncertainties is therefore increasing. Quantitative in vitro to in vivo extrapolation (QIVIVE) can be one tool. To this end, understanding the limitations and uncertainties of the models and approaches applied is crucial. These uncertainties can then be overcome by combining e.g., in vitro biokinetics, omics data and modeling to improve the prediction (Yoon et al., 2012). Especially now, in times of big data, computational modeling and the collection of affordable omics data sets, there are many opportunities to combine the obtained information and incorporate it into mechanistically based risk assessments, which are urgently needed by regulatory agencies (Ciallella and Zhu, 2019). Even better, this would allow AOPs and the information sources they contain to be used more widely in AOP-networks. Pathways that share the same mechanism and KEs in other tissues or cells could be linked to it. The first AOP Receptor mediated endocytosis and lysosomal overload, had the focus on the pathway leading to kidney toxicity. For example, the AOP could also be transferred to other epithelial tissues in which the megalin/cubilin transporters are expressed, such as in the thyroid, parathyroid gland (Shah et al., 2013), in the neonatal inner ear (Tauris et al., 2009), or in the placenta (Storm et al., 2016). However, AOPs by definition do not incorporate kinetics, and this is a shortcoming when it comes to toxicity prediction and risk assessment, as kinetics often determines the target. Especially here, an integration of PBPK models and QIVIVE is indispensable, since important parameters that are important for a quantitative assessment such as liberation, absorption, distribution, metabolism, and excretion (LADME - principle) can vary in other types of tissue.

Without this integration, the data obtained from the in vitro assays are not target oriented for a quantitative risk assessment, as important parameters relevant to the doses received in vivo are not considered or even altered (Yoon et al., 2012). One of the most important and beneficial aspects in the development of AOPs is the identification of limitations, especially when using in vitro models. A general drawback of adverse outcome pathways is that they do not take biokinetics into account. This is especially relevant with regard to the in vitro systems applied, which may reveal altered intracellular uptake as well as altered metabolic activities. The timelimited cultivation of cell cultures inevitably results in limitations of short-term assays when it comes to detecting long-term effects. Therefore, the information content of dose-dependent generated in vitro data, which are obtained routinely after 24 hours, is not sufficient, which emphasizes the additional requirement for time-resolved data. With the benefit of such timeresolved data, it will improve identification of how well the in vitro assays reflect the key events to distinguish adverse effects from non-adverse effects or to determine when compensatory or adaptive effects turn into relevant adverse effects. Only after these limitations are identified, additional tools such as physiologically based pharmacokinetic modeling and toxicokinetictoxicodynamic models can be specifically included in the AOPs to counteract uncertainties and limitations (Punt et al., 2017, Zhang et al., 2018b).

## 6 Summary and conclusion

The aim of this thesis was to apply the AOP concept as a basis for the development of mechanism based in vitro assays for systemic toxicity testing. The kidney, more precisely the proximal tubule cells, which are a major target of toxicity of numerous drugs and chemicals, served as an exemplary target. Based on two mechanisms described in the literature leading to toxicity of proximal tubule cells by polymyxin antibiotics and antiviral drugs, AOPs were established, which in turn were used as basis for the implementation of suitable in vitro tests. The systematic mapping of AOPs provides a useful opportunity to develop mechanistically based in vitro tests for systemic toxicity testing and the development of AOPs reveals gaps about understanding of the underlying mechanism leading to toxicity. AOPs were established using published information available from publications and databases (e.g., PubMed, Comparative Toxicogenomics Database). It revealed that public information is readily available for questions related to the AOPs or the underlying mechanisms and were helpful for identifying KEs. However, for specific questions respectively key events, no adequate information could be retrieved. OMICS data can provide support to obtain increased information in order to improve the design of AOPs and can bring them to the next level. The AOP Receptor-mediated endocytosis and lysosomal overload can be considered as a good representative example. The literature describes the uptake of polymyxins into the proximal tubule cells via the megalin/cubilin complex, but it was found that, at least in the in vitro situation, further possible mechanisms are relevant for the uptake. Apart from receptor-mediated endocytosis, receptor-independent uptake or uptake via protein transporters are considered to play potential (further) important roles. To address such issues, e.g., OMICS data could improve the information content and should be included in the
development of AOPs, combined with expert knowledge (Ball et al., 2021). Edward Osborne Wilson's statement, "We are drowning in information, while starving for wisdom" exemplifies the development of adverse outcome pathways in this context and was also cited in this manner in a current paper regarding adverse outcome pathways (Ball et al., 2021). The most important advantage in developing AOPs is that they are very well adapted to provide simply a better and clearer structure to toxicological mechanisms, to integrate the existing information in a meaningful way, and to point out knowledge gaps that still exist. Thus, the integration of in vitro assays can also become more effective and straightforward. Indeed, following the establishment and integration of in vitro assays for each of the key events in the AOPs presented here, questions emerged as to which extent the in vitro assays reflected the key events. It also became apparent that a need exists for time-resolved in vitro data to answer such issues. Time-resolved data offers further benefits in terms of being able to support kinetics models. What continues to be a challenge, however, is the ability to measure long-term effects. Associated with the detection of long-term effects, it again underlines the need for time-resolved in vitro data. By integrating dose-dependent and time-resolved in vitro data, possible compensatory effects will be better revealed to detect when they may turn into adverse effects and thus distinguish them from non-adverse effects. As in KE1 - Depletion of mtDNA copy number (AOP - Inhibition of $m t D N A$ polymerase- $\gamma$ ) demonstrated, after short-term treatment, initially an increase in mtDNA copy number was observed, due to possible compensatory effects, which, after prolonged treatment, changed into a decrease in mtDNA copy number, which might be relevant for the further toxic course. Thus, a better understanding of how well the in vitro assays reflect key events can be obtained and thus better decision making for a risk assessment based on in vitro data. Fundamental, for better decision making for risk assessment are also the obtained in vitro data.

Entire dose-response plots are needed and supportive to construct entire response-response plots and to estimate a correct and conclusive POD. We also showed that predictions of downstream key events, at least in a linear AOP, were feasible via the response-response plots and key event relationships. However, not all information is included in a linear AOP, since toxicological pathways are not linear and simple in nature, rather they are branched and complex in nature with multiple dose- and time-dependent effects, partly accompanied by negative / positive feedback and feed forward loops (Spinu et al., 2019, Knapen et al., 2018, Leist et al., 2017). In addition, activated KEs within an AOP can also lead to different AOs and are therefore not necessarily coupled to only one AO. Thus, establishing key event relationships and prediction via response-response plots in a branching AOP becomes more complex and turns into a mathematical challenge. Also, a critical point to note is that AOPs by definition should be stressor independent. In particular, it becomes critical when key events are integrated in an AOP, such as uptake mechanisms into cells via transporters, but these transporters are substance specific. Relevant differences in biokinetics between cell lines and between the in vitro and in vivo situation also became evident. Especially, when altered expression of transporters can be assumed in the in vitro situation compared to the in vivo situation. Such differences can be circumvented by appropriate in silico models, as shown in the example of polymyxin B, but must be detected and identified, especially if unknown stressors need to be tested. In this way, the modeled in vitro results can be used to extrapolate an in vivo equivalent dose, which provides a more appropriate basis for risk assessment. However, in order to subsequently be able to decide which in vitro POD is most appropriate for a risk assessment, further in vitro data such as ours are needed to support the decision. The determination of the NOEL/LOEL and

BMC approach proved to be straightforward in practice, and precisely such simple and pragmatic methods are needed to increase the predictive potential of an in vitro strategy.

However, the central aspect of the Tox21 program, with the vision of shifting the apical endpoints in animals to in vitro high-throughput methods in predominantly human cells, is at the beginning of a long-term development. Due to the limitations of in vitro systems, it is currently not feasible to completely avoid safety testing on animals. Nevertheless, a first pragmatic step towards a multi-step test strategy (Figure 1), combined with modern in silico methods, improved in vitro assays coupled with PBPK modeling and QIVIVE, followed by a second test step with alternative model organisms, is an important step in the correct direction. Finally, the AOP concept and the paradigm shift in toxicology is a good chance to steer toxicity testing into a more mechanistic path in order to understand which pathways are relevant and to obtain a better mechanistic understanding in toxicology. It was therefore astonishing and applaudable at once when Simon Upton (Environment Director at the OECD) said about the work on Adverse Outcome Pathways:
"I naively believed that we tested things because we knew what the mechanism was.
We don't."

In other words:

If we understand the mechanisms of toxicity, we have more trust in the prediction.
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## Table 40

## Raw data LAMP-1/2 assay

| Polymyxin B / NRK-52E / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 120.699 | 96.15575 | 153.0711 | 123.31 | 23.31 |
| 15.60 | 119.6294 | 142.8694 | 185.8536 | 149.45 | 27.43 |
| 31.25 | 114.9092 | 142.027 | 246.6801 | 167.87 | 56.81 |
| 62.50 | 182.4805 | 211.0384 | 266.9995 | 220.17 | 35.10 |
| 250.00 | 202.5814 | 226.8268 | 336.3092 | 255.24 | 58.17 |
| 500.00 | 217.8385 | 267.8733 | 580.3704 | 355.36 | 160.41 |
| 1000.00 | 189.3477 | 523.5794 | 592.1245 | 435.02 | 175.95 |
| Colistin / NRK-52E / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 105.96 | 102.29 | 94.74 | 101.00 | 4.67 |
| 15.60 | 106.22 | 106.39 | 108.59 | 107.07 | 1.08 |
| 31.25 | 108.56 | 106.58 | 105.32 | 106.82 | 1.33 |
| 62.50 | 124.46 | 118.27 | 118.71 | 120.48 | 2.82 |
| 250.00 | 154.79 | 123.07 | 211.86 | 163.24 | 36.74 |
| 500.00 | 179.38 | 151.18 | 242.51 | 191.02 | 38.18 |
| 1000.00 | 251.27 | 207.16 | 282.38 | 246.94 | 30.86 |
| Polymyxin B nonapeptide / NRK-52E / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 105.43 | 93.43 | 96.1 | 98.32 | 5.14 |
| 15.60 | 96.85 | 98.03 | 111.07 | 101.98 | 6.44 |
| 31.25 | 101.6 | 103.43 | 99.12 | 101.38 | 1.77 |
| 62.50 | 99.93 | 124.69 | 98.75 | 107.79 | 11.96 |
| 250.00 | 121.02 | 133.02 | 114.12 | 122.72 | 7.81 |
| 500.00 | 94.92 | 148.09 | 132.72 | 125.24 | 22.34 |
| 1000.00 | 126.1 | 152.74 | 188.36 | 155.73 | 25.51 |
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Polymyxin B / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 101.6996 | 134.6512 | 124.3629 | 120.24 | 13.77 |
| 15.60 | 137.1429 | 150.8767 | 136.6493 | 141.56 | 6.59 |
| 31.25 | 138.1185 | 214.9114 | 159.6767 | 170.90 | 32.34 |
| 62.50 | 259.3306 | 584.5974 | 218.7361 | 354.22 | 163.74 |
| 250.00 | 281.4996 | 843.5814 | 362.3629 | 495.81 | 248.11 |
| 500.00 | 751.2188 | 1519.376 | 623.5669 | 964.72 | 395.65 |
| 1000.00 | 772.6115 | 1729.663 | 657.0115 | 1053.10 | 480.73 |

Colistin / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 138.0294 | 96.22747 | 145.7859 | 126.68 | 21.77 |
| 15.60 | 152.7305 | 83.32288 | 202.0147 | 146.02 | 48.69 |
| 31.25 | 171.6029 | 209.6187 | 207.6659 | 196.30 | 17.48 |
| 62.50 | 234.6295 | 321.132 | 251.9739 | 269.25 | 37.37 |
| 250.00 | 336.6539 | 432.1527 | 355.7548 | 374.85 | 41.26 |
| 500.00 | 424.1752 | 441.1259 | 471.0949 | 445.47 | 19.40 |
| 1000.00 | 396.1911 | 437.6824 | 830.5048 | 554.79 | 195.69 |

Polymyxin B nonapeptide / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 130.56 | 154.44 | 150.23 | 145.08 | 10.41 |
| 15.60 | 158.17 | 123.79 | 120.45 | 134.14 | 17.05 |
| 31.25 | 106.96 | 143.16 | 154.46 | 134.86 | 20.26 |
| 62.50 | 197.31 | 171.19 | 241.31 | 203.27 | 28.93 |
| 250.00 | 159.87 | 114.61 | 193.3 | 155.93 | 32.25 |
| 500.00 | 170.78 | 119.63 | 168.26 | 152.89 | 23.54 |
| 1000.00 | 243.09 | 182.25 | 187.42 | 204.25 | 27.54 |
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Table 41
Raw data cathepsin assay

Polymyxin B / NRK-52E / 24 h

| Polymyxin B / NRK-52E / 24 h |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |  |
| 0 | 100 | 100 | 100 | 100 | 0 |  |
| 7.81 | 82.97 | 93.50 | 90.28 | 88.91 | 4.41 |  |
| 15.60 | 64.67 | 76.52 | 84.81 | 75.33 | 8.26 |  |
| 31.25 | 48.70 | 74.79 | 75.83 | 66.44 | 12.55 |  |
| 62.50 | 59.16 | 67.69 | 33.26 | 53.37 | 14.64 |  |
| 250.00 | 31.46 | 49.61 | 24.74 | 35.27 | 10.50 |  |
| 500.00 | 32.65 | 38.65 | 13.53 | 28.28 | 10.71 |  |
| 1000.00 | 32.37 | 39.52 | 11.91 | 27.94 | 11.70 |  |


| Colistin / NRK-52E / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 115.39 | 88.83 | 83.90 | 96.04 | 13.83 |
| 15.60 | 110.11 | 83.93 | 86.08 | 93.37 | 11.87 |
| 31.25 | 104.45 | 67.26 | 69.76 | 80.49 | 16.97 |
| 62.50 | 98.37 | 39.01 | 64.09 | 67.16 | 24.33 |
| 250.00 | 96.74 | 37.02 | 56.78 | 63.51 | 24.84 |
| 500.00 | 82.00 | 46.73 | 49.35 | 59.36 | 16.04 |
| 1000.00 | 74.88 | 43.53 | 44.24 | 54.22 | 14.61 |

Polymyxin B nonapeptide / NRK-52E / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 95.34 | 97.23 | 98.51 | 97.03 | 1.30 |
| 15.60 | 93.65 | 100.76 | 91.12 | 95.18 | 4.08 |
| 31.25 | 87.84 | 69.09 | 84.04 | 80.32 | 8.09 |
| 62.50 | 90.13 | 73.89 | 76.70 | 80.24 | 7.09 |
| 250.00 | 83.89 | 81.00 | 70.60 | 78.50 | 5.71 |
| 500.00 | 79.55 | 43.78 | 81.88 | 68.40 | 17.44 |
| 1000.00 | 70.46 | 37.29 | 81.75 | 63.17 | 18.87 |
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Polymyxin B / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 96.83786 | 86.80987 | 97.64777 | 93.77 | 4.93 |
| 15.60 | 85.40186 | 80.70342 | 80.15585 | 82.09 | 2.35 |
| 31.25 | 67.50954 | 73.39803 | 58.2196 | 66.38 | 6.25 |
| 62.50 | 63.51284 | 61.49759 | 45.38321 | 56.80 | 8.11 |
| 250.00 | 48.58479 | 39.52644 | 47.89075 | 45.33 | 4.12 |
| 500.00 | 38.61866 | 24.09679 | 39.75847 | 34.16 | 7.13 |
| 1000.00 | 32.56665 | 24.67188 | 27.91441 | 28.38 | 3.24 |
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## Table 42

## Raw data cytotoxicity AOP1

| Polymyxin B / NRK-52E / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 96.20946 | 101.2908 | 94.77428 | 97.42 | 2.80 |
| 15.60 | 91.01471 | 98.12798 | 96.89226 | 95.34 | 3.10 |
| 31.25 | 94.20738 | 84.50402 | 97.85079 | 92.19 | 5.63 |
| 62.50 | 92.80848 | 85.86594 | 96.69768 | 91.79 | 4.48 |
| 125.00 | 93.92182 | 89.94665 | 91.07245 | 91.65 | 1.67 |
| 250.00 | 80.12465 | 75.65588 | 78.31246 | 78.03 | 1.84 |
| 500.00 | 56.55874 | 48.4963 | 57.12189 | 54.06 | 3.94 |
| 1000.00 | 23.21612 | 15.62412 | 30.97812 | 23.27 | 6.27 |
| 2000.00 | 0.781095 | 0.5375952 | 2.362663 | 1.23 | 0.81 |
| Colistin / NRK-52E / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | $100$ | $100$ | 100 | 0 |
| 7.81 | 99.9154 | 106.2477 | 80.23142 | 95.46 | 11.08 |
| 15.60 | 97.66199 | 107.0786 | 94.50298 | 99.75 | 5.34 |
| 31.25 | 98.17638 | 105.0073 | 95.37501 | 99.52 | 4.05 |
| 62.50 | 98.00205 | 108.2595 | 98.37193 | 101.54 | 4.75 |
| 125.00 | 96.82562 | 107.1121 | 96.53476 | 100.16 | 4.92 |
| 250.00 | 93.08305 | 105.4681 | 91.45713 | 96.67 | 6.26 |
| 500.00 | 93.33035 | 92.82756 | 90.08087 | 92.08 | 1.43 |
| 1000.00 | 79.42406 | 72.8168 | 74.58723 | 75.61 | 2.79 |
| 2000.00 | 57.69582 | 54.46556 | 30.76035 | 47.64 | 12.01 |
| Polymyxin B nonapeptide / NRK-52E / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 96.24838 | 94.33091 | 97.35288 | 95.98 | 1.25 |
| 15.60 | 100.3661 | 97.60231 | 87.79912 | 95.26 | 5.39 |
| 31.25 | 91.11298 | 85.18277 | 89.83543 | 88.71 | 2.55 |
| 62.50 | 101.4156 | 88.97209 | 88.75589 | 93.05 | 5.92 |
| 125.00 | 99.7525 | 93.5285 | 92.4405 | 95.24 | 3.22 |
| 250.00 | 99.08726 | 93.9119 | 89.36948 | 94.12 | 3.97 |
| 500.00 | 98.73338 | 96.34101 | 92.6076 | 95.89 | 2.52 |
| 1000.00 | 95.77887 | 92.28139 | 93.09589 | 93.72 | 1.49 |
| 2000.00 | 92.39053 | 86.19843 | 76.73977 | 85.11 | 6.44 |
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Polymyxin B / RPTEC/TERT1 / 24 h

| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 97.38998 | 103.2233 | 90.61765 | 97.08 | 5.15 |
| 15.60 | 82.20299 | 102.5386 | 95.82825 | 93.52 | 8.46 |
| 31.25 | 82.70555 | 96.70928 | 93.86275 | 91.09 | 6.04 |
| 62.50 | 39.1975 | 43.8261 | 38.95761 | 40.66 | 2.24 |
| 125.00 | 6.635727 | 8.382122 | 3.512132 | 6.18 | 2.01 |
| 250.00 | 1.785227 | 0.931605 | 0.8962226 | 1.20 | 0.41 |
| 500.00 | 0.317896 | 0.2888312 | 0.2696041 | 0.29 | 0.02 |
| 1000.00 | 0.124326 | 0.1088665 | 0.09576051 | 0.11 | 0.01 |
| 2000.00 | 0.07995707 | 0.08554432 | 0.08057243 | 0.08 | 0.00 |
| Colistin / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 95.24521 | 94.34537 | 96.87212 | 95.49 | 1.05 |
| 15.60 | 85.39441 | 102.7058 | 96.34161 | 94.81 | 7.15 |
| 31.25 | 89.07421 | 100.8318 | 93.18286 | 94.36 | 4.87 |
| 62.50 | 87.30845 | 86.7738 | 92.99959 | 89.03 | 2.82 |
| 125.00 | 57.13114 | 68.89393 | 68.23672 | 64.75 | 5.40 |
| 250.00 | 25.46572 | 14.20204 | 16.59388 | 18.75 | 4.85 |
| 500.00 | 3.791618 | 2.942552 | 4.972667 | 3.90 | 0.83 |
| 1000.00 | 2.057608 | 0.2950578 | 0.7197173 | 1.02 | 0.75 |
| 2000.00 | 0.5780392 | 0.1457759 | 0.2712694 | 0.33 | 0.18 |

Polymyxin B nonapeptide / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 7.81 | 94.27635 | 95.5771 | 98.17969 | 96.01 | 1.62 |
| 15.60 | 91.0409 | 92.44712 | 92.75854 | 92.08 | 0.75 |
| 31.25 | 88.74993 | 99.28193 | 86.96297 | 91.66 | 5.44 |
| 62.50 | 86.19971 | 96.63611 | 94.92244 | 92.59 | 4.57 |
| 125.00 | 92.93916 | 100.8883 | 94.00822 | 95.95 | 3.52 |
| 250.00 | 88.59222 | 102.7872 | 92.59472 | 94.66 | 5.98 |
| 500.00 | 89.9554 | 102.9075 | 96.7616 | 96.54 | 5.29 |
| 1000.00 | 86.10595 | 87.50899 | 91.19511 | 88.27 | 2.15 |
| 2000.00 | 55.59627 | 52.00483 | 65.13201 | 57.58 | 5.54 |

Table 43
Raw data LC-MS/MS

| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | $\begin{gathered} \text { Peak } \\ \text { area_Col } \\ \text { (int. Std.) } \end{gathered}$ | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | NRK-52E+34uM 30.8-1.9.17+Col $2^{\prime}$ (A1) | 4826 | 261900 | 0.01842688 | 19.05 | 400000 | 1.03 | 185.12 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 1h (A2) | 5817 | 301300 | 0.01930634 | 23.01 | 470000 | 1.21 | 190.33 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 3h (A3) | 9221 | 494500 | 0.01864712 | 20.04 | 370000 | 0.95 | 210.56 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 6h (A4) | 10613 | 395800 | 0.02681405 | 56.85 | 255000 | 0.66 | 866.59 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 24h (A'1) | 15017 | 377800 | 0.03974854 | 115.14 | 515000 | 1.32 | 869.07 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 24h Recov (A'2) | 6365 | 335500 | 0.01897168 | 21.50 | 1015000 | 2.61 | 82.36 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 2 ' (B1) | 8617 | 478800 | 0.01799708 | 17.11 | 470000 | 1.21 | 141.53 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 1h (B2) | 10100 | 526900 | 0.01916872 | 22.39 | 410000 | 1.05 | 212.30 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 3h (B3) | 11045 | 475800 | 0.02321354 | 40.62 | 410000 | 1.05 | 385.13 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 6h (B4) | 11356 | 583700 | 0.0194552 | 23.68 | 335000 | 0.86 | 274.82 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 24h (B'1) | 20410 | 532900 | 0.03829987 | 108.61 | 705000 | 1.81 | 598.86 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 24h Recov (B'2) | 8718 | 506700 | 0.01720545 | 13.54 | 995000 | 2.56 | 52.92 |
|  | NRK-52E+34uM 30.8-1.9.17+Col $2^{\prime}$ (C1) | 11856 | 579100 | 0.02047315 | 28.27 | 470000 | 1.21 | 233.82 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 1h (C2) | 11450 | 588300 | 0.01946286 | 23.72 | 250000 | 0.64 | 368.79 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 3h (C3) | 11620 | 535700 | 0.02169125 | 33.76 | 310000 | 0.80 | 423.34 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 6h (C4) | 14850 | 562300 | 0.02640939 | 55.02 | 195000 | 0.50 | 1096.87 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 24h (C'1) | 24830 | 601400 | 0.041287 | 122.07 | 335000 | 0.86 | 1416.49 |
|  | NRK-52E+34uM 30.8-1.9.17+Col 24h Recov (C'2) | 9200 | 493400 | 0.01864613 | 20.04 | 625000 | 1.61 | 124.62 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells = cell number * $4 / 3 \pi \boldsymbol{*}^{\mathbf{3}}{ }^{\mathbf{3}}\left[\mathrm{mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | NRK-52E+34uM 6.9-8.9.17+Col $2^{\prime}$ (A1) | 13998 | 1064000 | 0.01315602 | -4.70 | 270000 | 0.69 | 50.00 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 1h (A2) | 16320 | 946300 | 0.01724612 | 13.73 | 280000 | 0.72 | 190.58 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 3h (A3) | 20520 | 1010600 | 0.02030477 | 27.51 | 375000 | 0.96 | 285.19 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 6h (A4) | 22710 | 960000 | 0.02365625 | 42.61 | 355000 | 0.91 | 466.65 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 24h (A'1) | 41430 | 1089000 | 0.03804408 | 107.45 | 625000 | 1.61 | 668.34 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 24 h Recov (A'2) | 15520 | 1019000 | 0.01523062 | 4.64 | 910000 | 2.34 | 50.00 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 2 ' (B1) | 15560 | 1121000 | 0.01388046 | -1.44 | 365000 | 0.94 | 50.00 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 1h (B2) | 17040 | 1036000 | 0.01644788 | 10.13 | 310000 | 0.80 | 127.03 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 3h (B3) | 19160 | 1059000 | 0.01809254 | 17.54 | 425000 | 1.09 | 160.45 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 6h (B4) | 22730 | 965000 | 0.0235544 | 42.16 | 220000 | 0.57 | 744.89 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 24h (B'1) | 37380 | 1001000 | 0.03734266 | 104.29 | 635000 | 1.63 | 638.46 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 24h Recov (B'2) | 19380 | 957000 | 0.02025078 | 27.27 | 850000 | 2.19 | 124.71 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 2' (C1) | 16170 | 1098000 | 0.01472678 | 2.37 | 230000 | 0.59 | 40.12 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 1h (C2) | 19630 | 1179000 | 0.0166497 | 11.04 | 285000 | 0.73 | 150.58 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 3h (C3) | 19080 | 1187000 | 0.01607414 | 8.45 | 230000 | 0.59 | 142.75 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 6h (C4) | 24540 | 995000 | 0.02466332 | 47.15 | 215000 | 0.55 | 852.57 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 24h (C'1) | 39050 | 1129000 | 0.03458813 | 91.88 | 455000 | 1.17 | 784.99 |
|  | NRK-52E+34uM 6.9-8.9.17+Col 24h Recov (C'2) | 19140 | 1107000 | 0.01728997 | 13.93 | 665000 | 1.71 | 81.40 |


| Lで66 | $L L^{\prime} \cdot$ | 000069 | 19\％LI | 6tL0181000 | 0019ヤL | 0ıs¢ı |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| － e U | ceu | ＇e．u | 06 IZI | 6t6tでし0．0 | 00 I¢\＆ | 0tz0¢ |  |  |
| £で60L | tS 0 | 0000IZ | เย゙8ะ | †LIoLzzo 0 | 00ZE8L | 08LLI |  |  |
| 8688t | 0s．0 | 000s6I | 20\％z | 9 99806I00 | 00066 L | 0szsı |  |  |
| 00.0 S | L＇0 | 000¢LZ | ¢9\％て－ | L0L I9\＆⿺000 | 00Ltて8 | şzII |  |  |
| 00\％${ }^{\circ}$ | IS．0 | 00000 Z | $82^{\circ} 6$ |  | 000608 | Iz86 |  |  |
| ¢ع＇I9 | $6 L^{\circ} \mathrm{I}$ | 000¢69 | L601 | ¢0tE991000 | 009LI8 | 009¢ı |  |  |
| 01＇L6L | $65^{\circ} \mathrm{I}$ | 0000 \％ | \＆゙くL゙し | とで⿺𠃊でか0 | 00zsel | 08LIE |  |  |
| 0č6zs | 680 | 000St | L69t | 99cz9tzoo | 000tt $L$ | 0̌E81 |  |  |
| 28＇882 | L90 | 00009 乙 | てど61 | †S98t81000 | 009L8L | 09Str |  |  |
| St ${ }_{\text {S }}$ O | 09.0 | 000¢Ez | เら゙って | 88E96I000 | $00 ¢ L \downarrow$ L | 089tI |  |  |
| 66.02 | ＋900 | 0000sz | LS＇t | UEELS¢100 | $005 ¢ z 8$ | 8zszı |  |  |
| 0¢ ¢ SI | $\llcorner$ L゙て | $0000 \mathrm{z}^{6}$ | $6 Z^{\circ} \mathrm{LZ}$ | 96tszozoo | 0099 LL | 0¢LSI |  |  |
| L9．969 | $66^{\circ} \mathrm{I}$ | 00008s | ＋6．001 | 8ZS9ZLE00 | 005862 | 0LS6て |  |  |
| 6で8Lt | $69^{\circ}$ | 0000LZ | วて＇¢ย | LSILSIzo 0 | 002662 | 0tてLI |  |  |
| ts＇zis | $85^{\circ} 0$ | 000szz | L9\％6 | 8Lz8L0zoº | 00599 L | 0ع6st |  |  |
| 0 0¢6EI | $09^{\circ}$ | 000¢Ez | で・8 | 8589091000 | 00trs | 0602I |  |  |
| $00 \cdot 0$ S | $69^{\circ} 0$ | $0000 \angle$ Z | LでL－ | 98¢8SZIO＊ | 00SIt8 | I6S01 |  |  |
| ［јu］（лорэеј ио！ <br>  <br>  <br>  <br>  －в．диәэиоэ легпп｜әэв．циІ |  | әрdues шо．IJ ．Jəqunu II？ |  | 103／Gd | （PTS •ut） гоевале увә $^{\text {² }}$ |  | әuвu ә¢durs |  |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_Col } \end{gathered}$ | $\underset{\text { Peak }}{\text { area_PB }}$ (int. Std.) | Col/PB | $\mathbf{C o l}[\mathrm{nM}$ ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * $\mathbf{1 0}$ (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | NRK-52E+34uM Col. 20.9-21.9.17+PB $2^{\prime}$ (A1) | 5490 | 899600 | 0.00610271 | 3.43 | 255000 | 0.66 | 52.30 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 1h (A2) | 7419 | 896700 | 0.00827367 | 11.68 | 320000 | 0.82 | 141.92 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 3h (A3) | 9383 | 884100 | 0.01061305 | 20.57 | 240000 | 0.62 | 333.25 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB6h (A4) | 9872 | 986100 | 0.01001116 | 18.29 | 240000 | 0.62 | 296.19 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 24h (A'1) | 20900 | 927700 | 0.02252883 | 65.86 | 675000 | 1.74 | 379.31 |
|  | NRK-52E+34uM Col. 22.9.17+PB 24h Recov (A'2) | 10118 | 1087300 | 0.00930562 | 15.60 | 1000000 | 2.57 | 60.66 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 2' (B1) | 5602 | 895300 | 0.00625712 | 4.02 | 145000 | 0.37 | 107.72 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 1h (B2) | 8444 | 980600 | 0.00861105 | 12.96 | 270000 | 0.69 | 186.66 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 3h (B3) | 8916 | 814500 | 0.01094659 | 21.84 | 285000 | 0.73 | 297.92 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB6h (B4) | 11624 | 839400 | 0.01384799 | 32.87 | 280000 | 0.72 | 456.34 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 24h (B'1) | 17040 | 916500 | 0.01859247 | 50.90 | 595000 | 1.53 | 332.57 |
|  | NRK-52E+34uM Col. 22.9.17+PB 24h Recov (B'2) | 9470 | 1283600 | 0.00737769 | 8.28 | 830000 | 2.14 | 50.00 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 2' (C1) | 5412 | 857300 | 0.00631284 | 4.23 | 265000 | 0.68 | 62.05 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 1h (C2) | 17206 | 740100 | 0.02324821 | 68.60 | 230000 | 0.59 | 1159.42 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 3h (C3) | 11405 | 855400 | 0.01333294 | 30.91 | 175000 | 0.45 | 686.66 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB6h (C4) | 12823 | 965600 | 0.01327983 | 30.71 | 260000 | 0.67 | 459.16 |
|  | NRK-52E+34uM Col. 20.9-21.9.17+PB 24h (C'1) | 18740 | 922900 | 0.02030556 | 57.41 | 445000 | 1.14 | 501.55 |
|  | NRK-52E+34uM Col. 22.9.17+PB 24h Recov (C'2) | 8800 | 1257000 | 0.0070008 | 6.84 | 700000 | 1.80 | 50.00 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_Col } \end{gathered}$ | Peak area_PB (int. Std.) | Col/PB | Col [ nM ] | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration $=($ Total amount of drugs detected in the cell sample / Total volumen of viable cells) * $\mathbf{1 0}$ (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | NRK-52E+34uM Col. 27.9-29.9.17+PB 2 ' (A1) | 17260 | 2161500 | 0.0079852 | 10.59 | 285000 | 0.73 | 144.39 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 1 h (A2) | 21850 | 2289000 | 0.00954565 | 16.52 | 450000 | 1.16 | 142.68 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 3h (A3) | 23690 | 2246000 | 0.01054764 | 20.33 | 535000 | 1.38 | 147.69 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 6h (A4) | 31420 | 2216000 | 0.0141787 | 34.13 | 500000 | 1.29 | 265.32 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 24h (A'1) | 35790 | 1952000 | 0.01833504 | 49.92 | 960000 | 2.47 | 202.16 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 24h Recov (A'2) | 16310 | 2310000 | 0.00706061 | 7.07 | 1090000 | 2.80 | 50.00 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 2 ' (B1) | 15020 | 1940000 | 0.00774227 | 9.66 | 300000 | 0.77 | 125.21 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 1h (B2) | 17960 | 2101000 | 0.00854831 | 12.73 | 450000 | 1.16 | 109.94 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 3h (B3) | 23510 | 1889000 | 0.01244574 | 27.54 | 390000 | 1.00 | 274.51 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB6h (B4) | 28010 | 2174000 | 0.01288408 | 29.21 | 565000 | 1.45 | 200.95 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 24h (B'1) | 33220 | 1906000 | 0.01742917 | 46.48 | 765000 | 1.97 | 236.19 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 24h Recov (B'2) | 14670 | 2086000 | 0.0070326 | 6.97 | 765000 | 1.97 | 50.00 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 2 ( C 1$)$ | 18150 | 2214400 | 0.00819635 | 11.39 | 365000 | 0.94 | 121.29 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 1 h (C2) | 21920 | 2198000 | 0.0099727 | 18.14 | 300000 | 0.77 | 235.06 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 3h (C3) | 24870 | 2331000 | 0.01066924 | 20.79 | 360000 | 0.93 | 224.47 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 6h (C4) | 35580 | 2235000 | 0.01591946 | 40.74 | 325000 | 0.84 | 487.33 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 24h (C'1) | 36150 | 2228000 | 0.01622531 | 41.91 | 565000 | 1.45 | 288.32 |
|  | NRK-52E+34uM Col. 27.9-29.9.17+PB 24h Recov (C'2) | 16400 | 2145000 | 0.00764569 | 9.30 | 600000 | 1.54 | 60.23 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_Col } \end{gathered}$ | Peak area_PB (int.Std.) | Col/PB | $\mathbf{C o l}[\mathrm{nM}]$ | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells = cell number* $4 / 3 \pi{ }^{*} \mathbf{r}^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | NRK-52E+34uM Col. 4.-6.10.17+PB $2^{\prime}$ (A1) | 5844 | 990300 | 0.00590124 | 2.67 | 560000 | 1.44 | 50.00 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 1h (A2) | 8104 | 855900 | 0.0094684 | 16.22 | 460000 | 1.18 | 137.10 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 3h (A3) | 12830 | 866200 | 0.01481182 | 36.53 | 580000 | 1.49 | 244.86 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 6h (A4) | 15950 | 857700 | 0.01859625 | 50.92 | 540000 | 1.39 | 366.54 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 24h (A'1) | 26930 | 976800 | 0.02756962 | 85.02 | 710000 | 1.83 | 465.52 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 24h Recov (A'2) | 6280 | 871400 | 0.00720679 | 7.63 | 1220000 | 3.14 | 50.00 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 2' (B1) | 2527 | 754900 | 0.00334746 | -7.04 | 390000 | 1.00 | 50.00 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 1h (B2) | 5158 | 693100 | 0.00744193 | 8.52 | 495000 | 1.27 | 66.92 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 3h (B3) | 10750 | 684600 | 0.0157026 | 39.92 | 375000 | 0.96 | 413.81 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 6h (B4) | 11440 | 683700 | 0.01673249 | 43.83 | 570000 | 1.47 | 298.94 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 24h (B'1) | 12450 | 727200 | 0.01712046 | 45.31 | 1100000 | 2.83 | 160.12 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 24h Recov (B'2) | 3973 | 679900 | 0.00584351 | 2.45 | 1415000 | 3.64 | 50.00 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 2' (C1) | 2649 | 750400 | 0.00353012 | -6.35 | 320000 | 0.82 | 50.00 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 1h (C2) | 6914 | 699700 | 0.00988138 | 17.79 | 200000 | 0.51 | 345.84 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 3h (C3) | 4971 | 656000 | 0.00757774 | 9.04 | 165000 | 0.42 | 212.92 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 6h (C4) | 11440 | 642500 | 0.01780545 | 47.91 | 315000 | 0.81 | 591.26 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 24h (C'1) | 18820 | 678400 | 0.02774175 | 85.68 | 1090000 | 2.80 | 305.56 |
|  | NRK-52E+34uM Col. 4.-6.10.17+PB 24h Recov (C'2) | 3565 | 667200 | 0.00534323 | 0.54 | 1100000 | 2.83 | 50.00 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | $\quad$ Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi^{*} r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ $\mathbf{n M}$ ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | RPTEC/TERT1+34uM 30.8-1.9.17+Col 2' (A1) | 7976 | 386800 | 0.020620476 | 28.93 | 560000 | 2.011 | 143.87 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 1h (A2) | 11490 | 388400 | 0.029582904 | 69.32 | 630000 | 2.263 | 306.39 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 3h (A3) | 20940 | 409900 | 0.051085631 | 166.23 | 530000 | 1.903 | 873.30 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 6h (A4) | 33510 | 414900 | 0.08076645 | 299.98 | 750000 | 2.694 | 1113.72 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 24h (A'1) | 97730 | 388800 | 0.251363169 | 1068.78 | 590000 | 2.119 | 5044.04 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 24h Recov (A'2) | 47420 | 353800 | 0.134030526 | 540.02 | 560000 | 2.011 | 2685.11 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 2' (B1) | 9800 | 521100 | 0.018806371 | 20.76 | 870000 | 3.124 | 66.44 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 1h (B2) | 14620 | 463100 | 0.031569855 | 78.28 | 535000 | 1.921 | 407.40 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 3h (B3) | 27610 | 473800 | 0.058273533 | 198.62 | 685000 | 2.460 | 807.37 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 6h (B4) | 55080 | 460800 | 0.11953125 | 474.68 | 640000 | 2.298 | 2065.19 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 24h (B'1) | 124580 | 452100 | 0.275558505 | 1177.82 | 685000 | 2.460 | 4787.73 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 24h Recov (B'2) | 97860 | 474500 | 0.206238145 | 865.43 | 770000 | 2.765 | 3129.54 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 2' (C1) | 10389 | 566500 | 0.018338923 | 18.65 | 465000 | 1.670 | 111.69 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 1h (C2) | 14790 | 558200 | 0.02649588 | 55.41 | 595000 | 2.137 | 259.31 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 3h (C3) | 22110 | 549900 | 0.04020731 | 117.20 | 690000 | 2.478 | 472.97 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 6h (C4) | 56110 | 533100 | 0.105252298 | 410.33 | 645000 | 2.316 | 1771.39 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 24h (C'1) | 145630 | 531400 | 0.27404968 | 1171.02 | 560000 | 2.011 | 5822.61 |
|  | RPTEC/TERT1+34uM 30.8-1.9.17+Col 24h Recov (C'2) | 85170 | 506100 | 0.1682869 | 694.40 | 465000 | 1.670 | 4158.11 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | $\begin{gathered} \text { Peak } \\ \text { area_Col } \\ \text { (int. Std.) } \end{gathered}$ | PB/Col | PB [ $\mathbf{n M}$ ] | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells = cell number * $4 / 3 \pi * \mathbf{r}^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ $\mathbf{n M}$ ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | RPTEC/TERT1+34uM 6.9-8.9.17+Col 2' (A1) | 15990 | 909000 | 0.0175908 | 15.28 | 610000 | 2.191 | 69.75 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 1h (A2) | 24370 | 859000 | 0.0283702 | 63.86 | 530000 | 1.903 | 335.49 |
|  | RPTEC/TERT1 $+34 \mathrm{uM} 6.9-8.9 .17+\mathrm{Col} 3 \mathrm{~h}$ (A3) | 46570 | 1026000 | 0.0453899 | 140.56 | 720000 | 2.586 | 543.58 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 6h (A4) | 105550 | 850000 | 0.1241765 | 495.61 | 640000 | 2.298 | 2156.27 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 24h (A'1) | 163060 | 947400 | 0.1721132 | 711.64 | 630000 | 2.263 | 3145.29 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 24h Recov (A'2) | 100580 | 890000 | 0.1130112 | 445.30 | 570000 | 2.047 | 2175.28 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 2 ' (B1) | 18040 | 1133000 | 0.0159223 | 7.76 | 740000 | 2.658 | 50.00 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 1h (B2) | 27470 | 988000 | 0.0278036 | 61.31 | 455000 | 1.634 | 375.17 |
|  | RPTEC/TERT1 $+34 \mathrm{uM} 6.9-8.9 .17+\mathrm{Col} 3 \mathrm{~h}$ (B3) | 54540 | 1014000 | 0.053787 | 178.40 | 585000 | 2.101 | 849.14 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 6h (B4) | 97990 | 922000 | 0.1062798 | 414.96 | 630000 | 2.263 | 1834.03 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 24 h (B'1) | 181800 | 1092000 | 0.1664835 | 686.27 | 640000 | 2.298 | 2985.77 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 24h Recov (B'2) | 149760 | 1036000 | 0.144556 | 587.45 | 590000 | 2.119 | 2772.44 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 2' (C1) | 21370 | 1058000 | 0.0201985 | 27.03 | 615000 | 2.209 | 122.39 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 1 h (C2) | 32160 | 1024000 | 0.0314063 | 77.54 | 650000 | 2.334 | 332.17 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 3h (C3) | 54170 | 1010000 | 0.0536337 | 177.71 | 465000 | 1.670 | 1064.14 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 6h (C4) | 93490 | 939000 | 0.0995634 | 384.69 | 700000 | 2.514 | 1530.23 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 24h (C'1) | 220700 | 977000 | 0.2258956 | 954.01 | 625000 | 2.245 | 4250.26 |
|  | RPTEC/TERT1+34uM 6.9-8.9.17+Col 24h Recov (C'2) | 118860 | 1066000 | 0.1115009 | 438.49 | 470000 | 1.688 | 2597.78 |



| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_ } \\ \text { PB } \end{gathered}$ | Peak area_ Col (int. Std.) | PB/Col | PB [ $\mathbf{n M}$ ] | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells = cell number $* 4 / 3 \pi * r^{3}$ [ $\mathrm{mm}^{3}$ ] | Intracellular concentration $=$ (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) $[\mathbf{n M}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 2' (A1) | 12800 | 997300 | 0.0128347 | -6.15 | 405000 | 1.455 | 50.00 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 1h (A2) | 17960 | 946400 | 0.0189772 | 21.53 | 1E+06 | 4.202 | 51.24 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 3h (A3) | 35830 | 1022100 | 0.0350553 | 93.99 | 885000 | 3.178 | 295.70 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 6h (A4) | 48080 | 1039000 | 0.0462753 | 144.55 | 625000 | 2.245 | 643.98 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 24h (A'1) | 161700 | 1090000 | 0.1483486 | 604.55 | 815000 | 2.927 | 2065.44 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 24h Recov (A'2) | 112810 | 1069700 | 0.1054595 | 411.26 | 995000 | 3.573 | 1150.90 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 2' (B1) | 18770 | 972600 | 0.0192988 | 22.98 | 520000 | 1.868 | 123.04 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 1h (B2) | 22700 | 1038900 | 0.02185 | 34.48 | 840000 | 3.017 | 114.28 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 3h (B3) | 43410 | 1102000 | 0.039392 | 113.53 | 920000 | 3.304 | 343.60 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 6h (B4) | 42240 | 1044900 | 0.0404249 | 118.18 | 605000 | 2.173 | 543.93 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 24 h (B'1) | 161000 | 1080300 | 0.1490327 | 607.63 | 995000 | 3.573 | 1700.42 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 24h Recov (B'2) | 134100 | 1059000 | 0.1266289 | 506.66 | 1E+06 | 4.579 | 1106.50 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 2' (C1) | 18770 | 1122000 | 0.0167291 | 11.40 | 1E+06 | 3.771 | 30.22 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 1h (C2) | 24980 | 960200 | 0.0260154 | 53.25 | 1E+06 | 3.771 | 141.20 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 3h (C3) | 36190 | 1140000 | 0.0317456 | 79.07 | 550000 | 1.975 | 400.30 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 6h (C4) | 60030 | 1115400 | 0.0538193 | 178.55 | 615000 | 2.209 | 808.38 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 24 h ( $\mathrm{C}^{\prime} 1$ ) | 178700 | 1106000 | 0.1615732 | 664.14 | 795000 | 2.855 | 2326.13 |
|  | RPTEC/TERT1+34uM PB 11.-13.10.17+Col 24h Recov (C'2) | 116100 | 1124000 | 0.1032918 | 401.50 | 925000 | 3.322 | 1208.59 |




| Experiment | Sample name | Peak area_ Col | Peak area_PB (int_Std_) (int. Std.) | Col/PB | $\mathbf{C o l}[\mathrm{nM}]$ | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells $=$ cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration $=($ Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ $\mathbf{n M}$ ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 2' (A1) | 2829 | 888400 | 0.00318438 | -7.66 | 700000 | 2.51 | 50.00 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 1h (A2) | 19320 | 846700 | 0.022818 | 66.96 | 875000 | 3.14 | 213.09 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 3h (A3) | 33000 | 903100 | 0.0365408 | 119.12 | 900000 | 3.23 | 368.54 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 6h (A4) | 54170 | 937900 | 0.05775669 | 199.76 | 650000 | 2.33 | 855.73 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 24h (A'1) | 132700 | 950000 | 0.13968421 | 511.15 | 700000 | 2.51 | 2033.26 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 24h Recov (A'2) | 46420 | 1012000 | 0.04586957 | 154.58 | 795000 | 2.86 | 541.40 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 2' (B1) | 6033 | 968400 | 0.00622986 | 3.91 | 810000 | 2.91 | 50.00 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 1h (B2) | 23490 | 1009000 | 0.02328048 | 68.72 | 1130000 | 4.06 | 169.34 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 3h (B3) | 48740 | 1017000 | 0.04792527 | 162.39 | 1170000 | 4.20 | 386.47 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB6h (B4) | 57770 | 898400 | 0.06430321 | 224.64 | 745000 | 2.68 | 839.60 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 24h (B'1) | 138200 | 1037300 | 0.1332305 | 486.62 | 860000 | 3.09 | 1575.56 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 24h Recov (B'2) | 38550 | 971000 | 0.03970134 | 131.13 | 1025000 | 3.68 | 356.23 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 2' (C1) | 5407 | 925000 | 0.00584541 | 2.45 | 1050000 | 3.77 | 50.00 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 1h (C2) | 22540 | 901700 | 0.02499723 | 75.25 | 960000 | 3.45 | 218.25 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 3h (C3) | 37270 | 955000 | 0.03902618 | 128.57 | 580000 | 2.08 | 617.23 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 6h (C4) | 47070 | 932800 | 0.05046098 | 172.03 | 785000 | 2.82 | 610.20 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 24h (C'1) | 123100 | 983300 | 0.12519068 | 456.06 | 655000 | 2.35 | 1938.77 |
|  | RPTEC/TERT1+34uM Col. 4.-6.10.17+PB 24h Recov (C'2) | 44180 | 951200 | 0.04644659 | 156.77 | 950000 | 3.41 | 459.50 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | $\begin{gathered} \text { Peak } \\ \text { area_Col } \end{gathered}$ (int. Std.) | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration $=($ Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | NRK-52E+62.5uM PB. 2min. A1 | 12600 | 1072000 | 0.01175373 | -11.024 | 400000 | 1.029 | 50.00 |
|  | NRK-52E+62.5uM PB. 1h. A2 | 15810 | 1121000 | 0.01410348 | -0.435 | 470000 | 1.209 | 50.00 |
|  | NRK-52E+62.5uM PB. 3h. A3 | 18660 | 1047000 | 0.01782235 | 16.324 | 370000 | 0.952 | 171.51 |
|  | NRK-52E+62.5uM PB. 6h. A4 | 22000 | 1097000 | 0.02005469 | 26.384 | 255000 | 0.656 | 402.22 |
|  | NRK-52E+62.5uM PB. 24h. A'1 | 31490 | 1136000 | 0.02772007 | 60.929 | 515000 | 1.325 | 459.91 |
|  | NRK-52E+62.5uM PB. 24h Recov. A'2 | 19670 | 1180000 | 0.01666949 | 11.129 | 1015000 | 2.611 | 42.62 |
|  | NRK-52E+62.5uM PB. 2 min . B1 | 17010 | 1094000 | 0.01554845 | 6.077 | 470000 | 1.209 | 50.26 |
|  | NRK-52E+62.5uM PB. 1h. B2 | 19550 | 1106000 | 0.01767631 | 15.666 | 410000 | 1.055 | 148.54 |
|  | NRK-52E+62.5uM PB. 3h. B3 | 23270 | 1160000 | 0.02006034 | 26.410 | 410000 | 1.055 | 250.40 |
|  | NRK-52E+62.5uM PB. 6h. B4 | 21750 | 1027000 | 0.02117819 | 31.447 | 335000 | 0.862 | 364.92 |
|  | NRK-52E+62.5uM PB. 24h. B'1 | 41780 | 1208000 | 0.03458609 | 91.871 | 705000 | 1.814 | 506.57 |
|  | NRK-52E+62.5uM PB. 24h Recov. B'2 | 18430 | 1158000 | 0.01591537 | 7.730 | 995000 | 2.560 | 30.20 |
|  | NRK-52E+62.5uM PB. 2min. C1 | 0 | 8130 | 0 | -63.993 | 470000 | 1.209 | 50.00 |
|  | NRK-52E+62.5uM PB. 1h. C2 | 20550 | 1070000 | 0.01920561 | 22.558 | 250000 | 0.643 | 350.76 |
|  | NRK-52E+62.5uM PB. 3h. C3 | 21640 | 1191000 | 0.01816961 | 17.889 | 310000 | 0.797 | 224.33 |
|  | NRK-52E+62.5uM PB. 6h. C4 | 23210 | 1136000 | 0.02043134 | 28.082 | 195000 | 0.502 | 559.81 |
|  | NRK-52E+62.5uM PB. 24h. C'1 | 44450 | 1160000 | 0.03831897 | 108.693 | 335000 | 0.862 | 1261.28 |
|  | NRK-52E+62.5uM PB. 24h Recov. C'2 | 14440 | 1174000 | 0.01229983 | -8.563 | 625000 | 1.608 | 50.00 |


| ¢6でI | IIL＇I | 000599 | SSt＇tて | 9＋9296100 | 000¢8ZI | ozzsz |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8L＇9L6 | 0LI＇I | 000sst | $8 て$ ¢゙ャII | てt69¢6E00 | $0008 \varepsilon$ L | 0cost |  |  |
| 66．It8 | £ss 0 | $000 ¢ 12$ | 89¢「9t | †¢¢¢StてO\％ | 000L6ZI | 0781 E |  |  |
| 06 LLS | 26500 | 0000¢z | て6I＇tを | LIL8LIz0＊0 | 00tIELI | 0¢9tて |  |  |
| 000 ${ }^{\circ}$ | £ $\mathcal{L} \cdot 0$ | $000 ¢ 82$ | 0¢0．8－ | 18させてI000 | 000z8zI | 0z6SI |  |  |
| $6 て ゙ \varepsilon$ | 26500 | $0000 \varepsilon z$ | S610 | てどでさし00 | 0000szI | t08LI |  |  |
| $66 \cdot 9 t$ | L81＇\％ | $000058$ | ＋LでOI | 86Lt91000 | $000 \varepsilon$ IZI | 06661 |  |  |
| ¢0\％sc9 | £ย9＇ 1 | $000 ¢ \varepsilon 9$ | E00＇L0I | tt6LEOO | 0000szI | $0 \varepsilon t \angle t$ |  |  |
| E8．6t01 | 9950 | 0000 zz | カレぜ6S | L688ELzo\％ | 000s8II | 0¢ちてを |  | z |
| 88 szz | £60 ${ }^{\text {I }}$ | 000¢ても | ¢69 $\downarrow$ ¢ | 86L96I000 | 0008ıてI | 0L6ez |  |  |
| 00\％${ }^{\circ}$ | L6L．0 | 00001 ¢ | 89\％＇s－ | E0IE0¢L00 | 000Ls I | 08E91 |  |  |
| £0̌てI | 6860 | 000598 | 0 ¢ ¢ 「 | t90Strio 0 | 0009szI | 0¢L8L |  |  |
| ¢ع゙09 | บセを゙て | 000016 |  | ¢0¢EELIO 0 | 000L9 L | 0¢z0z |  |  |
| L6． 109 | 809 － | 000¢z9 | ＋8L．96 | ¢£9L9ç00 | 000s0zI | 0662t |  |  |
| 9\％＇0zs | £160 | $000 ¢ 5 \mathcal{E}$ | LIS゙くt | LLでくちで00 | 000ttrI | 08LOE |  |  |
| 92 ¢zz | 5960 | $000 ¢ L \mathcal{L}$ |  | L8IZ06I00 | 00¢LSZI | 0 O6Ez |  |  |
| L8：czi | 0zL＇0 | 000082 | $990 \%$ | 9LIIz9I00 | 008I92I | 9St0z |  |  |
| H＇9］ | ¢690 | 0000 L | $6 I^{\prime}$－ | 9z8tatio 0 | 009E9LI | て1891 |  |  |
| ［Wu］（．орреј uo！ <br>  иәшп！ <br>  <br>  －е．диәәиоэ ле［пІ｜әэе．диІ |  | әןdues шо．у ләqunи ІІつ | ［ $\mathbf{W u}$ ］${ }^{\text {g }}$ d | 103／Gd | （PDS • PuI） <br>  уеәд |  | әшви э¢dues | риәш！əдх木 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | Peak area_Col (int Std) (int. Std.) | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ $\mathbf{n M}$ ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | NRK-52E+62.5uM PB. 18.4.18. 2 min . A1 | 12403 | 896800 | 0.01383029 | -1.666 | 270000 | 0.695 | 50.00 |
|  | NRK-52E+62.5uM PB. 18.4.18. 1h. A2 | 14410 | 927500 | 0.01553639 | 6.022 | 235000 | 0.605 | 99.62 |
|  | NRK-52E+62.5uM PB. 18.4.18. 3h. A3 | 18070 | 906000 | 0.01994481 | 25.889 | 225000 | 0.579 | 447.29 |
|  | NRK-52E+62.5uM PB. 18.4.18. 6h. A4 | 23350 | 881500 | 0.02648894 | 55.381 | 270000 | 0.695 | 797.35 |
|  | NRK-52E+62.5uM PB. 18.4.18. 24h. A1' | 32350 | 916800 | 0.03528578 | 95.024 | 580000 | 1.492 | 636.88 |
|  | NRK-52E+62.5uM PB. 18.4.18. 24h Recov.. A2' | 13350 | 967600 | 0.01379702 | -1.816 | 920000 | 2.367 | 50.00 |
|  | NRK-52E+62.5uM PB. 18.4.18. 2 min . B1 | 14860 | 915000 | 0.01624044 | 9.195 | 250000 | 0.643 | 142.98 |
|  | NRK-52E+62.5uM PB. 18.4.18. 1h. B2 | 15280 | 882000 | 0.01732426 | 14.080 | 235000 | 0.605 | 232.90 |
|  | NRK-52E+62.5uM PB. 18.4.18. 3h. B3 | 18270 | 961900 | 0.01899366 | 21.603 | 260000 | 0.669 | 322.99 |
|  | NRK-52E+62.5uM PB. 18.4.18. 6h. B4 | 23830 | 951700 | 0.0250394 | 48.848 | 345000 | 0.887 | 550.41 |
|  | NRK-52E+62.5uM PB. 18.4.18. 24h. B1' | 32750 | 987600 | 0.0331612 | 85.449 | 620000 | 1.595 | 535.76 |
|  | NRK-52E+62.5uM PB. 18.4.18. 24 h Recov.. B2' | 16700 | 941200 | 0.01774331 | 15.968 | 695000 | 1.788 | 89.31 |
|  | NRK-52E+62.5uM PB. 18.4.18. 2 min . C1 | 12140 | 891000 | 0.01362514 | -2.591 | 200000 | 0.514 | 50.00 |
|  | NRK-52E+62.5uM PB. 18.4.18. 1h. C2 | 12680 | 843900 | 0.01502548 | 3.720 | 275000 | 0.707 | 52.59 |
|  | NRK-52E+62.5uM PB. 18.4.18. 3h. C3 | 17480 | 882400 | 0.01980961 | 25.280 | 195000 | 0.502 | 503.96 |
|  | NRK-52E+62.5uM PB. 18.4.18. 6h. C4 | 19890 | 841400 | 0.02363917 | 42.538 | 210000 | 0.540 | 787.43 |
|  | NRK-52E+62.5uM PB. 18.4.18. 24h. C1' | 34470 | 926600 | 0.03720052 | 103.653 | 220000 | 0.566 | 1831.52 |
|  | NRK-52E+62.5uM PB. 18.4.18. 24 h Recov.. C2' | 13600 | 911200 | 0.01492537 | 3.269 | 690000 | 1.775 | 50.00 |



| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | (int. Std.) <br> Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | Cell number sample from | Total volumen of viable cells = cell number * $4 / 3 \pi^{*} r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * $\mathbf{1 0}$ (dilution factor) [ $\mathbf{n M}$ ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | RPTEC/TERT1+62.5uM PB. 28.2.18. 2 min . A1 | 12187 | 1096800 | 0.01111142 | -13.919 | 610000 | 2.191 | 50.00 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 1h. A2 | 18890 | 1103700 | 0.01711516 | 13.137 | 530000 | 1.903 | 69.02 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 3h. A3 | 44090 | 1211000 | 0.03640793 | 100.081 | 720000 | 2.586 | 387.04 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 6h. A4 | 50350 | 1057000 | 0.04763482 | 150.675 | 640000 | 2.298 | 655.54 |
|  | RPTEC/TERT1+62.5uM PB. 1.3.18. 24h. A'1 | 114620 | 1216800 | 0.0941979 | 360.513 | 630000 | 2.263 | 1593.39 |
|  | RPTEC/TERT1+62.5uM PB. 2.3.18. 24h Recov.. A'2 | 112050 | 1283500 | 0.08730035 | 329.429 | 570000 | 2.047 | 1609.27 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 2 min . B1 | 16720 | 1316000 | 0.01270517 | -6.737 | 740000 | 2.658 | -25.35 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 1h. B2 | 19100 | 1281000 | 0.01491023 | 3.201 | 455000 | 1.634 | 19.59 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18.3h. B3 | 40480 | 1246000 | 0.03248796 | 82.415 | 585000 | 2.101 | 392.28 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 6h. B4 | 51500 | 1319000 | 0.03904473 | 111.964 | 630000 | 2.263 | 494.85 |
|  | RPTEC/TERT1+62.5uM PB. 1.3.18.24h. B'1 | 121920 | 1163100 | 0.10482332 | 408.397 | 640000 | 2.298 | 1776.82 |
|  | RPTEC/TERT1+62.5uM PB. 2.3.18. 24 h Recov.. $\mathrm{B}^{\prime} 2$ | 102080 | 1247000 | 0.08186047 | 304.914 | 590000 | 2.119 | 1439.02 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 2 min . C1 | 19850 | 1215000 | 0.01633745 | 9.632 | 615000 | 2.209 | 43.61 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 1h. C2 | 28270 | 1165000 | 0.02426609 | 45.363 | 650000 | 2.334 | 194.33 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18.3h. C3 | 48330 | 1341000 | 0.03604027 | 98.424 | 465000 | 1.670 | 589.37 |
|  | RPTEC/TERT1+62.5uM PB. 28.2.18. 6h. C4 | 50180 | 1169000 | 0.04292558 | 129.453 | 700000 | 2.514 | 514.94 |
|  | RPTEC/TERT1+62.5uM PB. 1.3.18. 24h. C'1 | 105650 | 1107700 | 0.09537781 | 365.831 | 625000 | 2.245 | 1629.82 |
|  | RPTEC/TERT1+62.5uM PB. 2.3.18. 24h Recov.. C'2 | 213600 | 1166000 | 0.18319039 | 761.561 | 470000 | 1.688 | 4511.78 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | $\begin{gathered} \text { Peak } \\ \text { area_Col } \\ \text { (int. Std.) } \end{gathered}$ | PB/Col | PB [nM] | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells $=$ cell number * $4 / 3 \pi{ }^{*} \mathbf{r}^{\mathbf{3}}\left[\mathrm{mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | RPTEC/TERT1+62.5uM PB. 7.3 .18 . 2 min . A1 | 15630 | 954800 | 0.01636992 | 9.779 | 810000 | 2.909 | 33.62 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 1 h . A2 | 24730 | 860900 | 0.02872575 | 65.461 | 690000 | 2.478 | 264.16 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 3h. A3 | 49610 | 902500 | 0.05496953 | 183.729 | 675000 | 2.424 | 757.91 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 6h. A4 | 55110 | 930800 | 0.05920713 | 202.826 | 630000 | 2.263 | 896.45 |
|  | RPTEC/TERT1+62.5uM PB. 8.3.18. 24h. A1' | 125580 | 909800 | 0.13803034 | 558.046 | 640000 | 2.298 | 2427.90 |
|  | RPTEC/TERT1+62.5uM PB. 9.3.18. 24hRecov. A2' | 90650 | 932100 | 0.09725351 | 374.284 | 800000 | 2.873 | 1302.72 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 2 min . B1 | 15946 | 972300 | 0.01640029 | 9.916 | 810000 | 2.909 | 34.09 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 1h. B2 | 26100 | 978700 | 0.02666803 | 56.188 | 745000 | 2.676 | 210.00 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18.3h. B3 | 42500 | 969600 | 0.04383251 | 133.540 | 670000 | 2.406 | 554.98 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 6h. B4 | 72960 | 1027600 | 0.07100039 | 255.973 | 820000 | 2.945 | 869.20 |
|  | RPTEC/TERT1+62.5uM PB. 8.3.18.24h. B1' | 149940 | 940500 | 0.15942584 | 654.465 | 830000 | 2.981 | 2195.58 |
|  | RPTEC/TERT1+62.5uM PB. 9.3.18. 24hRecov. B2' | 106800 | 1081600 | 0.0987426 | 380.994 | 550000 | 1.975 | 1928.84 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 2 min . C1 | 15789 | 1056300 | 0.01494746 | 3.368 | 660000 | 2.370 | 14.21 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 1 h . C2 | 29580 | 965400 | 0.03064015 | 74.088 | 675000 | 2.424 | 305.62 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18.3h. C3 | 50800 | 1003600 | 0.05061778 | 164.118 | 720000 | 2.586 | 634.69 |
|  | RPTEC/TERT1+62.5uM PB. 7.3.18. 6h. C4 | 41100 | 932800 | 0.04406089 | 134.569 | 670000 | 2.406 | 559.26 |
|  | RPTEC/TERT1+62.5uM PB. 8.3.18. 24h. C1' | 131090 | 1011700 | 0.12957398 | 519.937 | 680000 | 2.442 | 2129.03 |
|  | RPTEC/TERT1+62.5uM PB. 9.3.18. $24 \mathrm{hRecov}. \mathrm{C2'}$ | 150280 | 1064200 | 0.14121406 | 572.393 | 610000 | 2.191 | 2612.79 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | $\begin{gathered} \text { Peak } \\ \text { area_Col } \\ \text { (int. Std.) } \end{gathered}$ | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration $=($ Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [nM] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | NRK-52E+125uM PB. 14.3.18. 2 min . A1 | 17680 | 967200 | 0.018 | 18.385 | 400000 | 1.029 | 178.67 |
|  | NRK-52E+125uM PB. 14.3.18. 1h. A2 | 20550 | 765900 | 0.027 | 56.923 | 470000 | 1.209 | 470.81 |
|  | NRK-52E+125uM PB. 14.3.18.3h. A3 | 25420 | 751200 | 0.034 | 88.505 | 370000 | 0.952 | 929.86 |
|  | NRK-52E+125uM PB. 14.3.18. 6h. A4 | 37030 | 851300 | 0.043 | 132.033 | 255000 | 0.656 | 2012.79 |
|  | NRK-52E+125uM PB. 15.3.18. 24h. A1' | 98550 | 777800 | 0.127 | 507.001 | 515000 | 1.325 | 3826.98 |
|  | NRK-52E+125uM PB. 16.3.18. 24h Recov. A2' | 32320 | 822200 | 0.039 | 113.155 | 1015000 | 2.611 | 433.37 |
|  | NRK-52E+125uM PB. 14.3.18. 2 min . B1 | 15247 | 836500 | 0.018 | 18.148 | 470000 | 1.209 | 150.11 |
|  | NRK-52E+125uM PB. 14.3.18. 1h. B2 | 19550 | 733300 | 0.027 | 56.153 | 410000 | 1.055 | 532.40 |
|  | NRK-52E+125uM PB. 14.3.18. 3h. B3 | 27730 | 763900 | 0.036 | 99.597 | 410000 | 1.055 | 944.31 |
|  | NRK-52E+125uM PB. 14.3.18. 6h. B4 | 34570 | 721200 | 0.048 | 152.023 | 335000 | 0.862 | 1764.09 |
|  | NRK-52E+125uM PB. 15.3.18. 24h. B1' | 96970 | 816800 | 0.119 | 471.020 | 705000 | 1.814 | 2597.20 |
|  | NRK-52E+125uM PB. 16.3.18. 24 h Recov. B2' | 33610 | 831600 | 0.040 | 118.144 | 995000 | 2.560 | 461.57 |
|  | NRK-52E+125uM PB. 14.3.18. 2 min . C1 | 16580 | 658700 | 0.025 | 49.440 | 470000 | 1.209 | 408.92 |
|  | NRK-52E+125uM PB. 14.3.18. 1h. C2 | 20700 | 832200 | 0.025 | 48.102 | 250000 | 0.643 | 747.96 |
|  | NRK-52E+125uM PB. 14.3.18.3h. C3 | 32750 | 799900 | 0.041 | 120.517 | 310000 | 0.797 | 1511.26 |
|  | NRK-52E+125uM PB. 14.3.18. 6h. C4 | 36580 | 728100 | 0.050 | 162.417 | 195000 | 0.502 | 3237.81 |
|  | NRK-52E+125uM PB. 15.3.18. 24h. C1' | 103610 | 766000 | 0.135 | 545.566 | 335000 | 0.862 | 6330.78 |
|  | NRK-52E+125uM PB. 16.3.18. 24h Recov. C2' | 39280 | 847300 | 0.046 | 144.926 | 625000 | 1.608 | 901.41 |


| 98． 5 ¢ | LIL＇I | 000¢99 | SSt＊LS | LZO＊ | 002\＆I6 | $019 \dagger$ \％ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LL＇068I | 0LİI | 000sst | LOE＇İて | $\varepsilon 900$ | 00I8LL | 0926t |  |  |
| E8＊L29I | ESS\％ | 000siz | IE0．06 | －E0\％ | 00292L | $0 z 8 \dagger$ \％ |  |  |
| 6で86t | $265^{\circ} 0$ | 0000¢z | 28t．62 | IZ0．0 | $00 \varepsilon$ ¢E6 | 00t6I |  |  |
| 69.829 | $\varepsilon \varepsilon L \circ 0$ | $000 ¢ 82$ | て60．9力 | †て0\％ | 000ヶ08 | 0†96I |  |  |
| 99\％てIL | 26S\％ | 0000cz | ¢91＇そヶ | †てO＊ | 001928 | 0976I |  |  |
| ¢8＊9EE | L81＇Z | 0000¢8 | †¢9•EL | LE0＊0 | 007806 | $0 ヤ \angle L Z$ |  |  |
| 8でち00I | £ ¢9－ | $0005 \varepsilon 9$ | $6+0 \cdot 59 \mathrm{I}$ | LS0．0 | 009296 | 0IL8t |  |  |
| $80 \cdot$ ¢¢ | $995^{\circ} 0$ | 000027 | ¢88．¢E | 220\％0 | 008868 | 0266I |  | $z$ |
| 86．96t | E60 ${ }^{\circ}$ | 000¢てt | เยどャऽ | 9700 | 00¢628 | 08LIZ |  |  |
| ［9＊\＆8ะ | L6L＇0 | 0000IE | L6S 0 ¢ | Iて0．0 | 000058 | 0†8LI |  |  |
| $00 \cdot$ ES9 | 6E600 | 000¢9E | とโど19 | 8200 | $00 t 8 t 8$ | 06¢cz |  |  |
| 00\％ 0 S | エもを゙て | 000016 | $9+0 \cdot L$ | 910\％ | 00ItS6 | 0†0¢I |  |  |
| 01\％6LOI | 809 ${ }^{\text {I }}$ | 000¢z9 | S6t＊\＆LI | ES0\％0 | 0098 ¢ 8 | $02 \angle t t$ |  |  |
| Ltoczs | $\varepsilon$ E160 | $0005 ¢ \varepsilon$ | 186 ${ }^{\circ} \mathrm{t}$ | szo 0 | 008t8 L | 00¢6I |  |  |
| 66．8Es | S960 | 000¢LE | S66．IS | 9700 | $00 \varepsilon 69 \mathrm{~L}$ | 0086I |  |  |
| U19くて | 0ZL．0 | 00008 Z | 0 \％9＊0E | IZ0．0 | 00682L | E0ESI |  |  |
| 90＇ZLI | S6900 | $0000 \angle Z$ | IS6 ${ }^{\text {I I }}$ | LIO 0 | 00L89L | tS6ZI |  |  |
|  <br>  <br>  <br>  ј0 ұипоше［еұ0L）＝uo！ <br>  |  |  | ［Wu］gd | IOP／Gd |  |  | әuru әјdurs |  |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells $=$ cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration $=($ Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [nM] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | NRK-52E+125uM PB. 11.4.18. 2 min. A1 | 13470 | 1191800 | 0.011 | -13.059 | 270000 | 0.695 | 50.00 |
|  | NRK-52E+125uM PB. 11.4.18. 1 h. A2 | 25390 | 1210000 | 0.021 | 30.570 | 235000 | 0.605 | 505.69 |
|  | NRK-52E+125uM PB. 11.4.18.3 h. A3 | 28680 | 1178000 | 0.024 | 45.725 | 225000 | 0.579 | 790.00 |
|  | NRK-52E+125uM PB. 11.4.18. 6 h. A4 | 42670 | 1261000 | 0.034 | 88.500 | 270000 | 0.695 | 1274.19 |
|  | NRK-52E+125uM PB. 12.4.18. 24 h . A1' | 87870 | 1251000 | 0.070 | 252.545 | 580000 | 1.492 | 1692.65 |
|  | NRK-52E+125uM PB. 13.4.18. 24 h Recov.. A2' | 40310 | 1275000 | 0.032 | 78.484 | 920000 | 2.367 | 331.63 |
|  | NRK-52E+125uM PB. 11.4.18. 2 min . B1 | 22500 | 1384000 | 0.016 | 9.271 | 250000 | 0.643 | 144.16 |
|  | NRK-52E+125uM PB. 11.4.18. 1 h. B2 | 20370 | 1223000 | 0.017 | 11.067 | 235000 | 0.605 | 183.07 |
|  | NRK-52E+125uM PB. 11.4.18. 3 h . B3 | 36510 | 1245000 | 0.029 | 68.163 | 260000 | 0.669 | 1019.13 |
|  | NRK-52E+125uM PB. 11.4.18. 6 h. B4 | 40520 | 1327000 | 0.031 | 73.614 | 345000 | 0.887 | 829.47 |
|  | NRK-52E+125uM PB. 12.4.18. 24 h . B1' | 84370 | 1270000 | 0.066 | 235.390 | 620000 | 1.595 | 1475.88 |
|  | NRK-52E+125uM PB. 13.4.18. 24 h Recov.. B2' | 32710 | 1369000 | 0.024 | 43.683 | 695000 | 1.788 | 244.34 |
|  | NRK-52E+125uM PB. 11.4.18. 2 min . C1 | 14090 | 1187000 | 0.012 | -10.499 | 200000 | 0.514 | 50.00 |
|  | NRK-52E+125uM PB. 11.4.18. 1 h. C2 | 29850 | 1306000 | 0.023 | 39.009 | 275000 | 0.707 | 551.42 |
|  | NRK-52E+125uM PB. 11.4.18. 3 h. C3 | 28800 | 1307000 | 0.022 | 35.310 | 195000 | 0.502 | 703.90 |
|  | NRK-52E+125uM PB. 11.4.18. 6 h. C4 | 44350 | 1230000 | 0.036 | 98.499 | 210000 | 0.540 | 1823.34 |
|  | NRK-52E+125uM PB. 12.4.18. 24 h . C1' | 76190 | 1287000 | 0.059 | 202.793 | 220000 | 0.566 | 3583.31 |
|  | NRK-52E+125uM PB. 13.4.18. 24 h Recov.. $\mathrm{C}^{\prime}{ }^{\prime}$ | 39170 | 1286000 | 0.030 | 73.271 | 690000 | 1.775 | 412.80 |


| Experiment | Sample name | Peak area_PB | Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | $\begin{gathered} \text { Cell } \\ \text { number } \\ \text { from } \\ \text { sample } \end{gathered}$ | Total volumen of viable cells = cell number * $4 / 3 \pi * \mathbf{r}^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration $=($ Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | RPTEC/TERT1+125uM PB. 2 min . A1 | 15430 | 694700 | 0.02221103 | 36.102 | 560000 | 2.011 | 179.51 |
|  | RPTEC/TERT1+125uM PB. 1h. A2 | 20190 | 589700 | 0.03423775 | 90.301 | 630000 | 2.263 | 399.11 |
|  | RPTEC/TERT1+125uM PB. 3h. A3 | 63460 | 636900 | 0.09963888 | 385.033 | 530000 | 1.903 | 2022.85 |
|  | RPTEC/TERT1+125uM PB. 6h. A4 | 102760 | 661300 | 0.1553909 | 636.282 | 750000 | 2.694 | 2362.27 |
|  | RPTEC/TERT1+125uM PB. 24h. A'1 | 105780 | 565400 | 0.18708879 | 779.129 | 590000 | 2.119 | 3677.04 |
|  | RPTEC/TERT1+125uM PB. 24h Recov.. A'2 | 47110 | 575400 | 0.08187348 | 304.973 | 560000 | 2.011 | 1516.40 |
|  | RPTEC/TERT1+125uM PB. 2min. B1 | 10383 | 644600 | 0.01610766 | 8.597 | 870000 | 3.124 | 50.00 |
|  | RPTEC/TERT1+125uM PB. 1h. B2 | 24260 | 604100 | 0.04015891 | 116.985 | 535000 | 1.921 | 608.86 |
|  | RPTEC/TERT1+125uM PB. 3h. B3 | 72960 | 634000 | 0.11507886 | 454.614 | 685000 | 2.460 | 1847.96 |
|  | RPTEC/TERT1+125uM PB. 6h. B4 | 85020 | 623300 | 0.13640302 | 550.712 | 640000 | 2.298 | 2395.99 |
|  | RPTEC/TERT1+125uM PB. 24h. B'1 | 76570 | 644100 | 0.11887906 | 471.740 | 685000 | 2.460 | 1917.58 |
|  | RPTEC/TERT1+125uM PB. 24h Recov.. B'2 | 60730 | 594300 | 0.10218745 | 396.518 | 770000 | 2.765 | 1433.88 |
|  | RPTEC/TERT1+125uM PB. 2min. C1 | 13963 | 671800 | 0.02078446 | 29.673 | 465000 | 1.670 | 177.68 |
|  | RPTEC/TERT1+125uM PB. 1h. C2 | 21720 | 636800 | 0.03410804 | 89.716 | 595000 | 2.137 | 419.85 |
|  | RPTEC/TERT1+125uM PB. 3h. C3 | 35880 | 587600 | 0.06106195 | 211.185 | 690000 | 2.478 | 852.23 |
|  | RPTEC/TERT1+125uM PB. 6h. C4 | 38850 | 595200 | 0.06527218 | 230.159 | 645000 | 2.316 | 993.59 |
|  | RPTEC/TERT1+125uM PB. 24h. C'1 | 81220 | 656000 | 0.12381098 | 493.966 | 560000 | 2.011 | 2456.12 |
|  | RPTEC/TERT1+125uM PB. 24h Recov.. C'2 | 25800 | 598600 | 0.04310057 | 130.241 | 465000 | 1.670 | 779.90 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | Cell number from | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ nM ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | RPTEC/TERT1+125uM PB. 7.3.18. 2 min . A1 | 29040 | 1126600 | 0.02577667 | 52.171 | 610000 | 2.191 | 238.14 |
|  | RPTEC/TERT1+125uM PB. 7.3 .18 . 1h. A2 | 49820 | 1097700 | 0.04538581 | 140.540 | 530000 | 1.903 | 738.35 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 3h. A3 | 90480 | 1001800 | 0.09031743 | 343.026 | 720000 | 2.586 | 1326.58 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 6h. A4 | 142050 | 838100 | 0.16949051 | 699.822 | 640000 | 2.298 | 3044.73 |
|  | RPTEC/TERT1+125uM PB. 8.3.18. 24h. A1' | 112350 | 1052300 | 0.10676613 | 417.152 | 630000 | 2.263 | 1843.72 |
|  | RPTEC/TERT1+125uM PB. 9.3.18. $24 \mathrm{hRecov}. \mathrm{A2'}$ | 63570 | 1013900 | 0.06269849 | 218.560 | 570000 | 2.047 | 1067.67 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 2 min . B1 | 34760 | 1140000 | 0.03049123 | 73.417 | 740000 | 2.658 | 276.25 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 1h. B2 | 41400 | 1059200 | 0.0390861 | 112.150 | 455000 | 1.634 | 686.32 |
|  | RPTEC/TERT1+125uM PB. 7.3.18.3h. B3 | 172450 | 1063000 | 0.16222954 | 667.100 | 585000 | 2.101 | 3175.23 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 6h. B4 | 182990 | 977800 | 0.18714461 | 779.381 | 630000 | 2.263 | 3444.69 |
|  | RPTEC/TERT1+125uM PB. 8.3.18. 24h. B1' | 125070 | 1027600 | 0.12171078 | 484.501 | 640000 | 2.298 | 2107.93 |
|  | RPTEC/TERT1+125uM PB. 9.3.18. 24hRecov. B2' | 95470 | 977800 | 0.09763755 | 376.014 | 590000 | 2.119 | 1774.57 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 2 min . C1 | 45850 | 1129000 | 0.04061116 | 119.023 | 615000 | 2.209 | 538.88 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 1h. C2 | 40330 | 1028600 | 0.03920863 | 112.702 | 650000 | 2.334 | 482.79 |
|  | RPTEC/TERT1+125uM PB. 7.3.18.3h. C3 | 112370 | 955400 | 0.11761566 | 466.046 | 465000 | 1.670 | 2790.72 |
|  | RPTEC/TERT1+125uM PB. 7.3.18. 6h. C4 | 215000 | 1009500 | 0.21297672 | 895.794 | 700000 | 2.514 | 3563.29 |
|  | RPTEC/TERT1+125uM PB. 8.3.18. 24h. C1' | 98050 | 1004000 | 0.09765936 | 376.112 | 625000 | 2.245 | 1675.63 |
|  | RPTEC/TERT1+125uM PB. 9.3.18. $24 \mathrm{hRecov}.{ }^{\text {C }}{ }^{\prime}$ | 67900 | 966700 | 0.07023896 | 252.541 | 470000 | 1.688 | 1496.15 |


| Experiment | Sample name | $\begin{gathered} \text { Peak } \\ \text { area_PB } \end{gathered}$ | Peak area_Col (int. Std.) | PB/Col | PB [ nM ] | Cell number from sample | Total volumen of viable cells = cell number * $4 / 3 \pi * r^{3}\left[\mathrm{~mm}^{3}\right]$ | Intracellular concentration = (Total amount of drugs detected in the cell sample / Total volumen of viable cells) * 10 (dilution factor) [ $\mathbf{n M}$ ] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | RPTEC/TERT1+125uM PB. 14.3.18. 2 min . A1 | 18650 | 676900 | 0.02755208 | 60.172 | 810000 | 2.909 | 206.85 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 1h. A2 | 28850 | 731000 | 0.03946648 | 113.864 | 690000 | 2.478 | 459.49 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 3h. A3 | 47740 | 729100 | 0.06547799 | 231.086 | 675000 | 2.424 | 953.26 |
|  | RPTEC/TERT1+125uM Pb. 14.3.18. 6h. A4 | 83490 | 776200 | 0.10756248 | 420.741 | 630000 | 2.263 | 1859.58 |
|  | RPTEC/TERT1+125uM PB. 15.3.18. 24h. A1' | 148480 | 781100 | 0.1900909 | 792.658 | 640000 | 2.298 | 3448.63 |
|  | RPTEC/TERT1+125uM PB. 16.3.18. 24h Recov. A2' | 81070 | 723600 | 0.11203704 | 440.906 | 800000 | 2.873 | 1534.60 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 2 min . B1 | 19650 | 930900 | 0.0211086 | 31.134 | 810000 | 2.909 | 107.03 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 1h. B2 | 23430 | 770500 | 0.03040883 | 73.046 | 745000 | 2.676 | 273.01 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 3h. B3 | 46970 | 793100 | 0.0592233 | 202.899 | 670000 | 2.406 | 843.23 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 6h. B4 | 103860 | 719300 | 0.14439038 | 586.707 | 820000 | 2.945 | 1992.27 |
|  | RPTEC/TERT1+125uM PB. 15.3.18. 24h. B1' | 198110 | 804300 | 0.24631356 | 1046.028 | 830000 | 2.981 | 3509.18 |
|  | RPTEC/TERT1+125uM PB. 16.3.18. 24h Recov. B2' | 70900 | 836600 | 0.08474779 | 317.926 | 550000 | 1.975 | 1609.55 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 2 min . C1 | 29480 | 918400 | 0.0320993 | 80.664 | 660000 | 2.370 | 340.31 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 1h. C2 | 25240 | 751800 | 0.03357276 | 87.304 | 675000 | 2.424 | 360.14 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 3h. C3 | 42540 | 835200 | 0.05093391 | 165.543 | 720000 | 2.586 | 640.20 |
|  | RPTEC/TERT1+125uM PB. 14.3.18. 6h. C4 | 72090 | 798300 | 0.0903044 | 342.967 | 670000 | 2.406 | 1425.34 |
|  | RPTEC/TERT1+125uM PB. 15.3.18. 24h. $\mathrm{Cl}^{\prime}$ | 178060 | 855500 | 0.20813559 | 873.977 | 680000 | 2.442 | 3578.75 |
|  | RPTEC/TERT1+125uM PB. 16.3.18. 24h Recov. C2' | 81500 | 905900 | 0.08996578 | 341.441 | 610000 | 2.191 | 1558.57 |

## Appendix

Table 44
Raw data cell volume

|  | NRK-52E |  | Formula for sphere volume $4 / 3 * \pi * r^{3}$ |
| :---: | :---: | :---: | :---: |
| Cell number | Diameter [ $\mu \mathrm{m}$ ] | Radius [ $\mu \mathrm{m}$ | Volume sphere [ $\mu \mathrm{m}^{3}$ ] |
| 1 | 17.77 | 8.88 | 2936.1 |
| 2 | $20.63$ | $10.31$ | 4595.2 |
| 3 | 14.44 | 7.22 | 1575.9 |
| 4 | 15.99 | 8.00 | 2141.4 |
| 5 | 14.38 | 7.19 | 1556.3 |
| 6 | 18.88 | 9.44 | 3526.0 |
| 7 | 14.94 | 7.47 | 1746.7 |
| 8 | 16.44 | 8.22 | 2325.2 |
| 9 | 17.38 | 8.69 | 2747.9 |
| 10 | 19.55 | 9.78 | 3912.4 |
| 11 | 16.25 | 8.12 | 2245.1 |
| 12 | $14.72$ | 7.36 | 1668.7 |
| 13 | 14.98 | 7.49 | 1758.3 |
| 14 | $17.52$ | $8.76$ | 2813.4 |
| 15 | 15.44 | 7.72 | 1926.5 |
| 16 | $15.33$ | 7.67 | 1887.1 |
| 17 | $15.44$ | 7.72 | 1926.5 |
| $18$ | $17.44$ | $8.72$ | $2776.9$ |
| $19$ | $14.73$ | 7.37 | 1674.8 |
| 20 | 16.50 | 8.25 | 2350.8 |
| 21 | 17.28 | 8.64 | 2699.8 |
| 22 | 17.35 | 8.67 | 2733.7 |
| 23 | 20.22 | 10.11 | 4326.0 |
| 24 | 18.28 | 9.14 | 3197.3 |
| 25 | 19.52 | 9.76 | 3893.2 |
| 26 | 16.55 | 8.27 | 2371.8 |
| 27 | 20.28 | 10.14 | 4367.8 |
| 28 | 18.31 | 9.15 | 3213.6 |
| Mean | 17.02 | 8.51 | $2.674 .8$ |
| Stad. Dev. | 1.90 | 0.95 | 910.7 |

## Appendix

RPTEC/TERT1
Formula for sphere volume $4 / 3 * \pi * r^{3}$

| Cell number | Diameter [ $\mu \mathrm{m}$ ] | Radius [ $\mu \mathrm{m}$ ] | Volume sphere [ $\mu \mathrm{m}^{3}$ ] |
| :---: | :---: | :---: | :---: |
| 1 | 19.11 | 9.56 | 3654.1 |
| 2 | 21.92 | 10.96 | 5516.2 |
| 3 | 16.36 | 8.18 | 2294.4 |
| 4 | 16.28 | 8.14 | 2258.0 |
| 5 | 19.28 | 9.64 | 3751.3 |
| 6 | 20.32 | 10.16 | 4392.4 |
| 7 | 15.99 | 8.00 | 2141.4 |
| 8 | 20.57 | 10.28 | 4553.9 |
| 9 | 19.00 | 9.50 | 3589.7 |
| 10 | 18.54 | 9.27 | 3334.1 |
| 11 | 15.90 | 7.95 | 2104.3 |
| 12 | 19.50 | 9.75 | 3884.8 |
| 13 | 19.22 | 9.61 | 3715.2 |
| 14 | 21.23 | 10.61 | 5007.3 |
| 15 | 18.39 | 9.19 | 3255.4 |
| 16 | 17.86 | 8.93 | 2980.4 |
| 17 | 19.12 | 9.56 | 3658.7 |
| 18 | 17.12 | 8.56 | 2629.1 |
| 19 | 17.53 | 8.76 | 2820.1 |
| 20 | 18.74 | 9.37 | 3444.3 |
| 21 | 21.39 | 10.70 | 5127.1 |
| 22 | 20.93 | 10.46 | 4800.0 |
| 23 | 20.82 | 10.41 | 4724.1 |
| 24 | 19.24 | 9.62 | 3728.6 |
| 25 | 22.87 | 11.43 | 6260.7 |
| 26 | 19.60 | 9.80 | 3943.7 |
| 27 | 18.17 | 9.09 | 3141.0 |
| 28 | 16.73 | 8.37 | 2452.7 |
| Mean | 18.99 | 9.49 | 3.684 .4 |
| Stad. Dev. | 1.85 | 0.93 | 1.070.0 |

## Appendix

Table 45
Raw data aprotinin assay

|  | NRK-52E <br> 4 h treatment with $100 \mu \mathrm{~g} / \mathrm{mL}$ aprotinin |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Chamberslide 1 | Image Nr. | Area measured $\left[\mu \mathrm{m}^{2}\right]$ | Mean intensity | Nr . of nuclei | Mean intensity / nr. of nuclei [\%] |
|  | Image 1_1 | 28.4 | 3880.65 | 21 | 184.79 |
|  | Image 1_2 | 28.4 | 4630.65 | 33 | 140.32 |
|  | Image 1_3 | 28.4 | 3750.65 | 26 | 144.26 |
|  | Image 1_4 | 28.4 | 3645.65 | 13 | 280.43 |
|  |  |  |  | Mean | 187.45 |
|  |  |  |  | Stand. Dev. | 65.17 |
| Chamberslide 2 | Image Nr. | Area measured $\left[\mu \mathrm{m}^{2}\right]$ | Mean intensity | Nr . of nuclei | Mean intensity / nr. of nuclei [\%] |
|  | Image 2_1 | 28.4 | 4661.68 | 22 | 211.89 |
|  | Image 2_2 | 28.4 | 5166.68 | 27 | 191.36 |
|  | Image 2_3 | 28.4 | 4469.68 | 26 | 171.91 |
|  | Image 2_4 | 28.4 | 5428.68 | 20 | 271.43 |
|  |  |  |  | Mean | 211.65 |
|  |  |  |  | Stand. Dev. | 43.07 |

$\qquad$
RPTEC/TERT1
4 h treatment
with $100 \mu \mathrm{~g} / \mathrm{mL}$ aprotinin

|  | Image Nr. | Area meas- <br> ured $\left[\mu \mathrm{m}^{2}\right]$ | Mean intensity | Nr. of <br> nuclei | Mean inten- <br> sity $/ \mathrm{nr}$. of <br> nuclei [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Chamberslide 1 | Image 1_1 | 28.4 | 5292.68 | 24 | 220.53 |
|  | Image 1_2 | 28.4 | 5538.68 | 17 | 325.80 |
|  | Image 1_3 | 28.4 | 6101.68 | 17 | 358.92 |
|  | Image 1_4 | 28.4 | 11258.68 | 23 | 489.51 |
|  |  | Mean | 348.69 |  |  |
|  |  |  | Stand. <br> Dev. | 110.88 |  |


| Chamberslide 2 | Image Nr. | Area meas- <br> ured $\left[\mu \mathrm{m}^{2}\right]$ | Mean intensity | Nr. of <br> nuclei | Mean inten- <br> sity $/ \mathrm{nr}$. of <br> nuclei $[\%]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Image 2_1 | 28.4 | 8555.65 | 24 | 356.49 |
|  | Image2_2 | 28.4 | 6465.65 | 22 | 293.89 |
|  | Image 2_3 | 28.4 | 6548.65 | 18 | 363.81 |
|  | Image 2_4 | 28.4 | 7926.65 | 21 | 377.46 |
|  |  | Mean | 347.91 |  |  |
|  |  |  | Stand. <br> Dev. | 37.05 |  |

Table 46
Raw data mtDNA copy number assay

| Adefovir / NRK-52E/24 h |  |  |  |  |  | Tenofovir / NRK-52E / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 <br> [\%] | Experiment 2 <br> [\%] | Experiment 3 <br> [\%] | Mean $[\%]$ | Stand. Dev. <br> [\%] | Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 <br> [\%] | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \end{gathered}$ | Mean [\%] | Stand. Dev <br> [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 | 0 | 100 | 100 | 100 | 100 | 0 |
| 15.60 | 124.39834 | 105.379251 | 100.1579779 | 109.98 | 10.42 | 15.60 | 128.616701 | 91.3419257 | 111.4976282 | 110.49 | 15.23 |
| 62.50 | 104.917012 | 83.4495517 | 100.7898894 | 96.39 | 9.30 | 62.50 | 114.403423 | 116.360879 | 107.4090806 | 112.72 | 3.84 |
| 250 | 127.385892 | 129.01665 | 106.6350711 | 121.01 | 10.19 | 250 | 129.298051 | 130.796058 | 85.58843461 | 115.23 | 20.97 |
| 1000 | 119.834025 | 141.596698 | 122.5908373 | 128.01 | 9.67 | 1000 | 155.236888 | 135.132676 | 110.3456065 | 133.57 | 18.36 |
| 2000 | 98.879668 | 144.684787 | 134.7748815 | 126.11 | 19.68 | 2000 | 147.219141 | 159.181198 | 136.1192681 | 147.51 | 9.42 |
| ADV / NRK-52E / 24 h |  |  |  |  |  | TDF / NRK-52E / 24 h |  |  |  |  |  |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 $[\%]$ | Experiment 2 <br> [\%] | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Mean } \\ {[\%]} \end{gathered}$ | Stand. Dev. [\%] | Conc. [ $\mu \mathrm{M}$ ] | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Mean } \\ {[\%]} \end{gathered}$ | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 | 0 | 100 | 100 | 100 | 100 | 0 |
| 15.60 | 104.450438 | 121.847052 | 103.8805402 | 110.06 | 8.34 | 15.60 | 133.812831 | 129.169869 | 130.3021545 | 131.09 | 1.98 |
| 62.50 | 110.485502 | 118.616536 | 95.85314818 | 108.32 | 9.42 | 62.50 | 127.794312 | 125.883935 | 172.5433526 | 142.07 | 21.56 |
| 250 | 126.146325 | 106.406279 | 111.3753091 | 114.64 | 8.38 | 250 | 143.402778 | 168.00538 | 130.5570152 | 147.32 | 15.54 |
| 500 | 125.151719 | 108.778974 | 116.1498954 | 116.69 | 6.70 | 1000 | 145.734127 | 153.516526 | 161.1928534 | 153.48 | 6.31 |
| Cidofovir / NRK-52E / 24 h |  |  |  |  |  | ddC / NRK-52E / 24 h |  |  |  |  |  |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 $[\%]$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Mean } \\ {[\%]} \\ \hline \end{gathered}$ | Stand. Dev. [\%] | Conc. [ $\mu \mathrm{M}$ ] | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Mean } \\ {[\%]} \end{gathered}$ | Stand. Dev [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 | 0 | 100 | 100 | 100 | 100 | 0 |
| 15.60 | 87.7104619 | 126.935878 | 163.7658922 | 126.14 | 31.05 | 15.60 | 92.2960894 | 84.2966194 | 148.5538763 | 108.38 | 28.59 |
| 62.50 | 114.966182 | 129.176836 | 103.9894783 | 116.04 | 10.31 | 62.50 | 70.7150838 | 63.0588877 | 128.8735457 | 87.55 | 29.39 |
| 250 | 141.38725 | 207.987575 | 119.5966681 | 156.32 | 37.60 | 250 | 52.3938547 | 128.176118 | 103.0499076 | 94.54 | 31.52 |
| 1000 | 183.465247 | 217.372975 | 154.4278825 | 185.09 | 25.72 | 1000 | 44.1564246 | 46.9193021 | 106.4749375 | 65.85 | 28.75 |
| 2000 | 200.7627 | 306.567562 | 144.6295484 | 217.32 | 67.14 | 2000 | 55.5111732 | 40.4252999 | 119.3867566 | 71.77 | 34.23 |


| Adefovir / RPTEC/TERT1 / 24 h |  |  |  |  |  | Tenofovir / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 [\%] | Experiment 2 <br> [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. <br> [\%] | Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 <br> [\%] | Experiment 2 <br> [\%] | Experiment 3 <br> [\%] | Mean [\%] | Stand. Dev. <br> [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 | 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 15.60 | 123.789348 | 116.688758 | 83.8834107 | 108.12 | 17.38 | 15.60 | 109.4573959 | 92.2424442 | 86.8745909 | 96.19 | 9.63 |
| 62.50 | 119.471356 | 107.079166 | 87.4912993 | 104.68 | 13.17 | 62.50 | 75.91876209 | 87.0542699 | 62.5180024 | 75.16 | 10.03 |
| 250 | 114.89906 | 103.693216 | 82.4332947 | 100.34 | 13.46 | 250 | 109.5133869 | 84.4313596 | 94.4683438 | 96.14 | 10.31 |
| 1000 | 122.860357 | 117.598506 | 91.8242459 | 110.76 | 13.56 | 1000 | 46.89504225 | 88.3636663 | 85.6635182 | 73.64 | 18.94 |
| 2000 | 134.662176 | 106.416436 | 82.9466357 | 108.01 | 21.14 | 2000 | 86.58760053 | 89.0965989 | 93.1123165 | 89.60 | 2.69 |
| ADV / RPTEC/TERT1 / 24 h |  |  |  |  |  | TDF / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| Conc. [ $\mu \mathrm{M}$ ] | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \end{gathered}$ | Experiment 2 <br> [\%] | Experiment 3 $[\%]$ | $\begin{gathered} \text { Mean } \\ {[\%]} \end{gathered}$ | Stand. Dev <br> [\%] | Conc. [ $\mu \mathrm{M}$ ] | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \end{gathered}$ | Experiment 2 <br> [\%] | Experiment 3 $[\%]$ | Mean [\%] | Stand. Dev. <br> [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 | 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 15.60 | 86.44024044 | 89.7824804 | 122.314237 | 99.51 | 16.18 | 15.60 | 92.77863137 | 100.861508 | 89.2720084 | 94.30 | 4.85 |
| 62.50 | 81.34380647 | 115.026566 | 103.108879 | 99.83 | 13.95 | 62.50 | 108.2732538 | 99.5742549 | 90.7256658 | 99.52 | 7.16 |
| 250 | 90.13533945 | 88.0477726 | 113.589465 | 97.26 | 11.58 | 250 | 103.4944648 | 107.062359 | 135.469241 | 115.34 | 14.31 |
| 500 | 106.8923553 | 101.925435 | 126.961716 | 111.93 | 10.82 | 1000 | 100.8233857 | 93.3984473 | 108.838237 | 101.02 | 6.30 |
| Cidofovir / RPTEC/TERT1 / 24 h |  |  |  |  |  | ddC / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| Conc. [ $\mu \mathrm{M}$ ] | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Mean } \\ {[\%]} \end{gathered}$ | Stand. Dev [\%] | Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. <br> [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 | 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 15.60 | 121.3205816 | 102.132989 | 86.5923934 | 103.35 | 14.20 | 15.60 | 101.6618768 | 81.3212912 | 163.042751 | 115.34 | 34.74 |
| 62.50 | 108.5349949 | 115.553042 | 72.7564349 | 98.95 | 18.74 | 62.50 | 91.73226707 | 84.3619334 | 169.405232 | 115.17 | 38.47 |
| 250 | 121.5669227 | 120.881474 | 68.939685 | 103.80 | 24.65 | 250 | 99.19613478 | 87.1115571 | 198.24045 | 128.18 | 49.78 |
| 1000 | 137.8882288 | 105.530419 | 80.4187476 | 107.95 | 23.52 | 1000 | 93.12341205 | 83.9906339 | 174.001472 | 117.04 | 40.45 |
| 2000 | 161.285804 | 107.816918 | 93.0272762 | 120.71 | 29.32 | 2000 | 85.83031363 | 125.171433 | 165.130126 | 125.38 | 32.37 |


| Tenofovir / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 15.60 | 93.8049713 | 106.978491 | 103.912994 | 101.57 | 5.63 |
| 62.50 | 102.791587 | 90.9627859 | 119.378636 | 104.38 | 11.65 |
| 250 | 91.5742511 | 90.8569478 | 106.905731 | 96.45 | 7.40 |
| 1000 | 91.5487572 | 84.1550017 | 100.939271 | 92.21 | 6.87 |
| 2000 | 92.0586361 | 84.3188802 | 98.4104651 | 91.60 | 5.76 |
| TDF / RPTEC/TERT1/14 d |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 $[\%]$ | Experiment 2 $[\%]$ | Experiment 3 $[\%]$ | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 0.24 | 106.170704 | 87.6896928 | 99.0053177 | 97.62 | 7.61 |
| 0.98 | 89.3137255 | 94.9374772 | 103.175332 | 95.81 | 5.69 |
| 3.90 | 88.0709343 | 96.7666222 | 89.6323501 | 91.49 | 3.79 |
| 15.60 | 80.2191465 | 100.182105 | 101.916676 | 94.11 | 9.84 |
| 62.50 | 67.5 | 74.0237141 | 88.02173 | 76.52 | 8.56 |
| ddC / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | Experiment 3 $[\%]$ | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 0.06 | 112.651936 | 99.9214642 | 89.3257624 | 100.63 | 9.54 |
| 0.24 | 118.662545 | 87.6767056 | 89.5650311 | 98.63 | 14.18 |
| 0.98 | 104.502736 | 81.9811514 | 92.4362546 | 92.97 | 9.20 |
| 3.90 | 96.4370745 | 72.0822236 | 86.9723591 | 85.16 | 10.02 |
| 15.60 | 65.2186625 | 61.5720822 | 79.8050139 | 68.87 | 7.88 |


| Adefovir / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. [ $\mu \mathrm{M}$ ] | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 0.98 | 106.75357 | 105.253088 | 127.885445 | 113.30 | 10.33 |
| 3.90 | 100.025728 | 86.8588883 | 109.489996 | 98.79 | 9.28 |
| 15.60 | 117.164787 | 92.7698711 | 114.284033 | 108.07 | 10.88 |
| 62.50 | 108.867544 | 68.7164339 | 126.120047 | 101.23 | 24.05 |
| 250 | 92.0843875 | 62.3086735 | 101.981169 | 85.46 | 16.86 |
| ADV / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 0.06 | 112.651936 | 99.9214642 | 89.3257624 | 100.63 | 9.54 |
| 0.24 | 118.662545 | 87.6767056 | 89.5650311 | 98.63 | 14.18 |
| 0.98 | 104.502736 | 81.9811514 | 92.4362546 | 92.97 | 9.20 |
| 3.90 | 96.4370745 | 72.0822236 | 86.9723591 | 85.16 | 10.02 |
| 15.60 | 65.2186625 | 61.5720822 | 79.8050139 | 68.87 | 7.88 |
| Cidofovir / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | $\begin{gathered} \text { Experiment } 1 \\ {[\%]} \end{gathered}$ | $\begin{gathered} \text { Experiment } 2 \\ {[\%]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Experiment } 3 \\ {[\%]} \\ \hline \end{gathered}$ | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 0.98 | 116.459198 | 124.022784 | 100.956561 | 113.81 | 9.60 |
| 3.90 | 111.687414 | 101.403393 | 84.1152843 | 99.07 | 11.38 |
| 15.60 | 120.447211 | 108.515293 | 88.6579154 | 105.87 | 13.11 |
| 62.50 | 123.605348 | 119.730053 | 85.9331649 | 109.76 | 16.92 |
| 125 | 142.646381 | 131.22962 | 95.8963104 | 123.26 | 19.90 |

## Appendix

Table 47
Raw data MitoTracker ${ }^{\oplus}$ assay

Cidofovir / NRK-52E / 24 h
Experiment $1 \quad$ Experiment 2

|  | Experiment 1 |  | Experiment 2 |  |
| :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Mean [\%] | Stand. Dev. [\%] | Mean [\%] | Stand. Dev. [\%] |
| 1000 | 83.54592 | 3.174702 | 91.89178 | 0.487802 |
| 500 | 96.02651 | 0.164251 | 100.4328 | 1.143427 |
| 250 | 98.37721 | 2.615174 | 100.7243 | 0.079596 |
| 125 | 100.5929 | 1.573349 | 99.81658 | 2.667259 |
| 62.50 | 95.69229 | 0.032522 | 96.27717 | 1.332102 |
| 31.25 | 101.0868 | 1.543973 | 101.2636 | 2.342235 |
| 15.62 | 100.4407 | 1.279318 | 98.29438 | 1.789535 |
| 7.81 | 101.143 | 2.978637 | 101.6821 | 1.207263 |
| 3.91 | 98.03262 | 0.967298 | 96.55877 | 2.858812 |
| 1.95 | 96.20866 | 2.763519 | 96.89273 | 5.835911 |
| 0.98 | 97.96456 | 0.443218 | 99.35202 | 3.940263 |


| Tenofovir / NRK-52E / 24 h |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Experiment 1 |  | Experiment 2 |  |
| Conc. $[\mu \mathrm{M}]$ | Mean [\%] | Stand. Dev. [\%] | Mean [\%] | Stand. Dev. [\%] |
| 1000 | 93.28085 | 1.524389 | 101.2107 | 4.835252 |
| 500 | 96.62286 | 1.451723 | 99.66146 | 0.737834 |
| 250 | 101.3854 | 3.337713 | 99.37433 | 2.243958 |
| 125 | 101.4483 | 1.145064 | 100.9359 | 0.681258 |
| 62.50 | 100.843 | 0.636314 | 101.3902 | 4.69514 |
| 31.25 | 102.2721 | 1.998135 | 103.0439 | 0.620476 |
| 15.62 | 102.7095 | 0.56675 | 98.22971 | 3.175381 |
| 7.81 | 101.3593 | 2.834501 | 102.3794 | 0.502366 |
| 3.91 | 97.2387 | 1.14533 | 98.89481 | 2.482834 |
| 1.95 | 96.24313 | 0.610748 | 98.51427 | 1.753722 |
| 0.98 | 95.18274 | 1.96322 | 99.78864 | 3.171883 |
|  |  |  |  |  |
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| Cidofovir / RPTEC/TERT1 / 24 h |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Experiment 1 | Experiment 2 |  |
| Conc. $[\mu \mathrm{M}]$ | Mean [\%] | Mean [\%] | Stand. Dev. [\%] |
| 1000 | 101.8583 | 103.6899 | 0.9158 |
| 500 | 100.6584 | 101.9184 | 0.63 |
| 250 | 101.9852 | 104.5663 | 1.29055 |
| 125 | 103.1504 | 101.518 | 0.8162 |
| 62.50 | 90.82946 | 102.9101 | 6.04032 |
| 31.25 | 103.0254 | 101.0881 | 0.96865 |
| 15.62 | 103.2481 | 103.3276 | 0.03975 |
| 7.81 | 101.1667 | 99.08703 | 1.039835 |

$\qquad$
TDF / RPTEC/TERT1 / 24 h

|  | Experiment 1 | Experiment 2 |  |
| :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Mean [\%] | Mean [\%] | Stand. Dev. [\%] |
| 1000 | 39.47183 | 24.00956 | 7.731135 |
| 500 | 64.3184 | 62.61079 | 0.853805 |
| 250 | 97.31955 | 104.3191 | 3.499775 |
| 125 | 106.7668 | 106.5568 | 0.105 |
| 62.50 | 93.4071 | 106.5752 | 6.58405 |
| 31.25 | 92.09883 | 94.72846 | 1.314815 |
| 15.62 | 95.15004 | 103.9511 | 4.40053 |
| 7.81 | 94.11481 | 100.002 | 2.943595 |
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Adefovir / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 1000 | 109.23 | 107.03 | 115.21 | 110.49 | 3.456279 |
| 333.3333 | 92.49 | 99.42 | 86.98 | 92.96333 | 5.089626 |
| 111.1111 | 82.32 | 88.97 | 84.16 | 85.15 | 2.803652 |
| 37.03704 | 91.52 | 84.22 | 101.26 | 92.33333 | 6.980283 |
| 12.34568 | 112.06 | 116.85 | 132.43 | 120.4467 | 8.696215 |
| 4.115226 | 107.44 | 108.89 | 99.22 | 105.1833 | 4.258062 |
| 1.371742 | 104 | 104.74 | 100.44 | 103.06 | 1.87709 |

ddC / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 1000 | 67.35 | 71.86 | 79.5 | 72.90333 | 5.01478 |
| 333.3333 | 85.96 | 82.99 | 76.77 | 81.90667 | 3.829206 |
| 111.1111 | 101.07 | 100.17 | 94.8 | 98.68 | 2.768068 |
| 37.03704 | 97.04 | 94.26 | 98.58 | 96.62667 | 1.787686 |
| 12.34568 | 111.49 | 113.65 | 108.54 | 111.2267 | 2.094442 |
| 4.115226 | 100.38 | 104 | 130.02 | 111.4667 | 13.20216 |
| 1.371742 | 101.65 | 98.78 | 102.26 | 100.8967 | 1.517286 |

Cidofovir / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 1000 | 26.94 | 48.13 | 102.1 | 59.05667 | 31.64175 |
| 333.3333 | 102.78 | 99.8 | 93.8 | 98.79333 | 3.734536 |
| 111.1111 | 97.84 | 96.88 | 96.22 | 96.98 | 0.665132 |
| 37.03704 | 87.3 | 84.17 | 89.36 | 86.94333 | 2.133766 |
| 12.34568 | 84.91 | 118.64 | 140.61 | 114.72 | 22.90775 |
| 4.115226 | 89.99 | 101 | 99.15 | 96.71333 | 4.813733 |
| 1.371742 | 91.84 | 103.33 | 102.17 | 99.11333 | 5.16478 |
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Tenofovir / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 1000 | 132.05 | 128.86 | 132.93 | 131.28 | 1.748504 |
| 333.3333 | 105.19 | 101.77 | 127.67 | 111.5433 | 11.48843 |
| 111.1111 | 113.68 | 108.25 | 107.86 | 109.93 | 2.656426 |
| 37.03704 | 115.33 | 109.14 | 102.64 | 109.0367 | 5.181186 |
| 12.34568 | 153.12 | 133.32 | 145.78 | 144.0733 | 8.172904 |
| 4.115226 | 119.38 | 108.7 | 133.15 | 120.41 | 10.00821 |
| 1.371742 | 119.18 | 117.08 | 116.8 | 117.6867 | 1.062115 |

TDF / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 500 | 19.66 | 19.57 | 19.43 | 19.55333 | 0.094634 |
| 166.6667 | 19.56 | 19.68 | 19.04 | 19.42667 | 0.277769 |
| 55.55556 | 92.38 | 89.44 | 92.12 | 91.31333 | 1.328893 |
| 18.51852 | 85.83 | 92.52 | 84.08 | 87.47667 | 3.637035 |
| 6.17284 | 113.47 | 107.96 | 109.83 | 110.42 | 2.287808 |
| 2.057613 | 105.97 | 100.99 | 97.32 | 101.4267 | 3.544821 |
| 0.685871 | 93.16 | 93.73 | 99.63 | 95.50667 | 2.924908 |


| ADV / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100 | 0 |
| 330 | 18.44 | 18.38 | 18.51 | 18.44333 | 0.053125 |
| 110 | 59.73 | 18.27 | 18.66 | 32.22 | 19.45316 |
| 36.66667 | 85.33 | 73.98 | 80.07 | 79.79333 | 4.637746 |
| 12.22222 | 84.1 | 86.61 | 84.53 | 85.08 | 1.096023 |
| 4.074074 | 105.73 | 116.74 | 125.51 | 115.9933 | 8.092393 |
| 1.358025 | 102.38 | 107.97 | 105.18 | 105.1767 | 2.282109 |
| 0.452675 | 88.98 | 94.8 | 100.41 | 94.73 | 4.66654 |
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## Table 48

Raw data cytotoxicity AOP2

| ddC / NRK-52E / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 94.75043 | 96.16096 | 103.3335 | 98.08 | 3.76 |
| 15.60 | 98.22424 | 92.73767 | 100.2881 | 97.08 | 3.19 |
| 31.25 | 97.72684 | 90.99935 | 99.70158 | 96.14 | 3.73 |
| 62.50 | 97.52947 | 91.70126 | 101.2646 | 96.83 | 3.94 |
| 125.00 | 86.86492 | 92.4856 | 104.4631 | 94.60 | 7.34 |
| 250.00 | 97.2243 | 93.52779 | 102.9585 | 97.90 | 3.88 |
| 500.00 | 95.48241 | 88.17017 | 98.91631 | 94.19 | 4.48 |
| 1000.00 | 87.61828 | 87.41005 | 102.7895 | 92.61 | 7.20 |
| 2000.00 | 92.31648 | 90.34374 | 92.54239 | 91.73 | 0.99 |
| Cidofovir / NRK-52E / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 92.73965 | 91.27991 | 88.8951 | 90.97 | 1.58 |
| 15.60 | 91.25865 | 92.039 | 92.38081 | 91.89 | 0.47 |
| 31.25 | 92.98126 | 91.21838 | 87.40096 | 90.53 | 2.33 |
| 62.50 | 93.45512 | 93.67527 | 84.40141 | 90.51 | 4.32 |
| 125.00 | 91.8374 | 92.88638 | 84.98068 | 89.90 | 3.51 |
| 250.00 | 87.94453 | 86.53314 | 80.70879 | 85.06 | 3.13 |
| 500.00 | 81.93463 | 81.31208 | 70.3909 | 77.88 | 5.30 |
| 1000.00 | 79.50275 | 75.59003 | 78.86527 | 77.99 | 1.71 |
| 2000.00 | 70.4445 | 58.34158 | 59.52951 | 62.77 | 5.45 |
| TDF / NRK-52E / 24 h |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 87.99182 | 75.06825 | 96.39988 | 86.49 | 8.77 |
| 15.60 | 86.31231 | 66.07645 | 89.17549 | 80.52 | 10.28 |
| 31.25 | 86.30518 | 72.87305 | 85.47969 | 81.55 | 6.15 |
| 62.50 | 80.78753 | 60.54398 | 85.09743 | 75.48 | 10.70 |
| 125.00 | 71.75648 | 49.94577 | 82.04271 | 67.91 | 13.38 |
| 250.00 | 51.34572 | 34.61443 | 58.47152 | 48.14 | 10.00 |
| 500.00 | 31.27477 | 21.08099 | 30.0562 | 27.47 | 4.55 |
| 1000.00 | 20.36031 | 3.776839 | 16.76194 | 13.63 | 7.12 |
| 2000.00 | 9.453894 | 0.1274903 | 5.848485 | 5.14 | 3.84 |
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Tenofovir / NRK-52E / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 86.36149 | 95.70152 | 102.7214 | 94.93 | 6.70 |
| 15.60 | 95.99515 | 92.36395 | 99.7086 | 96.02 | 3.00 |
| 31.25 | 89.11172 | 89.4609 | 93.61161 | 90.73 | 2.04 |
| 62.50 | 87.36269 | 93.56519 | 94.51208 | 91.81 | 3.17 |
| 125.00 | 86.80321 | 88.89719 | 95.01945 | 90.24 | 3.49 |
| 250.00 | 86.37344 | 92.95541 | 85.40839 | 88.25 | 3.35 |
| 500.00 | 93.22784 | 78.57595 | 85.14486 | 85.65 | 5.99 |
| 1000.00 | 84.27586 | 80.28934 | 80.70865 | 81.76 | 1.79 |
| 2000.00 | 77.11665 | 75.40871 | 86.68385 | 79.74 | 4.96 |

Adefovir / NRK-52E / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment $1[\%]$ | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 102.5177 | 101.2752 | 89.97881 | 97.92 | 5.64 |
| 15.60 | 95.73734 | 92.50294 | 93.11148 | 93.78 | 1.40 |
| 31.25 | 92.18857 | 89.83494 | 94.22026 | 92.08 | 1.79 |
| 62.50 | 91.66337 | 86.5738 | 81.93484 | 86.72 | 3.97 |
| 125.00 | 86.87448 | 82.2322 | 86.71175 | 85.27 | 2.15 |
| 250.00 | 88.475 | 86.11604 | 84.78229 | 86.46 | 1.53 |
| 500.00 | 87.1919 | 84.05711 | 78.35105 | 83.20 | 3.66 |
| 1000.00 | 80.1504 | 76.77206 | 72.52405 | 76.48 | 3.12 |
| 2000.00 | 75.91322 | 72.153 | 72.6339 | 73.57 | 1.67 |

ADV / NRK-52E / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 83.17473 | 76.5793 | 72.91255 | 77.56 | 4.25 |
| 15.60 | 77.88047 | 75.34953 | 83.60262 | 78.94 | 3.45 |
| 31.25 | 65.77538 | 69.13766 | 75.52543 | 70.15 | 4.04 |
| 62.50 | 63.90684 | 63.62052 | 67.97382 | 65.17 | 1.99 |
| 125.00 | 47.90992 | 54.44749 | 52.27594 | 51.54 | 2.72 |
| 250.00 | 24.71059 | 27.61536 | 26.99333 | 26.44 | 1.25 |
| 500.00 | 11.38252 | 11.9136 | 12.93199 | 12.08 | 0.64 |
| 1000.00 | 7.950345 | 10.27194 | 8.783098 | 9.00 | 0.96 |
| 2000.00 | 0.05904046 | 0.06252085 | 0.0560479 | 0.06 | 0.00 |
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| ddC / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 82.37746 | 98.74775 | 100.1224 | 93.75 | 8.06 |
| 15.60 | 86.77511 | 95.33929 | 112.2086 | 98.11 | 10.57 |
| 31.25 | 89.62686 | 101.5564 | 114.0934 | 101.76 | 9.99 |
| 62.50 | 87.57668 | 95.99095 | 115.3053 | 99.62 | 11.61 |
| 125.00 | 87.26537 | 96.23816 | 110.5139 | 98.01 | 9.57 |
| 250.00 | 100.6577 | 98.16959 | 115.6198 | 104.82 | 7.71 |
| 500.00 | 81.2785 | 92.6836 | 111.2472 | 95.07 | 12.35 |
| 1000.00 | 83.54477 | 91.40234 | 104.3265 | 93.09 | 8.57 |
| 2000.00 | 90.93272 | 94.03428 | 115.4649 | 100.14 | 10.91 |
| Cidofovir / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 92.97028 | 95.13633 | 102.9771 | 97.03 | 4.30 |
| 15.60 | 91.34219 | 90.78519 | 103.1837 | 95.10 | 5.72 |
| 31.25 | 85.43504 | 91.85672 | 99.95493 | 92.42 | 5.94 |
| 62.50 | 94.07834 | 87.52689 | 102.9827 | 94.86 | 6.33 |
| 125.00 | 93.85494 | 88.09773 | 100.2847 | 94.08 | 4.98 |
| 250.00 | 105.483 | 91.3731 | 101.7755 | 99.54 | 5.97 |
| 500.00 | 95.4925 | 92.12895 | 98.6012 | 95.41 | 2.64 |
| 1000.00 | 98.7026 | 94.55498 | 97.60137 | 96.95 | 1.75 |
| 2000.00 | 102.7604 | 101.0178 | 97.37147 | 100.38 | 2.25 |
| TDF / RPTEC/TERT1 / 24 h |  |  |  |  |  |
| Conc. [ $\mu \mathrm{M}$ ] | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 90.60359 | 94.3723 | 92.24112 | 92.41 | 1.54 |
| 15.60 | 93.83479 | 89.6665 | 84.58886 | 89.36 | 3.78 |
| 31.25 | 99.89602 | 76.60994 | 88.0937 | 88.20 | 9.51 |
| 62.50 | 94.65726 | 77.50531 | 81.61942 | 84.59 | 7.31 |
| 125.00 | 91.3145 | 81.26001 | 76.62832 | 83.07 | 6.13 |
| 250.00 | 88.04074 | 68.37955 | 60.7035 | 72.37 | 11.51 |
| 500.00 | 76.60879 | 43.86367 | 27.90225 | 49.46 | 20.27 |
| 1000.00 | 20.17496 | 26.59499 | 29.42228 | 25.40 | 3.87 |
| 2000.00 | 45.9133 | 29.79557 | 31.14741 | 35.62 | 7.30 |
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Tenofovir / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment $1[\%]$ | Experiment 2 [\%] | Experiment 3 $[\%]$ | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 93.98207 | 98.30043 | 95.19781 | 95.83 | 1.82 |
| 15.60 | 95.52563 | 88.94732 | 93.88176 | 92.78 | 2.80 |
| 31.25 | 95.08764 | 83.24094 | 98.21951 | 92.18 | 6.45 |
| 62.50 | 98.14007 | 85.87304 | 96.04078 | 93.35 | 5.36 |
| 125.00 | 95.33769 | 86.87209 | 94.79897 | 92.34 | 3.87 |
| 250.00 | 92.48784 | 90.53854 | 95.05936 | 92.70 | 1.85 |
| 500.00 | 94.02682 | 85.80109 | 89.02275 | 89.62 | 3.38 |
| 1000.00 | 94.53496 | 83.26069 | 81.85979 | 86.55 | 5.67 |
| 2000.00 | 91.07798 | 84.31526 | 87.78709 | 87.73 | 2.76 |

Adefovir / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment $1[\%]$ | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 96.9483 | 92.37007 | 92.1278574 | 93.82 | 2.22 |
| 15.60 | 97.19183 | 90.42714 | 92.9510234 | 93.52 | 2.79 |
| 31.25 | 109.3019 | 91.50895 | 86.3160038 | 95.71 | 9.84 |
| 62.50 | 95.60564 | 91.44407 | 100.525243 | 95.86 | 3.71 |
| 125.00 | 101.414 | 86.85015 | 97.9515161 | 95.41 | 6.21 |
| 250.00 | 98.32549 | 96.24939 | 91.2164625 | 95.26 | 2.98 |
| 500.00 | 99.65647 | 89.67072 | 89.5383578 | 92.96 | 4.74 |
| 1000.00 | 100.5163 | 84.13702 | 86.5480721 | 90.40 | 7.22 |
| 2000.00 | 97.07212 | 86.14017 | 66.153543 | 83.12 | 12.80 |

ADV / RPTEC/TERT1 / 24 h

| Conc. $[\mu \mathrm{M}]$ | Experiment $1[\%]$ | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 98.44122 | 100.879291 | 98.2315617 | 99.18 | 1.20 |
| 15.60 | 92.79758 | 87.0658149 | 92.655595 | 90.84 | 2.67 |
| 31.25 | 94.24084 | 91.1533748 | 89.8799985 | 91.76 | 1.83 |
| 62.50 | 89.75991 | 92.9472743 | 84.6049726 | 89.10 | 3.44 |
| 125.00 | 73.11778 | 76.4115153 | 65.6889444 | 71.74 | 4.48 |
| 250.00 | 30.01679 | 52.3182694 | 43.9922004 | 42.11 | 9.20 |
| 500.00 | 27.99207 | 28.639085 | 30.8987177 | 29.18 | 1.25 |
| 1000.00 | 51.658 | 65.4670646 | 59.4356477 | 58.85 | 5.65 |
| 2000.00 | 33.54323 | 7.95500612 | 9.81537364 | 17.10 | 11.65 |

## Appendix

| ddC / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 49.9640191 | 78.16879 | 55.71557 | 61.28 | 12.17 |
| 15.60 | 32.1718495 | 62.95671 | 51.53767 | 48.89 | 12.71 |
| 31.25 | 27.8939447 | 56.52841 | 51.62369 | 45.35 | 12.50 |
| 62.50 | 22.6803744 | 61.17651 | 45.28701 | 43.05 | 15.80 |
| 125.00 | 21.7524691 | 52.03608 | 46.86117 | 40.22 | 13.23 |
| 250.00 | 23.8192357 | 49.17593 | 47.21885 | 40.07 | 11.52 |
| 500.00 | 23.8983468 | 49.09142 | 47.01004 | 40.00 | 11.42 |
| 1000.00 | 30.4637713 | 48.19068 | 46.25776 | 41.64 | 7.94 |
| 2000.00 | 38.5084141 | 58.48341 | 48.97763 | 48.66 | 8.16 |
| Cidofovir / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 101.704468 | 71.9962547 | 80.84885 | 84.85 | 12.45 |
| 15.60 | 96.1707006 | 68.5016268 | 82.92477 | 82.53 | 11.30 |
| 31.25 | 86.8405788 | 70.6854022 | 72.30608 | 76.61 | 7.26 |
| 62.50 | 66.1652958 | 59.9852643 | 68.11559 | 64.76 | 3.47 |
| 125.00 | 41.5081141 | 51.4278271 | 48.45928 | 47.13 | 4.16 |
| 250.00 | 0.50304403 | 28.6183604 | 4.777582 | 11.30 | 12.37 |
| 500.00 | 0.08140752 | 12.4559604 | 0.0783292 | 4.21 | 5.83 |
| 1000.00 | 0.04202933 | 0.04250539 | 0.0484878 | 0.04 | 0.00 |
| 2000.00 | 0.12120989 | 0.00414136 | 0.02460043 | 0.05 | 0.05 |
| TDF / RPTEC/TERT1 / 14 d |  |  |  |  |  |
| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 81.4806867 | 99.53757 | 86.55189 | 89.19 | 7.60 |
| 15.60 | 82.4615873 | 96.05444 | 92.01067 | 90.18 | 5.70 |
| 31.25 | 66.8681277 | 90.49705 | 94.28712 | 83.88 | 12.13 |
| 62.50 | 44.5800692 | 50.60534 | 64.8708 | 53.35 | 8.51 |
| 125.00 | 0.4806569 | 1.323795 | 0.9357875 | 0.91 | 0.34 |
| 250.00 | 0.01716013 | 0.01980695 | 0.03580973 | 0.02 | 0.01 |
| 500.00 | 0.01636279 | 0.01519895 | 0.01901335 | 0.02 | 0.00 |
| 1000.00 | 4.12713193 | 0.01806037 | 0.02307153 | 1.39 | 1.94 |
| 2000.00 | 0.70172787 | 0.01586786 | 0.02299638 | 0.25 | 0.32 |

## Appendix

Tenofovir / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 94.0058048 | 91.3618173 | 103.8489 | 96.41 | 5.37 |
| 15.60 | 100.249473 | 82.2712937 | 89.20362 | 90.57 | 7.40 |
| 31.25 | 104.559363 | 84.9553775 | 79.8831 | 89.80 | 10.64 |
| 62.50 | 93.6144982 | 96.313423 | 95.21451 | 95.05 | 1.11 |
| 125.00 | 94.0445262 | 94.8592921 | 86.93056 | 91.94 | 3.56 |
| 250.00 | 93.1767198 | 85.0307925 | 88.17625 | 88.79 | 3.35 |
| 500.00 | 84.8780569 | 92.3190914 | 85.98928 | 87.73 | 3.28 |
| 1000.00 | 79.4206604 | 91.2483432 | 88.35387 | 86.34 | 5.03 |
| 2000.00 | 92.1795422 | 94.349415 | 89.34495 | 91.96 | 2.05 |

Adefovir / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment 1 [\%] | Experiment 2 [\%] | Experiment 3 [\%] | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 77.4619355 | 82.97009 | 91.6951984 | 84.04 | 5.86 |
| 15.60 | 67.9258081 | 102.0304 | 91.6807694 | 87.21 | 14.28 |
| 31.25 | 69.9246607 | 84.97353 | 88.8458315 | 81.25 | 8.16 |
| 62.50 | 71.9735813 | 92.76183 | 97.5056665 | 87.41 | 11.09 |
| 125.00 | 69.9026232 | 89.0323 | 95.3914902 | 84.78 | 10.83 |
| 250.00 | 52.3261679 | 88.88089 | 82.582046 | 74.60 | 15.96 |
| 500.00 | 20.0247968 | 60.22901 | 68.7855559 | 49.68 | 21.26 |
| 1000.00 | 6.0306127 | 56.267 | 75.6887133 | 46.00 | 29.35 |
| 2000.00 | 0.41200036 | 60.37529 | 48.3798542 | 36.39 | 25.91 |

ADV / RPTEC/TERT1 / 14 d

| Conc. $[\mu \mathrm{M}]$ | Experiment $1[\%]$ | Experiment 2 [\%] | Experiment 3 $[\%]$ | Mean [\%] | Stand. Dev. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 100 | 100 | 100 | 100.00 | 0.00 |
| 7.81 | 49.3472546 | 53.97181 | 76.5135 | 59.94 | 11.87 |
| 15.60 | 43.4953736 | 50.3378 | 73.91833 | 55.92 | 13.03 |
| 31.25 | 25.3135937 | 29.15414 | 64.32687 | 39.60 | 17.56 |
| 62.50 | 5.08191877 | 5.792503 | 26.6074 | 12.49 | 9.98 |
| 125.00 | 0.03665653 | 0.04010503 | 0.07327762 | 0.05 | 0.02 |
| 250.00 | 0.02251208 | 0.03514468 | 0.04380766 | 0.03 | 0.01 |
| 500.00 | 0.01214882 | 0.02877712 | 0.03470665 | 0.03 | 0.01 |
| 1000.00 | 0.00448141 | 0.02029878 | 0.03398434 | 0.02 | 0.01 |
| 2000.00 | 0.00280088 | 0.01980626 | 0.02333038 | 0.02 | 0.01 |
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