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Würzburger Beiträge zur
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Die Arbeit wäre in dieser Form nicht ohne die tatkräftige Hilfe derjenigen Men-
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gewesen ẅare. Meinen Eltern, Dr. Uwe M̈ader und Dr. Isolde M̈ader-Kruse, die

mich immer bedingungslos unterstützt haben, sowie meinen Schwestern Mari-

sa, Elena und Miriam. Mein tiefer Dank gilt auch Andrea Meyerhöfer für die
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1 Introduction

The world of mobile communications is rapidly changing. New technologies

emerge at the market with increasing pace, both from standardization bodies

within the telecommunication community like the International Telecommuni-

cation Union (ITU) as well as on the initiative of the computer and chip industry.

While the former wants to evolve existing third generation (3G) telecommuni-

cation standards like the Universal Mobile Telecommunication System (UMTS),

the latter have the possibility to design completely new systems from scratch, like

the IEEE 802.16 WIMAX standard.

The driving force behind these activities is the Internet. Mobile telecommuni-

cation operators must react on the great success of disruptive technologies like

peer-to-peer communication and Web2.0 applications. Users demand ubiquitous

access to these new communication platforms. This requires more bandwidth and

an optimized system design. Concurrently, considerable efforts are made to estab-

lish packet-switched communication with the Internet Protocol (IP) as a universal

principle of end-to-end communication. IP-based vertical integration promises

new opportunities to extend classical services like voice and to establish new

services on the telecommunication market. A well known manifestation of these

efforts is IP-television (IPTV), which is promoted by fixed-network operators for

some time.

A further impulse is generated by the technological progress of the mobile

device manufacturers. Up-to-date cellular phones integrate various devices in

one, like a photo and video camera, a music player, or a GPS navigation sys-

tem. Furthermore, smart phones blur the line between traditional cellular phones

and computers. The increased capabilities of these new devices in terms of media,

1



1 Introduction

memory and computing power enables new services. However, the datavolume

created by applications like for example video recording requires higherband-

widths for a satisfying service quality.

3G communication systems like UMTS or cdma2000 provide considerable

support for IP traffic, but are designed and optimized for circuit-switched data

like voice or video telephony. This prevents an efficient usage of radio resources

and obstructs the development and deployment of new services.

Mobile telecommunication systems of the 3.5th generation (3.5G) constitute

a first step towards the requirements of an all-IP world. As the denotation sug-

gests, 3.5G systems are not completely new designed from scratch. Instead, they

are evolved from existing 3G systems like UMTS or cdma2000. 3.5G systems

are primarily designed and optimized for packet-switched best-effort traffic, but

they are also intended to increase system capacity by exploiting available ra-

dio resources more efficiently. Systems based on cdma2000 are enhanced with

1xEV-DO (EV-DO: evolution, data-optimized). In the UMTS domain, the 3G

partnership project (3GPP) specified the High Speed Packet Access (HSPA) fam-

ily, consisting of High Speed Downlink Packet Access (HSDPA) and its counter-

part High Speed Uplink Packet Access (HSUPA) or Enhanced Uplink. The focus

of this monograph is on HSPA systems, although the operation principles ofother

3.5G systems are similar.

1.1 Contribution

New opportunities also arise new challenges. HSPA systems will become inte-

grated into existing UMTS networks. This increases their capabilities and capac-

ity, but also their complexity. Although the HSPA specification is completed, the

behavior, performance, and interaction with UMTS not fully understood. For op-

erators, this is a barrier for the inclusion of HSPA in the network planning and

optimization process, and ultimately also for deployment.

In this monograph, we approach to operators and equipment manufacturers

2



1.1 Contribution

with tools to analyze integrated, 3.5G-enabled UMTS networks. One of the main

contributions of our work are performance models which allow a holistic view on

the system. The models consider user traffic on flow-level, such that only on sig-

nificant changes of the system state a recalculation of parameters like bandwidth

is necessary. The impact of lower layers is captured by stochastic models. This

approach combines accurate modeling and the ability to cope with computational

complexity. Adopting this approach to HSDPA, we develop a new physical layer

abstraction model that takes radio resources, scheduling discipline, radio propa-

gation and mobile device capabilities into account. Together with models for the

calculation of network-wide interference and transmit powers, a discrete-event

simulation and an analytical model based on a queuing-theoretical approach are

proposed. For the Enhanced Uplink, we develop analytical models considering

independent and correlated other-cell interference.

We further investigate the interaction between radio resource management

schemes, 3.5G and 3G radio bearers, and its impact on user and system perfor-

mance. We compare different resource assignment and reservation schemes for

HSDPA and show their impact on the different types of radio bearers. We unveil

the sensitivity of the system to reservation parameters and discuss the relation-

ship between transmit power allocation schemes, interference and performance.

For the Enhanced Uplink, we evaluate different scheduling disciplines and dis-

cuss the performance trade-off of a preemptive admission control scheme in terms

of blocking and dropping probabilities.

Finally, we gained insights on the interaction between best-effort traffic and

different HSDPA scheduling disciplines. We show that scheduling disciplines that

maximize cell throughput in static scenarios are not necessarily optimal as soon

as traffic dynamics are considered. This confirms our position that user behavior

must not be neglected when evaluation system performance.

3



1 Introduction

1.2 Outline

This monograph is structured into three main chapters. In Chapter 2, the fun-

damental principles of UMTS, HSDPA, as well as Enhanced Uplink are ex-

plained. The chapter starts with a short overview of the historical development

of data communication in digital mobile networks. Then, UMTS fundamentals

like Wideband CDMA, network architecture and radio resource management are

introduced. Finally, different aspects of HSDPA and Enhanced Uplink are ex-

plained, providing the background for the subsequent performanceevaluation

chapters.

Chapter 3 addresses the performance of HSDPA. At first, we providean

overview of related work in this field of research. Then we explain different

concepts of radio resource sharing between HSDPA and UMTS radio bearers

and formulate a mathematical model for the calculation of NodeB transmit pow-

ers and interference. The HSDPA physical layer abstraction model uses these as

input parameters for an approximation of the user throughput. All thesecom-

ponents together are then used to investigate the flow-level performancewith a

discrete-event simulation and an analytical queuing model.

In Chapter 4, we propose performance models for the Enhanced Uplink. We

first introduce a model for the calculation of the network-wide interference,

which is subsequently used to explain the fundamental problem of system fea-

sibility with constraints like transmit power at the mobile stations. Subsequently,

we introduce capacity models considering uncorrelated other-cell interference

to evaluate scheduling and admission control strategies. This model is thenen-

hanced by taking the mutual dependency between other and own-cell interference

explicitly into account.

Finally, this monograph is concluded by Chapter 5, where we summarize our

work and draw conclusions from the insights we found during the courseof this

work.
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2 Basics of 3.5G UMTS

Networks

This chapter introduces the basic principles of the 3G Universal Mobile Terres-

trial Telecommunication System and its 3.5G enhancements High Speed Down-

link Packet Access and Enhanced Uplink. The first section explains the funda-

mentals of the UMTS air interface which implements Wideband Code Division

Multiplex (WCDMA). In Section 2.2, we explain the shortcomings of UMTS re-

garding transportation of Internet traffic. Sections 2.3 and 2.4 explainthe design

and the operation principles of HSDPA and Enhanced Uplink, respectively. Fi-

nally, we illustrate network scenarios used for the performance evaluation in the

next chapters in Section 2.5.

2.1 Introduction to UMTS

UMTS has been adopted by the International Telecommunication Union (ITU)

in the course of the IMT1-2000 initiative. The goal of the initiative was the de-

velopment of a global common standard for wireless mobile communications of

the third generation as successor for GSM (Global System for Mobile Communi-

cation) and GPRS (General Packet Radio System). Several proposals which met

the requirements of the initiative have been filed in to the ITU, one of them was

UMTS, developed by the 3rd Generation Partnership Project (3GPP). The goal

1International Mobile Telecommunications
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Figure 2.1:Evolution of data services in digital mobile wireless networks.

of the 3GPP standardization body was to evolve the existing GSM to enable ser-

vices like video conferencing or streaming. Consequently, the first releases of the

UMTS standard maintained a large part of the GSM architecture, but specified

new air interface standards which provide higher data rates and lower latencies.

The first operational release of the UMTS standard was published in 1999

and is known as Release ’99. It specifies two different modes, frequency division

duplex (FDD) and time division duplex (TDD). The TDD mode is primarily used

in fixed wireless deployments for Internet access as DSL substitute. Most mobile

network operators deploy FDD mode equipment. This monograph refers to the

FDD mode only.

Release ’99 was primarily designed for real-time applications like voice and

video telephony, and streaming multimedia services. Release ’99 is therefore ori-

ented along a circuit-switched paradigm, which means that radio bearersare pri-

marily designed to provide constant a Quality of Service (QoS). Traffic istrans-

ported on Dedicated Channels (DCH) which are exclusively reserved for one

connection. DCH radio bearers only have marginal capabilities to react on time-

varying traffic demands which are characteristic for Internet traffic.

The increasing demand of the telecommunication market for broadbandmo-
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2.1 Introduction to UMTS

bile Internet, and the trend in the telecommunication industry towards a unifica-

tion and integration of services in packet-switched transport networks, initiated

a development process towards an all-IP packet-switched concept. UMTS Re-

lease 5, approved in2002 by the 3GPP consortium, is influenced by this new

paradigm. The specification enables end-to-end packet switching with theIP

Multimedia Subsystem (IMS), and defines the High Speed Downlink PacketAc-

cess for broadband mobile Internet access in downlink direction. With Release 6

in 2004 the specification of the Enhanced Uplink2 or High Speed Uplink Packet

Access (HSUPA) followed. So, Release 5 and 6 completed the introductionof

a set of new specifications optimized for packet-switched traffic which together

form the High Speed Packet Access (HSPA) service. In 2006, UMTS Release

7 introduced refinements and additional features for HSPA like Multiple Input

Multiple Output (MIMO) support. The next major step will be Release 8, which

is also known as Long Term Evolution (LTE). It will introduce a completely new

air interface with higher data rates (up to100 Mbps peak rates) and lower laten-

cies, and an evolved radio access network with a flat hierarchy.

Figure 2.1 gives a graphical impression of the evolution of data services in

digital mobile communication systems. The figure shows two system properties

which are most important for the performance of packet-switched applications:

data rate and round trip time, the latter roughly defined as two times the packet

latency to an Internet host. The values on the abscissa refer to the date ofmarket

introduction. We see that the typical data rates increase almost exponentially with

the release dates.

2.1.1 UMTS Architecture

The UMTS architecture is derived from its predecessors GSM and GPRS, which

allows operators to reuse and update their existing network infrastructurewithout

the requirement to invest in a completely new network from scratch. The largest

difference can naturally found in the radio access network (RAN), whilethe core

2We will use this denomination in the remainder
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2 Basics of 3.5G UMTS Networks
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Figure 2.2:Architecture of a UMTS-Network [30].

network (CN) part is more or less inherited from GSM and GPRS. Figure 2.2

outlines the logical and functional elements of a UMTS network.

The core network comprises a transport network of typically considerable di-

mension and the functional entities which provide authentication, authorization

and accounting (AAA), session management, network management, gateways

to external networks, etc. It is further partitioned in a circuit-switched (CS) do-

main and a packet switched (PS) domain. The CS domain handles UMTS Re-

lease’99 circuit-switched connections like voice or video calls between mobile

users and to users in external networks, like the public switched telecommuni-

cation network (PSTN). CS connections traverse the mobile switching center

(MSC), gateway MSC (GMSC) and enter the UTRAN via the Iu CS interface.

Both MSC and GMSC are connected to the home location register (HLR), which

stores user and accounting data. The packet switched domain is inheritedfrom

GPRS, which is the reason why the logical entities are denoted as Serving GPRS

Support Node (SGSN) and Gateway GPRS Support Node (GGSN). Theformer

adopts the role of the MSC and the latter of the GMSC for packet switched con-

nections. The GGSN also serves as border gateway to the Internet. In UMTS

Release ’99, packet-switched connections are used for connections tothe Inter-

net and are often assumed to carry best-effort traffic, regardlessof the application

layer protocol. This effectively prevents the mapping of any QoS requirements to

8



2.1 Introduction to UMTS

its pendants on UMTS side. In later releases, IMS is introduced to overcome this

disadvantage (see e.g. [31]).

The UMTS terrestrial RAN (UTRAN) is responsible for all radio related tasks

like radio resource and connection management. The radio network controller

(RNC) manages the radio resources for Release ’99 connections withinits do-

main. One RNC controls several NodeBs (base stations) which are connected to

the controlling RNC via the Iub interface. The RNCs are further connectedto

adjacent RNCs via the Iur interface for signaling of hand-over information. Fi-

nally, the NodeBs constitute the connection point for the mobile stations. In Re-

lease ’99, the primary task of the NodeBs is signal processing, but with Release

5 and the introduction of HSDPA, the NodeBs are also perform radio resource

management (RRM). RRM for HSDPA connections has been relocated tothe

NodeBs since otherwise the signaling delay would be too large to react timely

on radio channel and resource fluctuations. The same argument alsoholds for the

Enhanced Uplink, where the NodeB has a similar role as for the HSDPA.

The third functional domain, not indicated in Figure 2.2, comprises the mobile

stations which are known as user equipments (UEs) in the UMTS terminology.

The logical interface between UE and NodeB is the Uu interface.

The impact of the HSPA enhancements on the UMTS network architecture is

with some exceptions restricted to the radio access network and the user equip-

ments. In the RAN, the relocation of the RRM functionality for HSDPA to the

NodeBs requires a flow control mechanism on the Iub interface in orderto pre-

vent buffer overflows [32]. The RNC still has influence on the radio resources for

HSDPA and Enhanced Uplink connections, but more indirectly by preemption

because of circuit-switched connections, or by enforcing long-term policies like

resource reservation schemes. Most of these requirements can be fulfilled with

software updates, although in practice signal processing capabilities (performed

by channel elements, see e.g. [8]) in the NodeBs and often the Iub interface ca-

pacity may require enhancements as well. However, on UE side, new hardware

is mandatory.

9



2 Basics of 3.5G UMTS Networks
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Figure 2.3:Spreading and scrambling in WCDMA. Both operations are per-

formed in the NodeB and in the user equipment.

2.1.2 Wideband Code Division Multiple Access

Wideband CDMA is the air interface of UMTS. It is a direct-sequence codedivi-

sion multiple access scheme (DS-CDMA). Channel signals are separated by mul-

tiplication of the original symbols with “chip”-sequences generated from CDMA

spreading codes. This process is called spreading, because the narrowband signal

power is spread over a wider frequency band depending on the systemchip rate,

i.e. the number of chips per time interval. In WCDMA, the chip rate is3.84 Mcps,

which corresponds approximately to a system bandwidth of5 Mhz.

Spreading in UMTS comprises two steps: first the multiplication of a symbol

with a channelization code, and second the randomization of the resulting chip

sequence with a pseudo-random scrambling code. Figure 2.3 shows aschematic

view of the spreading process. Spreading and scrambling is in principle per-

formed equally for all types of physical channels in uplink and downlink direc-

tion.

The result of the first operation is a sequence of chips, which represents one

symbol. Channelization codes are orthogonal+1/ − 1-sequences which are as-
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Figure 2.4:A part of the OVSF code tree. Orthogonality does exist between dis-

junct sub-branches only.

signed to a physical transport channel. Orthogonality means that a scalar multi-

plication of two or more code sequencesCx results in zero:C1 ·C2 · . . . ·Cn = 0.

Channelization codes are orthogonal variable spreading factor (OSVF) codes

which can be constructed from Walsh matrices. The length of a channelization

code corresponds to its spreading factor, i.e. the number of chips which are used

to represent one symbol. Different gross data rates in Release ’99 UMTS are re-

alized by using different spreading factors. For example, a spreading factor of

SF = 8 means that for one symbol8 chips are used. With a system chip rate of

3.84 Mcps and binary phase shift keying (BPSK) modulation, the resulting gross

data rate is then3.84 Mcps/8 chips= 480 kbps.

OSVF codes are often represented in form of a tree as shown in Figure 2.4,

accurately reflecting some of their properties. First, the number of orthogonal

codes corresponds to their spreading factor. This means that for example8 codes

with a spreading factor ofSF = 8 exist. Second, orthogonality does only exist in

11



2 Basics of 3.5G UMTS Networks

disjunct paths of the tree starting from the root to the leafs. That means if acode

is used, all successors in root and leave direction are effectively blocked. OSVF

codes are used in the UMTS downlink and uplink direction. In the downlink, they

are used to separate physical channels within one cell from each other.In the

uplink, OSVF codes are used to separate different channels in asinglemobile.

Scrambling is performed to randomize the chip sequence resulting from chan-

nelization, and for signal identification. Randomization prevents the reception of

correlated signals, which would lead to significant performance losses due to in-

terference. Scrambling codes are quasi-random chip sequences which are pseudo-

orthogonal to each other. Unlike channelization codes, the inner scalar product of

two scrambling codes is not necessarily zero. However, for long sequences of

lengthn it holds that on averageE[S1 · S2] = 0 and VAR[S1 · S2] = n. Ad-

ditionally, low auto-correlation of scrambled chip sequences reduce inter-symbol

interference due to multipath reception, since a scrambled signal is “nearly or-

thogonal” to a time shifted copy of itself.

In the downlink, a unique primary scrambling code and 15 secondary scram-

bling codes are assigned to each cell. The scrambling codes used in the downlink

have a length of38400 chips, which are taken from a set of8192 available codes

from which512 are primary scrambling codes, and the rest associated secondary

scrambling codes [33]. The limited number of downlink scrambling codesleads

to the necessity of scrambling code planning [34], although due to the relatively

large number of codes this task not as complex as frequency planning for GSM

networks. In the uplink, scrambling codes are used to distinguish signals from

different users, which means that every UE uses a different scrambling code.

There are224 long and224 short scrambling codes available, whereas the long

codes have a length of38400 chips like in the downlink, and the short codes are

512 chips long.

User signal recovery at the receiver is done by reversing the transmission

chain: the incoming signal is de-scrambled and then correlated (i.e. multiplied)

with the appropriate channelization code. With perfect orthogonality, the sum of

the appropriate chips per symbol is either zero, if the code of the received signal

12
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and the multiplied code does not match, or the code weight (i.e. the spreading

factor), if both codes are identical. With imperfect or pseudo-orthogonality or in

the presence of noise, the result is not equal to the code weight, and the receiver

decides which symbol was transmitted by determining in which decision region

the result falls [35].

2.1.3 Radio Resource Management for Dedicated

Channel Radio Bearers

In UMTS Release ’99, DCH radio bearers are the most commonly used transport

channel for all types of data, including packet-switched traffic. DCH radio bear-

ers are circuit-switched, which means that a certain amount of radio resources are

exclusively reserved for a connection. Each DCH radio bearer is associated with

Quality of Service (QoS) attributes which are defined in [36]. These attributes

are for example frame error rate, residual bit error rate, guaranteed bit rate, and

transfer delay. The attributes itself and their values depend on the traffic class the

bearer belongs to. UMTS distinguishes between four service classes (conversa-

tional, streaming, interactive and background) which are intended for different

types applications (for example voice for conversational).

A DCH connection is therefore defined by a set of attributes which are static

or semi-static during the life time of a connection. The QoS attributes define

physical attributes like channelization codes, ratio of information bits to total bits

and transport time interval (TTI), i.e. the time it takes to transmit one MAC frame.

The task of radio resource management for DCH radio bearers is nowto provide

a connection quality that complies with the negotiated QoS attributes. This is

accomplished by ensuring that the received energy-per-bit-to-interference ratio,

Eb/N0
3, for each user is sufficiently high. For this reason, each DCH connection

is associated with a target-Eb/N0 value.Power Controlensures that received

3Note that for historical reasons,N0 in this “formula” comprises multiple access interferenceand

thermal noise and should not be confused with the thermal noise density introduced in Equation

(2.1).
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Eb/N0 values and target-Eb/N0 values match. TheEb/N0 is defined as

εk =
W

Rk

·
Tk · dk

W · N0 + I0
, (2.1)

whereεk is the receivedEb/N0-value for a mobilek, Rk is the information data

rate,Tk is the transmit power anddk is the path gain between UE and NodeB.

Note that the second fraction on the right hand side constitutes the signal-to-

interference ratio (SIR), while the first fraction is theprocessing gainwhich in-

cludes thespreading gainfrom signal despreading. Both path gain and interfer-

ence are time-varying random variables.

Power Control Transmit power control is implemented in the uplink and in

the downlink. It consists of two control loops, theinner loop power control(or

fast power control) andouter loop power control.

Inner loop power control compares the instantaneously receivedEb/N0 value

with the targetEb/N0 value and adjusts the transmit power accordingly. This is

performed fifteen times per frame, i.e. with a rate of1.5 kHz. Fast power control

enables compensates fast fading if the mobile moves with moderate speed. Sig-

naling consists of power control commands (UP, DOWN) which indicate whether

the transmitter should increase or decrease transmit power by a discretevalue,

typically ±1 dB. The granularity and the signaling rate leads to a certain power

control error such that the receivedEb/N0 values fluctuate around the target

Eb/N0 value. This is called imperfect power control.Perfect power controlde-

scribes the assumption that received and targetEb/N0 values always match ex-

actly. Inner loop power control keeps the received signal power at the receiver at

a predefined level and thus neutralizes the “near-far-effect” in the uplink, which

occurs if a mobile station close to the antenna has the same transmit power asa

mobile farther away and therefore generates more interference.

Supplementary,outer loop power controladjusts the targetEb/N0 to the pre-

defined QoS requirements. Outer loop power control is performed in theRNC

by comparing performance measurements like residual bit error rateto the QoS

requirements. The connection quality may for example diminish if the mobile
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speed, and therefore also the fast power control error, increases. Outer loop power

control would then compensate by increasing the targetEb/N0 value of the inner

loop power control. Analogously, the targetEb/N0 value is decreased if the QoS

requirements are overachieved, thus preventing waste of radio resources. Specif-

ically, outer loop power control leads to lower targetEb/N0 values if the mobile

is in soft or softer hand-over.

Admission and Load Control Admission Control(AC) is performed

if a user wants to establish a new connection to the network. Generally, AC is

responsible for keeping the consumption of radio resources within the perime-

ters of the system. DCH admission control must therefore consider interference,

power and channelization codes at the NodeBs depending on the directionof the

bearer.

Interference and path loss determines the amount of transmit power which is

required to match the target-Eb/N0 value. If the interference becomes too high,

the required transmit power may exceed the maximum allowed transmit power

which leads to signal impairments and outage. In the downlink, the amount of

interference at a UE depends on its location in the cell, on the propagation chan-

nel and the resulting orthogonality of channelization codes, and on the transmit

power of adjacent NodeBs. In the uplink, the interference at the NodeBantenna

depends on the number of UEs in the own cell and on the spatial configuration

of UEs in adjacent cells. Note that interference and transmit power in ownand

adjacent cells depend on each other both in uplink and downlink due to the uti-

lization of the same frequency band. Interference variations over time can also

be induced by user mobility in the whole network, transmission gaps and radio

propagation variations. Interference is random over time, therefore the capacity

of a UMTS cell cannot be calculated in a deterministic fashion. The termsoft

capacityreflects this property by stating that a certain capacity, for example in

terms of Erlang per cell, is only meaningful with an associated probability that

enough radio resources (transmit power or interference) are available.

In downlink direction, transmit power is under direct control of the NodeB,
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which is the reason why it is often taken as admission criterion. It is commonly

restricted to10 W or 20 W depending on the type of the NodeB. However in the

downlink, another capacity limiting resource are the channelization codes due to

their orthogonality property as we explained in the previous section. In fact, they

often are the dominant capacity limiting resource [37]. Other resourcesmust be

considered as well, like available Iub interface and hardware element capacities

[8].

In the uplink, interference limits the capacity due to pseudo-orthogonality of

the scrambling codes. The absolute interference value can be represented as cell

load by relating the multiple access interference (MAI) generated by UMTSmo-

biles to the ubiquitous thermal noise:

η =
I0

I0 + W · N0
, (2.2)

whereI0 is the multiple access interference (MAI) from all users in the network,

W is the system bandwidth andN0 is the uncolored (“white”) thermal noise

density [30]. The pole capacity of a single cell is then computed by calculating

the number of sustainable radio bearers withη approaching1. However, in prac-

tice operators define load thresholds much lower than1 in order to absorb load

overshoots and to increase the coverage area (the relation between coverage and

capacity is explained e.g. in [38]).

Admission control strategies vary from simple number or throughput-based

methods over measure-based and effective bandwidth approachesto priority-

based and optimum schemes [39, 40]. In [25], a more general definition of the cell

load is provided that includes transmit power, interference and the channelization

code occupation [25].

Load controlis related to admission control, but ensures that the resource re-

quirements ofexistingconnections stay within the system perimeters. This may

for example happen if several users move to the cell edge, which leadsto higher

transmit power requirements due to increased path loss and other-cell interfer-

ence. For circuit-switched connections like DCH radio bearers, load control may

drop connections in order to keep the system stable. Rate controlled radio bearers
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may be slowed down in order to decrease their resource consumption. However,

in UMTS Release ’99, rate control is performed in the RNC on a time-scale of

several seconds [16].

Hand-Over Procedures Hand-overs within a UMTS network are initi-

ated if a mobile moves from one cell to another. Three types of hand-overs are

supported: soft, softer and hard hand-over. A UE in soft hand-over state estab-

lishes connections to several NodeBs at the same time. Whether a UE is in soft

hand-over is determined by theActive Set(AS), that contains all NodeBs with a

sufficiently good signal quality. NodeBs are added and removed to and from the

AS with an addition and removal hysteresis relative to the strongest pilot signal

in the AS, implicating that at least one NodeB is always member of the AS. In

uplink direction, the received signals at all NodeBs are combined in the RNC (for

example using maximum ratio combining), exploiting signal diversity [41, 42].

In downlink direction, signal combination is done in the user equipment. Related

to soft hand-over is softer hand-over, which occurs if the UE is on the boundary

between two sectors. Similarly to soft hand-over, the UE establishes two connec-

tions with different scrambling codes, but signal combining is performed in the

RAKE receivers at the UE and NodeB, respectively. Finally, hard hand-overs are

necessary if the UE switches to another frequency (inter-frequency handover) or

system (like GSM) [43]. For HSDPA, only hard hand-overs are implemented due

to the independent scheduling at the NodeBs.
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Figure 2.5:Radio resource utilization with Release ’99 and HSPA.

2.2 Radio Resource Management for

Elastic Internet Traffic

Internet traffic is data traffic which uses the Internet Protocol (IP) for transport.

Traffic objects are fragmented into smaller packets which are routed indepen-

dently from each other from host to host, hence it is packet-switched. Internet

traffic can be roughly divided into two groups: streaming traffic and elastic traf-

fic [44]. Streaming traffic is generated by interactive applications like voice over

IP, video streaming, conferencing, or web radio. It has certain requirements on

end-to-end delay, jitter and data rate which must be fulfilled for an acceptable

perceived service quality. On transport layer, mostly connection-lessprotocols

like the real-time transport protocol (RTP) are used for transportation.

In contrast, elastic traffic refers to non-interactive applications like file trans-

fers, web browsing, or peer-to-peer file sharing that do not have stringent re-

quirements on bandwidth and delay. These applications use in most casesthe
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2.2 Radio Resource Management for Elastic Internet Traffic

transmission control protocol (TCP) for transport, which adapts to the current

bandwidth situation due to the TCP flow control mechanism. As a consequence,

also the time it takes to download a document adapts to the bandwidth, hence this

type of traffic is “elastic”. Note that also certain web video players like the flash

video player uses TCP and the hypertext transfer protocol (HTTP) for transport.

Especially web traffic is bursty: Relatively short periods of activity where a

web page and related inline objects are transmitted alternate with long periods of

inactivity where the user reads the content of the page [45, 46].

So, while Internet best-effort traffic is packet-switched, elastic and bursty, it

is transported in UMTS Release ’99 with DCH radio bearers, which are circuit-

switched, static and resource-persistent. This leads to resource inefficiencies in

the following way:

• Admission Control for ciruit-switched radio bearers works under the

premise to provide constant bit rates. This means that for volatile radio

resources like interference and transmit powers, admission control has to

reserve a large “safety” margin in order to prevent load overshoots.This

margin decreases the system capacity.

• Channelization codes are exclusively assigned to a radio bearer duringthe

lifetime of a DCH connection. This means that with bursty, low activity

traffic like web traffic, a large fraction of time the code resources are occu-

pied but not used, and therefore wasted. If the idle timer which controls the

release DCH connections in the RNC is set to a small value, code resource

are released more quickly. However, due to the long setup time for DCH

radio bearers, this would also lead to significant delays and decreased QoS

for the next packet burst.

• Constant bit rate DCH radio bearers cannot provide higher data rates even

if transmit power and interference situation would allow for higher signal-

to-interference ratios.

HSDPA and Enhanced Uplink have been introduced to overcome these afore-
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mentioned shortcomings. Figure 2.5 clarifies the gain for HSPA on the example

of radio resource efficiency. Circuit switched radio bearers with constant bit rates

lead to fluctuating requirements on volatile radio resource like transmit power

or interference, illustrated in the upper right figure. This means that an efficient

utilization of the radio resources is not possible. This is visible in the difference

between the target (maximum) resource utilization and the actual resource uti-

lization. One reason for the performance gain of HSPA over Release ’99 is the

exploitation of these unused resources, as we can observe in the lower half of the

figure. In this idealized diagram, HSPA utilizes the radio resources completely.

Accordingly, the cumulated bit rate of all connections in the lower left figure

fluctuates. Other factors like higher-order modulation also contribute to theper-

formance gain of HSPA, as we will see in the next two sections where we explain

the fundamentals of HSDPA and Enhanced Uplink.

2.3 High Speed Downlink Packet Access

The purpose of HSDPA is primarily to provide high data rates and to overcome

the shortcomings of DCH radio bearers for packet-switched best-effort traffic.

HSDPA implements a shared channel for all user per cell such that channeliza-

tion codes are occupied only if traffic is sent. It further supports higherorder

modulation such that good radio channel conditions can be more effectively ex-

ploited. Therefore, spare resources which are not used by DCH connections can

be used to increase the system capacity. Additionally, it reduces the latencyin-

duced by the air interface, such that also interactive applications can benefit from

HSDPA. The impact of HSDPA on the network architecture is mainly restricted

to the RAN, where hardware and software updates at the NodeBs and RNCs as

well as new user equipment are necessary.
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Scheduling in NodeBScheduling in NodeB
based on:based on:
− Channel quality− Channel quality
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− QoS and priority class

NodeBNodeB

UEUE

Figure 2.6:Operation principle of the HSDPA with downlink transport channel

(HS-DSCH) and signaling channels.

2.3.1 Basic Principles

DCH connections provide nearly constant QoS in terms of data rate by means of

fast power control, which adapts the transmit power in order to keep the signal-

to-interference ratio at an appropriate target level. HSDPA breaks with this prin-

ciple. Instead, HSDPA uses Adaptive Modulation and Coding (AMC) to adapt

the instantaneous data rate to the channel quality, which allows for higher data

rates in case of good radio conditions. The transportation of data is done on the

High Speed Downlink Shared Channel (HS-DSCH), which implements a mixed

TDMA/CDMA scheme in contrast to pure CDMA as for DCH radio bearers.Re-

source assignment is done in the NodeB scheduler with help of Channel Quality

Feedback (CQI) values which are signaled by the UEs. In order to reduce packet

latency and SIR requirements, Hybrid Automatic Repeat Request (HARQ) has

been introduced which handles retransmissions on MAC-layer. In addition to the

HS-DSCH, two new signaling channels have been introduced. In the downlink,

the HS-SCCH (High Speed Signaling Control Channel) carries informationabout

the UE to be scheduled in the next subframe and its code rate and modulation

scheme. In the uplink, the HS-DPCCH (High Speed Dedicated Physical Control

Channel) carries information about the HARQ reception status, which is ACK or

NACK, and the CQI values. Figure 3 gives a graphical impression.
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Figure 2.7:Schematic view of the HS-DSCH. Multiplexing is supported in code

and time domain. Each box constitutes an HS-PDSCH and an SF 16

channelization code.

The HS-DSCH is used for the transport of user data. It is on the time axis

subdivided into Transport Time Intervals (TTIs) of 2 ms length, and onthe code

axis in HS-PDSCHs (High Speed Physical Downlink Shared Channel), which

correspond to a channelization code with spreading factorSF = 16. The amount

of bits which can be transported within one TTI is defined by the TransportBlock

Size (TBS), which is chosen by the NodeB scheduler according to the channel

quality and the HARQ retransmission number. The HS-DSCH enables a mixture

between CDMA and TDMA, since the HS-PDSCHs in one TTI can be assigned

to different UEs. This may be useful for very time-critical traffic where the data

volume is small, but the packets arrive with small inter-arrival times. Another

scenario is that a single UE cannot use the available HS-PDSCHs becauseof

bad channel conditions, than the remaining resources could be consumed by a

second UE [47]. However, multi-user scheduling in one TTI leads to multiple

access interference like in conventional WCDMA, so it is not always beneficial

for overall performance. Therefore, and because of the increased complexity of

a scheduler with code-multiplexing, scheduling is done mostly one-by-oneas

shown in 2.7, where three UEs are scheduled one after another.
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2.3.2 Adaptive Modulation and Coding

The perceived channel quality at each UE is permanently changing, a phe-

nomenon which is known as fading. Fading on millisecond time scale is called

fast fading and is the result of multi-path propagation. Instead of compensat-

ing fast fading with fast power control as for DCH connections, the HS-DSCH

adapts the instantaneously modulation and code rate to the channel quality. This

scheme, called adaptive modulation and coding, enables an effective exploitation

of the channel capacity [48], since the number of information bits is adapted to

the current theoretic capacity. Choosing the correct modulation and code rate re-

quires knowledge of the throughput curves for different modulation orders and

code rates. Since the curves are system specific, which means that theydepend

on the used coding scheme (for the HS-DSCH, turbo codes are used) and on im-

plementation issues like the decoding algorithm, they are generated by extensive

simulations [49, 50].

For the HS-DSCH this means that the number of bits which can be transported
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CQI TBS # HS-PDSCH Modulation

0 Out of range

1 127 1 QPSK

2 173 1 QPSK

3 233 1 QPSK
...

...
...

...

27 21754 15 16-QAM

28 23370 15 16-QAM

29 24222 15 16-QAM

30 25558 15 16-QAM

Table 2.1:Simplified CQI table

within one TTI, can change every2 ms. Figure 2.8 shows an example trace of a

slowly moving UE. The signal-to-noise ratio (SNR) varies in a range from−9 dB

to 3 dB. The UE measures the SNR and signals the corresponding CQI back to

the NodeB. Note the small time difference between actual SNR and measured

CQI due to signaling delays. The NodeB translates then the CQI value to a TBS

value, as seen in the lower part of the figure. The CQI values are chosen such that

on average, the frame error rate of the first HARQ transmission does not exceed

10 %.

The CQI value defines the Transport Block Size, the number of HS-PDSCHs

and the modulation order. Table 2.1 shows a simplified example. The TBS implic-

itly defines the ratio between information bits and bits after turbo coding (code

rate): Coded bits are punctured or repeated to match the number of gross channel

bits which can be carried by the HS-PDSCH. This example is an excerpt ofthe

CQI table for UE class category10, which allows data rates up to12.8 Mbps with

15 codes in parallel. The UE categories describe the capabilities of the UEs and

differ in the maximum number of parallel codes, the modulation order (16 QAM

is optional) and the minimum inter-TTI scheduling interval. The relation between
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CQI and TBS is defined in the specification document [51].

The CQI tables define the maximum number of bits per TTI which can be

transmitted with the current CQI, but this value does not necessarily represent

the TBS which is then actually chosen. The reason is that the number of available

codes may be lower than the number of required HS-PDSCHs, for example if

some codes are already occupied by DCH connections. In that case themaximum

TBS value for the available number of codes is selected. Another reasonmay be

that the number of bits in the transmit buffer is lower than the TBS value. Then,

the lowest TBS which can carry the buffer content is chosen in order to decrease

the frame error probability.

2.3.3 Hybrid ARQ

Hybrid Automatic Repeat Request (HARQ) combines error correction by retrans-

missions with information coding techniques. In UMTS Release ’99, retransmis-

sions are handled by the Radio Link Control (RLC) protocol which is one layer

above MAC in the UMS protocol stack, with end points in the Radio Network

Controller (RNC) and the UE. That means that a retransmission travels over two

hops, making it time consuming and complex to handle. RLC retransmissions are

therefore expensive and should be avoided, which in turn requires higher transmit

powers to achieve lower frame error rates.

Hybrid ARQ is located on MAC layer between NodeB and UE. It is imple-

mented as an N-stop-and-wait protocol, where N is the number of HARQ pro-

cesses. The HARQ processes are called in a round-robin manner, such that each

process is responsible for one TTI in a cycle. The number of processes is chosen

such that during the time it requires to acknowledge a MAC frame, no idle time

is created. In HSDPA,N = 4.

Figure 2.9 illustrates the principle: If the UE receives an erroneous MACframe

(in the figure frame number2), it will not be discarded but the UE stores a copy

of the Turbo-decoder output (“soft-bits”) in the HARQ soft-buffer. The second

transmission is then combined with the first transmission (for example with max-

25



2 Basics of 3.5G UMTS Networks

1 2 3 4 5 2 RV1

1 2 (ERR) 3 4 5

6 7

NACK

ACK

ACK

2 (ERR)

8

ACK

9

6

HARQ 
process

1 2 3 4 1 2 3 4 1 2

MAC frame 
(sender)

MAC frame 
(receiver)

HARQ soft 
buffer 2 (ERR)

2 RV1  
(ERR)

soft combiningbuffering

Figure 2.9:Operation principle of Hybrid ARQ. Erroneous frames are buffered

and soft-combined with a retransmitted version.

imum ratio combining) and is again decoded. In the example figure, also theself-

decodable retransmission is erroneous, but the decoding of the combined frame

succeeded. Note that always the same HARQ process (here number2) is re-

sponsible for retransmissions of the same frame. With the HS-DSCH up to three

transmissions are possible. The code rate may be decreased with the retrans-

mission number, i.e. the redundancy is increased (“incremental redundancy”),

which gives a slight performance gain over a scheme with identical retransmis-

sions (“Chase combining”) [52, 53, 54]. In the figure, this is indicated by the

“RV1” suffix at the retransmitted frame. However, the total number of bits trans-

mitted must not change for retransmissions.

2.3.4 Scheduling

The task of the scheduler in the NodeB is to assign the available resources tothe

users such that if possible some performance goals are fulfilled. The performance

metrics depends on the carried user traffic type and on the viewpoint (network or

user centric). Typical performance metrics from user perspectiveare through-

put, packet delay, and jitter. Also, the resources should be assigned “fair”, which
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Figure 2.10:Channel-aware scheduling exploits multi-user diversity.

means that the performance differences between the users should not be too large.

From the view of the network, the total throughput should be optimized, which

can be achieved by serving always the currently best users. The attempt to maxi-

mize one metric may lead to lower performance for other metrics, for example in

case of total throughput and user fairness.

The scheduling disciplines can be classified into channel-aware schemes,

which take the channel qualities at the UEs into account, and ´channel-blinddis-

ciplines like Round-Robin. Channel-aware schedulers can exploit multi-user di-

versity, which describes the fact that since in HSDPA the current user data rates

are random variables, the probability to see a user with good channel quality

increases with the number of users in the cell [55, 56, 57]. A schedulerwhich

maximizes the instantaneous cell throughput is therefore the Max C/I scheduler

(or MaxTBS-Scheduler), which always selects the user with the currently best

CQI/TBS. Figure 2.10 clarifies multi-user diversity and channel-awareschedul-

ing with an example. Figure 2.10(a) shows SIR traces of two users whichare

scheduled with a Max C/I scheduler: The best user is chosen for transmission,

which is indicated by the thickness of the curves. Figure 2.10(b) shows the corre-
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sponding instantaneous TBS for Max C/I scheduling and Round-Robin schedul-

ing. We observe that Max C/I scheduling forms the upper envelope of theRound-

Robin trace, since the latter also schedules the user with a currently low SIR.The

gain of Max C/I over Round-Robin scheduling is the multi-user diversity gain

which grows with an increasing number of users.

The Max C/I scheme, often described as “riding the top”, has the disadvantage

that it will lead to starvation of users which are on the cell edge. A scheduling

scheme which combines channel-awareness with user fairness is Proportional-

fair scheduling, which aims at maximizing not the cell throughput, but the ratio

between current and past data rate or data volume [58, 59]. Thus, a user j is

selected at TTIt if:

j = arg max
j

{
wj ·

TBSj(t)

TBSj(t)

}
, (2.3)

wherewj is a scaling factor, TBSj is the current TBS andTBSj is the average

perceived TBS, which is often calculated with a sliding window approach as:

TBSj = (1 − α) · δj · TBSj(t) + α · TBSj(t − 1), (2.4)

with α as weight factor andδj as indicator whether the current user has been

served or not. In the literature, multitudes of versions and modifications exist of

the Proportional-fair scheduler. In [60], several variants are analyzed which allow

different sets of users to compete for a frame: all, only the one with non-empty

queue or only the one which can use the whole TBS. Further variants differ in

whether the actual TBS or the number of actually served bits is used for the

average throughput update. Another question is whether the throughput average

should be updated right after the scheduling decision or whether the scheduler

should wait for a positive acknowledgement such that only the goodputis consid-

ered [61]. An important issue is also the interaction between TCP and scheduling:

although the proportional-fair scheme is a good choice for best-efforttraffic over

TCP, the inter-scheduling times for the different users should be not toolarge in

order to avoid TCP timeouts [62].
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Round-Robin and proportional-fair schedulers assign radio resources on av-

erage “fair” to the user. However, they cannot guarantee QoS like a guaranteed

data rate or delay. Multimedia traffic like Voice over IP or streaming video traf-

fic that requires such guarantees therefore require special schedulers, which are

also often modifications of the proportional-fair principle. Schedulers that try to

guarantee data rates often use a barrier function which gives over-proportionally

priority to users which fail the guaranteed data rate [63, 64, 65]. The basic idea

is to adapt the scaling factor according to the difference between the guaranteed

data rate and the actual received data rate. One example used in [63] is:

wj = 1 + β · exp
[
−γ · (TBS−TBSg

j )
]
, (2.5)

where TBSgj is the guaranteed data rate of userj, andβ, γ are parameters which

control the “aggressiveness” of the barrier function. The parameters can be used

to tune the trade-off between multi-user diversity gain and effectiveness of the

GBR mechanism.

Multimedia traffic like Voice over IP or streaming video also has more strin-

gent requirements on the packet delay than best-effort traffic. For this type of

traffic, delay-aware schedulers have been developed which try to usethe bene-

fits of AMC and to minimize packet delay. A well known scheduler of this type

is the Modified Largest Weighted Delay First (M-LWDF) scheduler [66, 67].

This scheduler tries to ensure that the probability that the packet delayDj

exceeds a certain target valueD∗ does not exceed a target probabilityξ, i.e.

P (Dj > D∗) < ξ. For that reason, the scaling factor is modified such that:

wj = − log(ξ) ·
Dj

D∗
. (2.6)

The last term of the scaling factor approaches one if the delay comes close to the

target delay, such that users with long queues are prioritized. Other approaches

try to ensure the delay constraints more aggressively, like the channel-dependent

earliest deadline first (CD-EDD) scheduler [68], or the exponential rule (ER)

scheduler that introduces a barrier function for the delays [69].
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Figure 2.11:Hierarchical (left) and flat (right) class-aware scheduling schemes.

All these schedulers are designed for a specific class of traffic, like best-effort,

streaming services or delay-sensitive traffic. However, it is also intended to trans-

port different types of traffic and therefore also different serviceclasses over HS-

DPA, which makes the scheduling problem even more complex. Besides the map-

ping of the QoS parameters of the UMTS service classes to HSDPA as elaborated

in [70], the question is how to design a scheduler which meets all requirements of

the different traffic types. Generally, two approaches can be distinguished. The

first is a flat design in which one scheduler is responsible for the queuesof all

users, regardless of their service class. This implicates that the scheduler can be

parameterized and considers all relevant QoS variables. Although many of the

QoS-aware schedulers have a parameter for service class differentiation, they do

mostly not consider data rate and delay at the same time. Examples of suchsched-

ulers are given in [63, 71]. Another option is to perform hierarchical scheduling

with intra-class and inter-class schedulers. The intra-class schedulersselect the

UE for transmission within their service class, while the inter-class scheduler

selects the between the classes [72].

Figure 2.11 clarifies the two concepts. The advantage of the hierarchical

scheduling approach is that it allows different scheduling concepts forthe differ-

ent service classes, and allows easy implementation of priority scheduling(ser-
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vice priority is signaled via the service priority indicator – SPI – to the NodeB)

by the intra-class scheduler. It is also more convenient to parameterizedue to the

functional split between inter- and intra-class scheduling. However, if the inter-

class scheduler should take the scheduling metrics of the intra-class schedulers

into account, the metrics between the classes must be comparable.

2.4 Enhanced Uplink

The Enhanced Uplink or HSUPA is the pendant to the HSDPA in the UMTS

uplink. Its main purpose is to also to provide higher data rates, lower latencies

and better resource utilization. For this reason, a fast rate control mechanism

is implemented which is located in the NodeB. This allows rapid reactions on

interference fluctuations and traffic dynamics, such that interferenceovershoots

can be avoided and the system capacity is increased. Additionally, Hybrid ARQ

and smaller transmission time intervals are introduced.

2.4.1 MAC and Physical Layer

With the Enhanced Uplink, some new transport and signaling channel have been

introduced. The most prominent is the Enhanced DCH (E-DCH) and the cor-

responding physical channel, the E-DPDCH, which carries user data.Addition-

ally, a new uplink control channel, the E-DPCCH and the corresponding physical

channel, E-DPDCCH, have been defined. In the downlink, the E-DCH HARQ In-

dicator Channel (E-HICH) is used to indicate whether the actual received HARQ

transmission has been decoded successfully. Scheduling information inthe form

of grants are sent over the E-DCH Relative Grant Channel (E-RGCH)and the

E-DCH Absolute Grant Channel (E-AGCH). While the former is a dedicated

channel which is co-located to a DCH, the latter is a shared channel for allE-

DCH users within a sector. Feedback information is sent to the NodeB via the

E-DCCH control channel. Figure 2.12 gives an overview of the involved data and

signaling channels.
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Figure 2.12:Enhanced Uplink signaling and data channels.

In Enhanced Uplink, high data rates are achieved on physical layer by using

multi-code transmissions with low spreading factors. The highest configuration

uses two SF 2 codes and two SF 4 codes in parallel, which means a gross chan-

nel bit rate of5.76 Mbps. The number of parallel codes and the TBS, which

corresponds to the number of information bits [73], define together the E-DCH

Transport Format Combination (E-TFC). Enhanced Uplink supports two different

transport time intervals,2 ms and10 ms. The highest data rates are only available

with the2 ms option.

On MAC-layer, the MAC-e and MAC-es entities have been introduced. One

UTRAN-side, MAC-es only exists in the RNC where it is responsible for macro

diversity selection and reordering. An MAC-es PDU (packet data unit) contains

one or more MAC-d PDUs. MAC-e is on UTRAN-side is located in the NodeB,

where it is responsible for scheduling and HARQ. MAC-e PDUs contain one or

more MAC-es PDUs and constitute the final data frame which is then transmitted

on physical layer to the UE. On UE-side, both entities exist. Besides the recipro-

cal tasks for the UTRAN-side, additionally E-FTC selection and restriction takes

place here.

The Hybrid ARQ functionality is nearly identical to the HSDPA implemen-

tation. Differences are in the number of supported HARQ processes, which de-

pends on the chosen transport time interval. With a TTI of10 ms,4 HARQ pro-

cesses are supported, while with a TTI of2 ms, the number of HARQ processes is
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Figure 2.13:Power assignment for the E-DPDCH. Power grants increase or de-

crease the E-DPDCH power relative to the DPCCH physical control

channel.

8. Similar to HSDPA, retransmissions must use the same E-TFC as for the initial

transmission.

2.4.2 Rate Assignment

The most prominent feature of the Enhanced Uplink is the rate control orre-

source assignment mechanism. Rate control is realized indirectly by transmit-

ting scheduling grants, which denote the maximum allowed power offset theUE

may use for the transmit power of the E-DPDCH physical data channel over the

DPCCH physical control channel. Thus, the received powerSk of a UE k at a

NodeB can be expressed as

Sk = Sc,k + ∆G,k · Sc,k, (2.7)

whereSc,k is the received power of the DPCCH and∆G,k is the scheduling

grant. The possible values for∆G,k are defined in [73] in a table with38 entries,
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where the entry with index0 is the zero grant which means that the UE pauses

its transmission. Figure 2.13 shows an example scenario. The power offset of

the E-DPDCH over the DPCCH is constant, until it is increased and decreased

by UP and DOWN grants. Grants can be either set as absolute value via the ab-

solute grant channel or as UP/DOWN/HOLD commands on the relative grant

channel. The relative grant channel exists for all NodeBs in the activeset of the

UE, but only the Serving NodeB is allowed to send UP commands. Grants from

non-serving NodeBs (other-cell grants) are used to avoid the floodingof an adja-

cent cell with interference so that here, only DOWN and HOLD commandsare

allowed. The condition for sending DOWN commands is defined by the total re-

ceived power at the NodeB and by the ratio between other-cell E-DCH power to

own-cell E-DCH power and can be chosen by the operator. Mobiles which are

not in soft handover only have one associated RGCH, while the one at thecell

border may additionally receive DOWN commands.

The selection of the E-TFC (and therefore of the instantaneous bit rate) accord-

ing to the signaled power grant is task of the UE. This is done in two steps: First,

the current power grant is compared with the uplink power headroom (UPH)

which indicates the maximumpossiblepower offset. The UPH is defined as

U =
Tmax,k

Tc,k
, whereTmax,k is the maximum allowed transmit power andTc,k

is the power of the DPCCH. The result is the power offset which is chosenfor

transmission:

∆max,k = min {∆G,k, U} . (2.8)

In the second step, the E-TFC restriction algorithm identifies the set of E-TFCs

which require a power offset lower than∆max,k. This is done by estimating the

power offset requirements of all E-TFCs according to a reference E-TFC. A state

machine with two states decides which E-TFCs are in “restricted” and which are

in “allowed” state. If the∆max,k is lower than the required power offset of an

E-TFC for a certain number of TTIs, the E-TFC is marked as “restricted” and

cannot be used for transmission. Otherwise the E-TFC remains “allowed”. The

opposite direction, i.e. from “restricted” to “allowed”, works analogously. After

the restriction process, the UE may then choose an E-TFC in “allowed” state
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which is suitable for the data volume in the transmit buffer. For a more detailed

discussion of the E-TFC restriction and selection process see [74].

2.4.3 Scheduling

The E-DCH scheduler decides on when, to which mobiles, and how much re-

sources (corresponding to scheduling grants) are assigned to the mobiles. The

scheduler can use the following feedback information from the UEs for itsdeci-

sion: Uplink power headroom, buffer status (total buffer and per priority class)

and the “happy bit” which indicates whether the incoming traffic at the UE can

be transmitted with the current resource assignment. The UPH is an indicator

for the propagation loss and can therefore be used for channel-aware schedul-

ing: A lower UPH means that the a larger fraction of the possible transmit power

is required to meet theEb/N0-requirements of the power controlled signaling

channel.

Theoretically, the scheduler can assign grants every2 ms to the UEs, however

this would induce a significant signaling overhead on the downlink. It is therefore

expected that scheduling is performed in larger time intervals [75], whichleads

to a trade-off between efficiency and signaling overhead. The scheduler must

operate within the resource constraints of the system. In WCDMA uplink, the

resource to assign is the interference or an deviated measure like cell load or

noise rise. Power grants and interference are related as following: LetE be the set

of E-DCH users in a cell, andI∗
E the interference share that can be consumed by

E-DCH radio bearers. Then, with Equation (2.7) and summing over all received

powers, the cumulated power grants are:

∑

k∈E

∆G,k =
I∗

E

Sc

− |E|. (2.9)

Note that in this equation it is assumed that the received powers of the control

channels of all users are approximately equal due to fast power control. Grants

may now be assigned individually to UEs. For example, a channel-awaresched-

uler that favors users which are on average closer to the serving NodeB antenna
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may use the following expression [12]:

∆G,k =
Uk∑

j∈E Uj

·

(
I∗

E

Sc

− |E|

)
. (2.10)

Uplink CDMA scheduling is in some aspects more complex than downlink

scheduling. A general rule is that favoring users which are close to the cell cen-

ter maximizes the instantaneous cell throughput. In [76] it is shown that with

no transmit power constraints, a greedy one-by-one scheduling algorithm that al-

ways favors the user with the best channel condition is optimal regardingcell

throughput. With transmit power constraints, the same holds for a water-filling

approach with parallel scheduling. However, these results are only applicable in

the single-cell case. In a multi-cell environment, an optimal solution has to con-

sider all involved UE. For a further discussion, see Section 4.1.

Literature on practical E-DCH scheduling is sparse. In [77], the authors pro-

pose a fast scheduler for the WCDMA uplink based on the past selected data rates

of the mobile. It is therefore a channel-blind scheduler which implicitly takesthe

traffic dynamics into account. Another approach is taken in [78], wherea channel-

aware scheduler is proposed with a similar concept as in HSDPA scheduling.

The scheduler evaluates the channel quality of each mobile (denoted as uplink

CQI – UCQI), and assigns scheduling grants in an one-by-one fashion. How-

ever, this approach collides with the already mentioned high signaling load and

also with the fact that the UMTS uplink is unsynchronized. In [75], the authors

describe the constraints for designing an E-DCH scheduler, but do notexplic-

itly propose a scheduler. A comparison of different channel-aware and channel-

blind schedulers is performed in [79]. In [12], a channel-aware scheduler and a

buffer-aware scheduler are proposed and compared with the performance of an

equal-rate scheduler.
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2.5 Network Scenarios

Throughout this monograph we use different network scenarios. The radio access

network of a UMTS network consists of a number of NodeBs and RNCs, whereas

we ignore the latter and concentrate on the layout, i.e. the spatial configuration

of the NodeBs. In practice, the cell layout depends on the characteristics of the

terrain and radio environment, on the expected number of users, their service and

movement profile, and on practical issues like community regulations regarding

antenna positions. Every NodeB controls a coverage area which we will refer to

as cell in the reminder. In our scenarios, the coverage area is furtherpartitioned

into quadraticarea elementswith a certain edge length, for example25 m. Each

area element is associated with a user arrival densityλf , wheref indicates the

area element. Note that the partitioning also allows to use an arbitrary propagation

map which covers the properties of different terrains like streets, wood, buildings,

etc.

We consider two types of networks: a “traditional”19-cell hexagonal layout

and a heterogeneous layout which is the result of a Voronoy tessellation of a

circular network area. For the hexagonal layout, we assume that the user arrival
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densities are the same for all area elements. The distance between the NodeB an-

tennas is1.2 km. For the heterogeneous layout, the network area is superimposed

with a number of circularclusterswhich consist of area elements of equal user

arrival densities. In the intersection areas of the clusters the arrival densities of

the clusters are summed up to the total arrival densities of the specific area ele-

ments, c.f. to [40]. Figure 2.14(a) shows the Voronoi tessellation andthe resulting

NodeB coverage areas of the heterogeneous cell layout. The position of NodeB

antennas are indicated by circles and the centers of the arrival clustersare indi-

cated by stars. The number of cluster intersections in Figure 2.14(b) illustrate the

relative arrival densities. The absolute values depend on the offeredload scenario

and are given in Section 3.6.

For both the HSDPA and Enhanced Uplink performance evaluation we usethe

modified COST 231 Hata pathloss model for a small urban environment [80]. We

assumed an uplink carrier frequency of1.95 GHz, a downlink carrier frequency

of 2.14 GHz, a mobile antenna height of1.8 m and a NodeB antenna height of

30 m. For the HSDPA evaluation, multi-path propagation profiles follow the def-

initions in [81].
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Models for HSDPA

In this chapter, we develop a framework for the performance evaluation of inte-

grated UMTS networks with HSDPA and DCH users in coexistence. The moti-

vation for such a framework is described in Section 3.1. The framework enables

system models on flow-level, a concept which is explained in Section 3.2. Akey

factor which influences the system performance is radio resource management. In

Section 3.3, we describe and formulate which schemes can be used to share radio

resources, i.e. downlink transmit power and orthogonal channelization codes, be-

tween DCH and HSDPA connections. The calculation of transmit powers for the

proposed schemes is then explained in Section 3.4. Transmit power andavailable

channelization codes are input variables for the physical layer abstraction model

for the calculation of the HSDPA user throughput, which is introduced in Section

3.5. The model provides a stochastic representation of small time-scaleeffects

during the life-time of a data flow. Also in this section, we develop analytical ex-

pressions for different channel-aware and channel-blind scheduling disciplines.

In the second part of the chapter, a flow-level simulation is used to investi-

gate different aspects of the HSDPA and DCH performance subject to the radio

resource management schemes and scheduling disciplines introducedbefore. In

Section 3.6, we firstly demonstrate the impact of a volume-based traffic model on

the spatial user distribution within the network. Then, we look at the averageuser

and cell throughput for different scheduling disciplines and explain how and why

the results stand in contradiction to models which do not take flow-dynamics into
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account. Finally, we investigate the impact of radio resource management and

power allocation schemes.

In the third part (Section 3.7), we develop an analytical model based onthe

flow-level framework. The challenge in this case is the proper modeling of spa-

tial user heterogeneity, which we solved with a closed-form approximationfor

Round-Robin scheduling. We conclude the chapter with some remarks onthe

results in Section 3.8.

3.1 Motivation and Related Work

Performance evaluation of an integrated, HSDPA-enabled UMTS network is a

difficult task due to the complex operations and interactions on different time-

scales, protocol layers and involved system entities. On physical and MAC layer,

the relevant time period is in a range from less than one microsecond on sym-

bol level up to several milliseconds for scheduling and retransmission handling.

Radio resource management procedures such as reservation and preemption op-

erate on time scales where user behavior, for example arrivals, departures, and

movements, takes place. These traffic dynamics occur in a scale of several sec-

onds to minutes. Nevertheless do the processes on higher layers influence lower

layer operations and vice versa. A second dimension is opened due to thedy-

namic structure of WCDMA networks. Since all NodeBs are transmitting in the

same frequency spectrum (frequency reuse factor1), the NodeB transmit powers

are mutually depending on each other. This means that the considered network

scenarios must be large enough to ensure the proper reproduction ofother-cell

interference effects. Also, in an integrated scenario HSDPA and DCH users in-

fluence each other, either directly by radio resource requirements or indirectly by

interference. In such a scenario, steady-state statistics on performance measures

like blocking probabilities require long simulation runs since relatively seldom

events like long-living DCH users with high data rates at the cell edge have an

disproportional influence on the network performance.
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Performance evaluation requires therefore tools which on the one handmodel

small-time scale physical layer effects with adequate accuracy, but on the other

hand allow for either long simulation runs in reasonable time, or analytic meth-

ods. In this chapter, we provide a framework for such tools on groundof a de-

composition approach. Higher network layers are modeled on flow-level, such

that the effects of traffic dynamics are captured. Lower layers are modeled with

approximative stochastic methods.

In the literature, the performance on packet-level is subject of a vast amount

of papers, which often concentrate on a certain aspect of the whole system. For

example in [54, 82, 83, 84, 85], the impact and modeling of Hybrid ARQ with

different redundancy schemes (incremental redundancy, ChaseCombining) is in-

vestigated. Link-level performance of AMC specifically for the HSDPA iscon-

sidered e.g. in [50, 86, 49]. Another aspect that has been extensively investigated

is the performance of different scheduling disciplines, often also in conjunc-

tion with QoS-guarantees for streaming services or with mixed service classes

[65, 67, 87]. For an overview of scheduling options for the HSDPA the reader is

referred to Section 2.3.4. There are many more facets, but all thesestudies have in

common that they use detailed packet-level simulations to concentrate on specific

aspects of the system performance.

A frequently used approach to speed up simulations is to use physical layer

traces of CQI or TBS values, which are generated offline by specializedlink-

level simulators. The traces are then used as input for higher-level network sim-

ulators. While this approach only requires memory for the traces, it is inflexible

regarding channel quality variations which are not primarily due to the radio link

itself but due to external factors like available code resources, transmitpower

and other-cell as well as own-cell interference. This is a characteristicthat is

common to most simulators which use physical layer traces. A well knownsim-

ulation tool relying on this approach comes from the EURANE project, which

resulted in the development of a packet-level HSDPA simulator based on the

Network Simulator-2 (NS-2) [88]. The EURANE simulator uses pre-generated

physical layer traces which provide block error rate (BLER) and current band-

41



3 Flow-Level Performance Models for HSDPA

width in each TTI. Further examples for trace-based simulators can be found in

[72, 89, 90, 91, 92].

Other approaches [93, 94, 95] use Monte-Carlo techniques. While Monte-

Carlo simulations are generally time-efficient and easy to implement, it is dif-

ficult to capture the impact of flow-dynamics. Especially when using a volume-

based traffic model for the HSDPA users, the mutual dependency between so-

journ time and available bandwidth can only be approximated as in [11, 93] for

Round-Robin scheduling. Finally, in [96], the impact of traffic dynamicson the

HSDPA performance is described for a single cell scenario. The HSDPA band-

widths are obtained via Monte-Carlo simulations which are then used as inputfor

time-dynamic simulations and an analytical model.

3.2 The Flow-Level Concept

The term flow-level refers to the modeling of an ongoing data transfer asa con-

tinuousflow with a certain data volume or holding time. We have to distinguish

between QoS flows which require a fixed bandwidth, as for voice calls over DCH

transport channels, and between best-effort or elastic flows which adapt their

bandwidth requirements to the currently available bandwidth. Such a flow may

be an FTP transfer or the combined elements of a web page including inline ob-

jects such as embedded pictures and videos, so it may consist of overlapping TCP

connections. A flow can be loosely defined as a coherent stream of datapackets

with the same destination address [97]. An important distinction between the two

flow types is that QoS flows typically follow a time-based traffic model, which

means that the user wants to keep the connection for a certain time span. Incon-

trast, elastic flows are volume based, i.e. the user is satisfied as soon as acertain

data volume is transmitted.

In the context of simulation and analytical models, the flow level concept is

an abstraction of the packet level. A flow is thus a single traffic object whichis

described by statistic properties. This properties can be classified into properties
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Figure 3.1:Flow progressions.

describing the attributes of the object itself, like flow size or life time distribu-

tion, and properties which describe the structure of the underlying packet pro-

cess within the flow. Examples of the latter are packet inter-arrival times or jitter.

Thus, flow-level modeling allows to find a balance between modeling accuracy

and required computational effort. In this work we are only interested in statisti-

cal results on flow level, i.e. we do not consider packet-level statistics. This means

in the context of HSDPA simulations or analytical approaches, that it is sufficient

to consider events which change theaveragethroughput of a flow. This avoids

the explicit calculation of physical and MAC layer effects like fluctuation of the

channel quality, and leads to a drastic reduction of the number of events.

An event is characterized by its type and its event timete. We denote the time

between two events with∆te. Events are generated if flows arrive into or depart

from the system, or if it is required to recalculate radio resource requirements,

interference or user bandwidth. Events are therefore predominantly generated at

the starting- and ending-points of a flow. However, other events are alsopossible

e.g. if a user significantly changes his location, or if radio resource management

performs operations such as power-ramping or power adaptation withinongoing

flows. Depending on the type of the event, different actions are performed.

QoS and elastic flows are treated in different ways. While for the former the

departure time is known at the beginning of its life time, the departure time of

elastic flows depends on the data rate they can utilize. So at each event, the trans-
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3 Flow-Level Performance Models for HSDPA

mitted data volume in the time span∆te and the remaining data volume is cal-

culated. Then, the mean HSDPA bandwidths for all flows are recalculatedand

the new departure times are estimated according to the new data rates. Figure 3.1

illustrates the principle with two example flows. The second flow arrives at time

te(n). The thickness of the flows illustrates their bandwidth. If flow2 departs

from the system atte(n + 1), the new departure time for flow1 is estimated as

t′e(n + 2).

3.3 Sharing Code and Power Resources

between HSDPA and DCH

A key part of the Radio Resource Management in HSDPA enhanced UMTS

networks is the sharing of code and power resources between DCHs, signaling

channels, common channels, and finally channels required for HSDPA, namely

the HS-DSCH and the HS-SCCH. The signaling channels and common chan-

nels mostly require a fixed channelization code and a fixed power as for the pilot

channel (CPICH) or the forward access channel (FACH). The DCHs are subject

to fast power control which means that their power consumption depends on the

cell or system load that determines the interference at the UE. The general level

of power consumption depends on the processing gain and the requiredtarget

bit-energy-to-noise ratio (Eb/N0) of the radio access bearer (RAB). Two types

of DCHs are distinguished: real-time (RT) and non-real-time (NRT) DCHs. RT

DCHs continuously require a certain service level which means that they keep

their channelization code, processing gain, and targetEb/N0 value throughout

the connection. RT DCHs are mainly used to transport voice or video traffic. NRT

DCHs are subject to a slow rate or load control which is located in the RNC. De-

pending on the current system situation the RNC may change the channelization

code and thus also the power consumption of a NRT DCH. Measurements in

a laboratory environment [16] have shown that the load control of NRTDCHs

takes place in the magnitude of several seconds, and that large differences exist
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Figure 3.2:RRM schemes for transmit power and channelization codes

between the load control algorithms of different vendors.

Sharing resources between HSDPA and DCH may be conducted either semi-

static or dynamically. The first studies on HSDPA performance [90, 91,94] as-

sume a fixed allocation of power and code resources to the HS-DSCH. More

recent publications [98, 99] assume a dynamic allocation of code and power re-

sources which means that the HSDPA may use all resources instantaneously not

occupied by CCHs or DCHs except for a certain safety margin that has tobe kept

due to the fluctuations in the DCH resources and the time required for adapting

to these changes.

An adaptive, dynamic allocation of code and power resources leads to an op-

timal utilization of the available spectrum and optimizes HSDPA performance

while the DCH achieve precisely their required service quality. As a negative

consequence the throughput of HSDPA connections diminishes in cells withhigh

DCH load. There is no performance guarantee for the HSDPA. A fixed resource

allocation leads to certain guaranteed HSDPA throughput but, also restrictsthe

DCH cell capacity. Additionally, resources may remain unused if only fewDCH

connections are present or if the code and power resources for the HSDPA are

not well balanced. The hybrid resource allocation combines the advantages of
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3 Flow-Level Performance Models for HSDPA

the fixed and the dynamic allocation. Allocating fixed code and power resources

to the HSDPA ensures a certain HSDPA throughput. Dynamically adding unused

DCH resources to the already allocated fixed HSDPA resources avoids wasting

valuable radio resources and optimizes HSDPA performance. Figure 3.2 sketches

the idealized power and resource sharing for the three allocation schemes fixed

(or semi-static), adaptive (or dynamic), and hybrid.

3.3.1 Code Resources

The HSDPA requires code and power resources. Codes are the channelization

codes that are generated according to the Orthogonal Variable Spreading Factor

(OVSF) code tree. The number of codes available for a certain spreading factor

(SF) is equal to the spreading factor itself. A384 kbps DCH occupies a SF8 chan-

nelization code. Accordingly, the maximum number of parallel384 kbps users

per sector is theoretically8. In practice, only7 parallel384 kbps users are possi-

ble since the signaling and common channels also require some code resources.

The largest spreading factor in UMTS isSF = 512. Let us therefore define

the SF512 code as base unit. A DCHi with SF k occupiesci = 512/k code

resources. An HSDPA code with SF16 requirescHS = 32 code resources. Let

CDCH be the total code resources occupied by all DCHs,CCCH be the resources

occupied by signaling and common channels, and,CHS = nHS ·cHS be the total

number of code resources used by the HSDPA wherenHS is the number of SF 16

codes allocated to the HS-DSCH. The total number of code resources is equal to

Ctot = 512. Depending on the code allocation scheme, the number of codes

available for the HS-DSCH is

nHS =





n∗
HS , for fixed allocation,

⌊Ctot − CCCH − CDCH⌋, for adaptive and hybrid allocation.
(3.1)

The adaptive and hybrid allocation may be done on different time scales and

additional code margins. The allocation of channelization codes to channels is
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3.3 Sharing Code and Power Resources between HSDPA and DCH

done by the RNC via the NodeB application protocol (NBAP) [100]. The HS-

DSCH code allocation is signaled to the UEs via the mandatory HS-SCCH con-

trol channel, such that no additional radio resources are consumed.Changing the

channelization code of a DCH, however, requires signaling from RNC to UE via

the Radio Resource Control (RRC) protocol [101]. Changing a DCH code there-

fore consumes radio resources and introduces signaling delays. Consequently,

frequent changes of DCH codes should be avoided. One possibility [98] is to

allocate HS-DSCH codes at one end of the OVSF code tree and codes forsig-

naling, common, and dedicated channels starting from the other end of thecode

tree. Between DCH codes and HSDPA codes a certain buffer zone is introduced

in order to allow short-term allocation to DCH or signaling channels. Fragmen-

tation of the code tree can further reduce HSDPA code resources. Fluctuation of

DCH code resources results from arrival and departure of DCH users but also

from varying DCH activity. The time scale on which these activity changes take

place determines whether the codes are meanwhile released and availablefor the

HSDPA or not. The delay requirement of the application determines how fast

the codes have to be available again after an inactivity period. As an example,

HSDPA might utilize free code resources that results from the inactivity ofan In-

ternet user on a384 kbps DCH but might not utilizes free code resources resulting

from silence periods in voice calls.

3.3.2 Power Resources

The transmit powerTx,tot of the NodeB consists of a constant partTCCH for

common and signaling channels, a partTDCH for DCHs, and a partTHS for the

HS-DSCH:

Tx,tot = TCCH + TDCH + THS . (3.2)

Let Tmax be the maximum NodeB transmit power andT ∗ be the target transmit

power. Then, the HS-DSCH transmit power according to the different resource
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allocation schemes is

THS =





T ∗
HS , for fixed power allocation,

T ∗ − TCCH − TDCH , for adaptive and hybrid power allocation,

(3.3)

whereT ∗
HS is the power reserved for the HS-DSCH andTDCH is the total DCH

power averaged over some period of time.

The DCH admission control for fixed and hybrid power allocation has to take

care that the DCH power does not exceedTmax−TCCH −T ∗
HS . This is achieved

by keeping the average DCH power belowT ∗ − TCCH − T ∗
HS . The margin

between target and maximum power is the power control headroom reserved

for fluctuations of the DCH power. In a system without HSDPA [30] the tar-

get power is by a factorK smaller than the maximum power. A typical value

is K = 0.5. The introduction of the HSDPA allows for a better utilization of

the power resource [94] even if fixed power allocation is used. As the power

control headroom is chosen relative to the average DCH power ratio we obtain

T ∗ = K · (Tmax − T ∗
HS) + T ∗

HS . Adaptive or hybrid power allocation tries to

follow the fluctuations of the DCH power. The control of the HSDPA power can

be located in the RNC or in the NodeB. If it is located in the RNC only a rather

slow adaptation of the power is possible so it is beneficial to perform poweradap-

tation directly in the NodeB. The faster the NodeB is able to adapt the HS-DSCH

power, the smaller the power control headroom can be chosen.

3.4 Downlink Transmit Powers

We define a UMTS network as a setL of NodeBs with associated UEs,Mx,

with x ∈ L. A DCH connectionk corresponds to a radio bearer with data rate

Rk and code resource requirementsck. Since the power consumed by the DCH

connection is subject to power control, the receivedEb/N0 εk fluctuates around

a target-Eb/N0 valueε∗k, which is adjusted by the outer-loop power control such

that the negotiated QoS-parameters like frame error rate are fulfilled. A common
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approximation for the averageEb/N0 value is

εk = W
Rk

·
Tk,x · dk,x

W · N0 + Ik,oc + αk · Tx,tot · dk,x

, (3.4)

where the orthogonalityαk describes the impact of the multi-path profile for

DCH k. In this equation,Tk,x is the DCH transmit power for userk, W is the

system chiprate,N0 is the thermal noise power density,Ik,oc is the other-cell in-

terference from adjacent NodeBs andTx,tot is the total transmit power of NodeB

x. In this work, we assume perfect power control, i.e. the meanEb/N0 value

meets exactly the target-Eb/N0 such thatεk = ε∗k. The mean transmit power

requirement of a DCH connection follows than as

Tk,x =
ε∗k · Rk

W
·

(
W · N0 + Ik,oc

dk,x

+ αk · Tx,tot

)
. (3.5)

The average other-cell interference comprises the received powers of surrounding

NodeBs such that

Ik,oc =
∑

y∈L\x

Ty,tot · dk,y. (3.6)

The total NodeB transmit powers can be calculated with an equation system over

all NodeBs. For that reason we follow [40] and define the load of NodeBx with

respect to NodeBy as

ηx,y =
∑

k∈Mx

ωk,y

with ωk,y =
ε∗k·Rk

W
·

{
α , if L(k) = y

dk,y

dL(k),k
, if L(k) 6= y.

(3.7)

After some algebraic modifications, this allows us to formulate the total DCH

transmit power in a compact form as

Tx,DCH =
∑

y∈L

ηx,y · Ty,tot. (3.8)

In this equation, we neglect the thermal noise since in a reasonably designed

network it is not relevant for the transmit power requirements. Note alsothat
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the equation includes the casey = x. For the total transmit power we need

to introduce the boolean variableδy,HS which indicates whether at least one

HSDPA flow is active in cellx. With theadaptiveandhybrid RRM schemes, the

total transmit power is then

Tx,tot = δx,HS · T ∗
x + (1 − δx,HS) ·

(
Tx,CCH +

∑

y∈L

ηx,y · Ty,tot

)
. (3.9)

With thefixed scheme, the HS-DSCH transmit power is independent of the DCH

transmit power, and Eq. (3.9) simplifies to

Tx,tot = δx,HS · T ∗
x,HS + Tx,CCH +

∑

y∈L

ηx,y · Ty,tot. (3.10)

Introducing the vectors

VF [x] = Tx,c + δx,HS · T ∗
x,HS

VA[x] = δx,HS · T ∗
x + (1 − δx,HS) · Tx,CCH

(3.11)

and matrices
MF [x, y] = ηx,y

MA[x, y] = (1 − δx,HS) · ηx,y

(3.12)

for the fixed andadaptive/hybridpower allocation schemes, respectively, leads

to a the matrix equation

T = V + M · T ⇔ T = (I − M)−1 · V, (3.13)

that is valid for all three resource allocation schemes. The matrixI is the identity

matrix, andT is the vector of NodeB transmit powersTx. The DCH and HSDPA

transmit powers are then calculated with Equation (3.8) and Equation (3.3).

In order to prevent outage, an ideal DCH admission control should accept

a new user only if the total DCH transmit powers including that of the new user

stay below the admission control threshold. This means that admission control for

DCHs is performed under the assumption that the HSDPA power is switchedon
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in every cell, since otherwise the additional interference would lead to increased

transmit power requirements which may exceed the maximum transmit power.

Thus, even in case that the HS-DSCH power is switched off, the above equations

with δx,HS = 1 for all cellsx are used for determining the DCH power relevant

for DCH admission control, but the equations are used with the actual valueof

δx,HS for computing the actual cell transmit powers.

3.5 HSDPA Throughput Approximation

In the following we describe a physical layer abstraction model for the calcu-

lation of the data rate of an HSDPA user depending on the other-to-own-cell

interference ratio, the HS-DSCH transmit power, the number of availablecodes,

the number of HSDPA users, and the scheduling discipline. The model is the

counterpart to the classical orthogonality factor model for CDMA downlink as

it has been used in the previous section to calculate the DCH transmit powers.

However, since DCH connections are power controlled, it is sufficient tocalcu-

late with a mean orthogonality factor, hence with a mean SIR. For the calculation

of the HSDPA data rates, the distribution of the SIR at every location in the cellis

required since the CQI values and SIR are directly related to each other. Hence,

the key of our throughput approximation method is the assumption that the first

moment and the standard deviation of the distribution of the CQIs in a random

TTI depends mainly on the ratio between average other-cell interference to aver-

age own-cell interference (or other-to-own interference ratio in short). We further

assume that within an inter-event time, the SIR evolution is a stationary process,

which in essence means that the UE stays roughly within its original area ele-

ment. Note however that it is also possible to model mobility by generating a

new event if the UE reaches a new area element.

We assume idealized CQI reporting, i.e. perfect estimation of the channel, no

feedback delay, and constant channel quality during a single TTI. These assump-

tions are realistic for slowly moving users with relatively slow channel variations.
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In [86], the following relation between SIR and CQI has been found, which will

be used later for the TBS distribution:

CQI = max
(
0, min

(
30,
⌊

SIR[dB]
1.02

+ 16.62
⌋) )

. (3.14)

The CQI-valueq defines the maximum possible transport block size (TBS)

v(q) ∈ Vk, that can be transmitted in one TTI. The set of transport block sizes

Vk depends on the category of the user equipment and is defined in [73]. The CQI

value and the TBS also defines the number of required parallel codesnHS(q). If

the number of available codesnHS is lower thannHS(q) the scheduler selects

the maximum possible TBS-value according tonHS . This means that an optimal

usage of resources is only possible if the transmission format according to the

reported CQI utilizes all available codes. If too few code resources areavailable,

power resources are wasted, and if too few power resources are available, the

CQI is too small to utilize all available codes. The reported CQI value depends

essentially on the multi-path profile, the user’s location, the available HS-DSCH

power, and the other-cell power. The number of codes required fora certain CQI

value depends on the CQI category.

In the following, we first explain our SIR model including multi-path propaga-

tion. Then we describe how to determine the resulting CQI and TBS probability

distributions [28]. These are then used to model different scheduling mechanisms

for the calculation of the average user data rates.

3.5.1 SIR and CQI Distribution

Consider an HS-DSCH with transmit powerTx,HS = ∆x,HS · Tx,tot andnHS

parallel codes allocated to the HS-DSCH. The variable∆x,HS describes the frac-

tion of the HS-DSCH transmit power on the total NodeB transmit power. The

propagation channel between NodeBx and mobilek is subject to multi-path

propagation with a set ofPx independent paths. Each path experiences Rayleigh

fading with an instantaneous propagation gain of

dx,k,p = dx,k · βp, (3.15)
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wheredx,k is the average propagation gain andβp is an exponentially distributed

random variable with normalized meansmβp such that
∑

p∈P mβp = 1. In this

work we refer to the Pedestrian A and B and Vehicular A multi-path propagation

models [81]. We assume a RAKE-receiver at the UE side with a finger oneach

path and perfect Maximum Ratio Combining of the path signals. Accordingly,

the SIR at a UEk is equal to

γk = ∆HS · γ
k
, (3.16)

whereγ
k

is thenormalized SIR, which is defined as

γ
k

=
∑

p∈P

βp

∑
y∈L\x

(
Ty,tot·dy,k

Tx,tot·dx,k

∑
q∈Py

βq

)
+

∑
r∈Px\p

βr

. (3.17)

The first term in the denominator of this equation describes the other-cell interfer-

ence from adjacent NodeBs, which is also subject to multi-path propagation and

fading. The second term is self-interference from other signal paths than the con-

sidered pathp. Thermal noise is neglected since it is in well-designed networks

by magnitudes smaller than the multiple access interference. All other variables

are equally defined as in Section 3.4.

In Equation (3.17), the impact of the other-cell interference increases on av-

erage if the mobile is closer to the cell border. Our assumption is thereforethat

the mean and the variance of the SIR distribution is a function of the average

other-cell received power to average own-cell received power (or “other-to-own

cell power ratio” in short)Σk:

Σk =
∑

y∈L\x

Ty,tot · dy,k

Tx,tot · dx,k

. (3.18)

Note that the other-to-own interference ratio is the reciprocal of the “G-factor”

which is introduced e.g. in [102] to describe the influence of the geometryon the

HSDPA performance.
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Figure 3.3:Mean and standard deviation of the normalized SIR versus the other-

to-own interference ratio.

So, we are interested on the probability distribution of the normalized SIR and

in the functionsfE(Σ) andfSTD(Σ) that mapΣk to the meanE[γk] and the

standard deviationSTD[γk] in decibel scale. We propose to use the following

four-parametric Weibull function

fa,b,c,d(x) = a − b · e−c·xd

, (3.19)

both forfE andfSTD. The parameters of the functionsfE andfSTD are found

by fitting on results obtained with Monte-Carlo simulations. The simulation gen-

erates NodeBs with uniformly distributed transmit powers in a square areaac-

cording to a homogeneous spatial Poisson process, and measures thereceived

powers at the randomly located UEs.

Figures 3.3(a) and 3.3(b) show the mean and standard deviation of thenormal-

ized SIR depending on the other-to-own interference ratio for different multi-path

propagation profiles defined in [81]. The dots represent simulated values, and the

solid lines the fitted Weibull functions. Note that the x-axis of Figure 3.3(a) is

divided in two intervals in order to improve the visibility of the results. On the

left side, the average other-to-own ratio is in linear scale, while on the rightside
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Figure 3.4:Comparison between estimated and simulated SIR and TBS results.

it is in decibel scale. We see that while the functions are fairly in the center ofthe

simulation results, the results for the mean normalized SIR are more function-like

than the results for the standard deviation, especially for higher values ofΣk. An

interesting observation is that the standard deviation is nearly independentof Σk,

while the mean varies from+9 dB to−9 dB.

In the next step, the SIR distribution is approximated by fitting a suitable prob-

ability distribution to the results of the simulation with help of the mean and stan-

dard deviation values. We experimented with several distributions both in linear

and decibel domain. The results show that the normal distribution in decibel do-

main is a good candidate for all three multi-path profiles, as shown in Figure

3.4(a), although in some cases it is also beneficial to apply different distributions

for Σ-ranges below and aboveΣ = 0.1 [28]. The figure shows the maximum

sum of squared error (SSE) of the normal distribution fit in decibel scale versus

the average other-to-own interference ratio. Results indicated with (est) are gen-

erated with estimated distribution parameters according to the functionsfE(Σ)

andfSTD(Σ). For results indicated with (opt), the actual mean and standard de-

viations gained from the simulation samples have been used. We observe that the

SSE becomes smaller with an increasing other-to-own received power ratio, and
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Figure 3.5:CQI distributions (left) and code requirements (right).

that the difference for optimal distribution parameters from simulation results

and estimated distribution parameters from the fitted Weibull function is small.

In Figure 3.4(b) we compare the estimated mean TBS (solid lines with diamond

markers) to simulation results (shown as dots). For the Pedestrian A multi-path

profile, results are shown for different maximum number of parallel codes (3, 10,

and15 codes). The figure affirms the increasing accuracy of the estimation with

increasingΣ-values. For smallΣ-values, i.e. very close to the antenna, the model

slightly underestimates the mean TBS.

The distribution of the CQI values is then obtained as discretization of the SIR

distribution by applying Equation (3.14). Figure 3.5(a) shows the cumulative dis-

tribution functions (CDF) of the CQI values for several other-to-own-interference

and transmit power ratios. TheΣ-values range from0 dB to−20 dB with a step

size of5 dB. LowerΣ-values are indicated by darker lines. We observe that with

a lowerΣ, the shape of the CDF becomes steeper due to a lower variance and

an increasing positive skew. Additionally, the transmit-power ratio is set to0 dB

and−10 dB, which causes a shift of the distributions to lower CQIs, but does not

change the variance nor the shape of the distributions.
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Figure 3.6:The multi-path propagation profile has a strong influence on the UE

performance in the inner cell area (left). Accordingly, UE categories

are most relevant with good channel conditions (right).

Finally the probability distribution of the TBS values of a userk, pTBS,k(q),

is calculated from the CQI distribution. The maximum possible TBSv∗ follows

from the available code resources as described in Section 3.3.1. Figure 3.5(b)

clarifies the relation between CQI and required codes. Truncating the CQIdistri-

bution according to the available codes for the HS-DSCH yields the probability

distribution of the TBS-values for a userk as

pTBS,k(v) =





pCQI,k(v(q)), if v(q) < v∗,
∑30

q=q∗ pCQI,k(q), else,
(3.20)

whereq∗ is the maximum allowed CQI corresponding to the maximum possi-

ble TBSv∗. Furthermore, we denote the CDF of the CQI and TBS values with

PCQI,k(q) andPTBS,k(v).

The physical layer abstraction model gives us insights into the impact of sys-

tem parameters like multi-path channel profile, number of available codesand

UE category. Figure 3.6(a) shows the gross data rate, i.e. the throughput a sin-

gle UE would achieve, depending on the other-to-own-interference ratiofor the
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ITU Vehicular A, Pedestrian A and Vehicular B multi-path propagation models.

A profile with a strong dominating path, like in Pedestrian A, enables indeed

very high data rates up to12.8 Mbps. In contrast, profiles with several paths with

similar mean power, like for Vehicular A and Vehicular B, lead to significantly

lower data rates. In fact, with these two models, it is sufficient to provide five

SF 16 codes for the HS-DSCH. Figure 3.6(b) shows the gross data rates for dif-

ferent UE categories, which reflect the capability for 16 QAM, number of parallel

codes and inter-scheduling time. It is remarkable that UEs without 16 QAMsup-

port (categories 11 and 12) have significantly lower data rates than UEs with

16 QAM, although the transport block sizes are identical (categories 1–6).

3.5.2 Scheduling

The scheduler in the NodeB has a large influence on the user-level and system-

level performance of the HSDPA. Several proposals exist for HSDPA scheduling,

from which we implemented the three most common ones into the framework.

The Round-Robin-scheduler, although not channel-aware, is easy toimplement

and time-fair, which is often sufficient to prevent starvation of users onthe cell

edge. The MaxTBS-scheduler chooses always the user with the currently best

possible TBS, including restrictions due to code resources. This may leadto star-

vation of users with bad channel conditions but also optimizes the instantaneous

cell throughput. Finally, the Proportional-fair scheduler selects the userwhich

has the proportionally best TBS in relation to its past throughput.

For the calculation of the mean throughput we need the conditional probability

ps,k(v) that a userk is scheduled with TBSv. This probability depends on the

scheduling discipline. According to the theorem of total probability, the expected

transmitted data volume per TTI is then

E[Vk,TTI ] =
1

1 + perr

·
∑

v∈Vk

v · pTBS,k(v) · ps,k(v), (3.21)

whereperr is the probability for an erroneous first transmission within the Hy-

brid Automatic Repeat Request (HARQ) process. Further retransmissions have a
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3.5 HSDPA Throughput Approximation

negligible impact on the throughput approximation.

Round-Robin Scheduling

TheRound-Robinscheduler selects the users consecutively for transmission. The

probability that a user is selected is approximately

ps,k =
1

|M|
(3.22)

for a sufficiently long time interval. This means that the user throughput in this

case depends on the number of users, but not on the location or the radio condi-

tions of the other users. Therefore, the mean transmitted data volume in a random

TTI is

E[Vk,TTI ] =
E[vk]

|M| · (1 + perr)
, (3.23)

whereE[vk] =
∑

v∈Vk
v · pTBS,k(v) is the meanpossibleTBS of userk. This

enables to speed up the computation by storing the possible mean TBS for all

values ofΣ, ∆, andCx,h in a database.

MaxTBS Scheduling

With MaxTBS (or Max C/I) scheduling, the user with the currently best TBS is

scheduled. If two or more users have the highest TBS, a random userout of this

set is chosen. We assume that the scheduler decides on behalf of the maximum

possibleTBS, i.e. the TBS that can be assigned if the available code resources are

taken into account. Users with low SNR-values have therefore a higher probabil-

ity to are in tie with high-SNR users, meaning that they are more often selected

for scheduling. This rule introduces therefore an additional degree offairness into

the system.

In contrast to Round-Robin scheduling, the throughput of a user depends not

only on its own location, but also on the location of the other users. In [96],this

scheduling discipline is modeled as a priority queue, where locations closerto
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the NodeB have higher priority than locations farther away. However, it isalso

possible to calculate the mean throughputs directly from the TBS-distributionsof

the users. Given a certain possible TBSv of userk, the probability that this user

is scheduled can be expressed as

ps,k(v) =




∏

m∈M\k

PTBS,m(v)


 ·




|M|−1∑

n=0

1
n+1

· pNk,v
(n)


 . (3.24)

The term in the first two brackets corresponds to the probability that the possible

TBS of all other users is not higher than the TBS of userk, which is the prob-

ability that the maximum TBS of this set of users isv. The second term is the

probability that userk is selected for scheduling even if some other users have

an equal TBS value. The running variablen in the sum denotes the number of

users with TBS values equal tov. We assume that each user is selected with equal

probability, which is expressed by the probability1
1+n

.

The probability thatn users have TBSk under condition that the maximum

TBS is v is denoted withpNk,v
(n). For the calculation, let us first define the

Bernoulli random variableξi(v) which denotes the case that the experienced TBS

Vi of useri is v, under condition thatv is the maximum allowed TBS:

ξi(v) =





1 if Vi = v under conditionVi ≤ v,

0 else.
(3.25)

The corresponding probabilityP (ξi(v) = X) is given by

P (ξi(v) = X) =





1 −
pT BS,i(v)

PT BS,i(v)
if X = 0,

pT BS,i(v)

PT BS,i(v)
else.

(3.26)

Let us further define with the random variableNk,v =
∑

m∈M\k ξm(v) the

number of users which have additionally to userk the TBS-valuev. The proba-

bility pNk,v
(n) = P (Nk,v = n) follows then from the convolution ofP (ξi(v))

as

pNk,v
(n) = �

m∈M\k

P (ξm(v) = n), (3.27)
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where� denotes the discrete convolution operator.

The drawback of this scheduling discipline in terms of computation time is

that in contrast to the Round-Robin scheduler it is not possible to store the mean

throughput values for all situations in a large database, since the scheduling prob-

ability depends not only on the own TBS distribution, but also on the other users

involved. A simple implementation requires therefore the calculation of the TBS

distribution on each event, which leads to significant higher computation require-

ments mainly due to the convolution in Equation (3.27). A more sophisticated

implementation could therefore estimate the impact of certain users on the TBS

distribution and neglect users which have a very low probability to get scheduled.

Proportional-fair Scheduling

Proportional-fair(PF) scheduling is a scheduling discipline which has been de-

veloped for the 1xEv-DO-system in the downlink, [59]. Its basic principleis to

give each user the bandwidth proportional to its link quality and its past through-

put. This is achieved by choosing the user which has the best instantaneous rela-

tive throughput over its past throughput, which is often determined with a sliding

window approach. However, different versions of PF scheduling exist. The most

fundamental difference is the way how the past throughput is calculated. The first

variant updates the past throughput every scheduling period regardless whether

the user has been scheduled or not, the second variant updates the past throughput

only if the user is indeed chosen for transmission. The difference between both

versions is that in the first case the mean throughput of a user is proportional to

only its channel quality, while in the second case it is also related to the gener-

ated traffic. In [103] and [104] it is argued that both variants approximately lead

to the same results in case of statistically identical fading and infinite backlogs.

The second assumption is reasonable during the inter-event time, while thefirst

assumption is contradicted by the fact that the shape of the CQI distribution de-

pends on the level of received other-cell interference. For a comparison of both

variants refer to [6].
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Let us introduce the random variableθk(vk) = vk/v̄k as the proportional-fair

scheduling index for thek-th user. We assume an infinite history for the mean

TBS v̄k, which means that it can be calculated directly from the TBS distribution

asv̄k = E[vk]. The CDF ofθk is then

PPF,k(θ) = PTBS,k(θ · E[vk]). (3.28)

Neglecting the very small probability that two users have the same PF-index, the

probability to be scheduled when having TBSv is given by

ps,k(v) =
∏

m∈M\k

PPF,m(θm(v)). (3.29)

In fact, the only way for two users having the same PF-index is due to discretiza-

tion errors in the scheduler implementation. Thus, the proportional-fair scheduler

is computationally less demanding than theMaxTBS scheduler, since no con-

volution has to be performed. However, the computation still depends on the

TBS distributions of all users and is therefore more time-consuming thanRound-

Robin scheduling.
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3.6 Flow-Level Performance Results

3.6 Flow-Level Performance Results

In this section, we present some numerical results to show different aspects and

influencing factors on the HSDPA and DCH performance. For the results, an

event-based flow-level simulation is used. Users are generated according to a

Poisson process with inter-arrival time1/λ in one of the two network scenarios

we described in Chapter 2. Dedicated Channel users, i.e. QoS users,are modeled

with a time-based traffic model, such that they leave the system after a certain

time which is determined at arrival. This time is exponentially distributed with

mean1/µ. HSDPA users are volume-based, i.e. they want to transmit (or receive)

a certain data volume, which is also exponentially distributed with meanE[VHS ].

Note that other distributions are also possible. The HSDPA and DCH users do not

change the location during their lifetime.

On each event, NodeB transmit power and interference, code resources, and

HSDPA user throughput are recalculated if necessary. On a DCH arrival or de-

parture, HSDPA code resources in the relevant cells are decreased or increased

according to the DCH code requirements. Additionally, the total transmit powers

are updated for all NodeBs and the interference at the user locations are calcu-

lated. Transmit powers are also recalculated if the HS-DSCH is switched onor

off because of HSDPA user arrivals or departures. In all cases, the data volume

transmitted by HSDPA users within the past inter-event time is subtracted from

their remaining data volumes. New HSDPA data rates are calculated, taking the

new radio resource and interference situation into account. Finally, the expected

departure times of the HSDPA users are updated according to the remaining data

volumes and data rates.

Admission control for HSDPA users is realized with a simple count-based

approach, the threshold is set to10 concurrently active users if not indicated

otherwise. Admission control for DCH connections is based on code andtransmit

power, while the latter is calculated under the assumption of full NodeB power, as

we explained in Section 3.4. The NodeB target power isTtarget,x = 10 W, from

which TCCH = 2 W are reserved for common and pilot channels. The network
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granularity, i.e. the length of the edge of an area element, is25 m.

We consider two DCH classes with128 kbps and384 kbps and target-Eb/N0

values of3 dB and4 dB. The code resource requirements of these classes are32

and64 SF 512 code units, which corresponds to spreading factors of SF 8 and

SF 16. The offered DCH load is defined with the code load as

ρc =
∑

s∈S

λs

µs

·
cs

Ctot

, (3.30)

whereS denotes the set of service classes, andcs the code requirements of ser-

vice classs. The mean DCH call time is120 s for both service classes, the arrival

rates follow then from Equation (3.30).

3.6.1 Volume-Based Traffic Model and Spatial User

Distribution

An important distinction between QoS and elastic flows is that QoS flows typi-

cally follow a time-based traffic model, which means that the user wants to keep

the connection for a certain time span. In contrast, elastic flows are often modeled

as volume based, i.e. the user is satisfied as soon as a certain data volumeis trans-

mitted. In reality the user behavior is a mixture between both models, depending

on factors like user satisfaction, pricing models, type of content. However, the

two models can be seen as extremes cases of real user behavior.

A time-based traffic model implicates that the number of currently active users

is independent of the perceived data rates. Moreover, thespatial distributionof

the number of users corresponds to the spatialarrival process: If users arrive

according to a homogeneous Poisson process with arrival rateλ, the number of

concurrently active users in steady-state follows according to Little’s law [105]

asλ/µ, if no blocking occurs.

A volume-based traffic model means that users stay in the system until their

service demands are satisfied. Therefore, the number of active users depends on

the assigned data rates. In HSDPA systems, data rate depends on the channel
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Figure 3.7:Arrival and residence probabilities for an irregular cell layout with

inhomogeneous user arrivals and DCH offered loadρc = 0.4. The

line with diamond markers indicates the user arrival probability.

quality, which means that users with low average channel qualities stay longer

in the system than those with good channel qualities. Since the average chan-

nel quality is dominated by other-cell interference, users at the cell edges stay

on average longer in the system than users in the center of the cell. This also

implicates that the spatial arrival process and the spatial steady state distribution

are not congruent anymore, a fact which makes the planning process of HSDPA

networks significantly more complex. One reason is that Monte-Carlo methods

[95] now have to estimate the spatial user population for every snapshot,which

is difficult without knowledge of the currently ongoing flows. With Round-Robin

scheduling, a direct formulation of the mean transfer time was found in [14] and

[93], since in that case the data rates of the users only depend on the number of

users and their positions, but are otherwise independent of each other.

We now clarify the effect of spatial heterogeneity with some example sce-

narios. Figure 3.7 shows the arrival probability and the residence probability vs.
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Figure 3.8:Mean data rate vs. distance to antenna with offered DCH loadρc =

0.4. Proportional-fair scheduling leads to an almost constant gain

over Round-Robin scheduling independent from the distance.

the distance to the antenna in a cell which is taken from the irregular scenario.

The arrival probability describes the probability that a user arrives in this cell at

a certain point, while the residence probability expresses the distribution of the

users in the cell how it is seen in steady state. The spiky shape of the curves

stems from the discretization of the cell area into area elements. It is obvious

that arrival probability and residence probability are not equal, and that the dif-

ference depends on the scheduling discipline. MaxTBS scheduling shows as ex-

pected the largest differences, since users close to the antenna leave the system

much earlier than users farther away. We observe that the residence probabili-

ties with Proportional-fair scheduling match the arrival probabilities better than

with Round-Robin scheduling. The reason is that Proportional-Fair scheduling

tries to assign data rates more balanced and indeed favors users at the cell edge

under certain circumstances. With volume-based users and MaxTBS-scheduling,
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Figure 3.9:Mean data rate vs. distance to antenna for a hexagonal cell with of-

fered DCH loadρc = 0.6. The high DCH load leads to low HSDPA

throughputs. Proportional-Fair scheduling favors user at cell edges.

the probability to meet a user at the cell edge is four times higher than the arrival

probability at the same location.

Figure 3.8 shows the average user data rate depending on the distance to

the antenna. While MaxTBS-scheduling strongly favors users in the cell center,

Proportional-fair and Round-Robin scheduling lead to more balanced results. The

difference between Round-Robin and Proportional-Fair reflects the scheduling

gain due to multi-user diversity. The gain of Proportional-fair over Round-Robin

scheduling is almost constant over the whole distance range.

Finally, in Figure 3.9, the average data rate for the enter cell of the homoge-

neous scenario is shown, but in a scenario with a higher DCH load ofρc = 0.6.

Here, the lack of resources leads to low throughputs, but more interesting is the

small throughput gain of users in the outer cell area for Proportional-fair schedul-

ing. This is caused by the higher variance of the TBS distribution of those users

67



3 Flow-Level Performance Models for HSDPA

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

500

1000

1500

2000

2500

Offered DCH code load ρ
c

T
im

e−
av

er
ag

e 
th

ro
ug

hp
ut

 [k
bp

s]

 

 

Prop.−Fair
MaxTBS
Round−Robin

cell
throughput

user
throughput

Figure 3.10:Time-average user and cell throughput vs. offered DCH load for dif-

ferent scheduling disciplines.

which is also reflected in the probability distribution of the proportional-fair in-

dices defined Section 3.5.2. Due to the high DCH load, the averagepossible

throughput of user close and more distant to the antenna is nearly equal.However,

the higher variance of the TBS distribution of distant users lets them be moreof-

ten scheduled compared to users in the inner cell area. For a further discussion of

this behavior see also [106].

3.6.2 Impact of Scheduling Disciplines

Let us now investigate the impact of different scheduling disciplines on theover-

all performance of the network. We consider the homogeneous scenario with the

adaptive RRM scheme and increase the offered DCH load from0.1 to 0.8, which

is a very high and therefore unrealistic value, but it helps to understand the system

behavior better.
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Figure 3.10 shows the resulting time-average cell and user throughputversus

the offered DCH load. As expected, the channel-aware scheduling disciplines

lead to better results than the channel-blind Round-Robin discipline, regardless

of the DCH load. With higher load, the difference between the scheduling disci-

plines becomes smaller, since the lack of code resources prevents efficient uti-

lization of multi-user diversity. An interesting result is that Proportional-Fair

scheduling leads to higher throughput curves than MaxTBS-scheduling, which

is at a first glance counter-intuitive. MaxTBS-scheduling provides sum-optimal

throughput for a static scenario, i.e. for a fixed number of users andconse-

quently also during any inter-event time. This means, if we look at an arbitrary

system snapshot, MaxTBS-scheduling always leads to a higher cell through-

put than would Proportional-Fair scheduling in the same snapshot. However,

in cases where the differences between the mean channel conditions are large,

the MaxTBS scheduler selects nearly always the best user, assigning very low

data rates to the remaining UEs, such that their data volume is only marginally

reduced. Therefore, users with bad channel conditions stay very long in the

system which is reflected in the time-average cell and user throughput. With

Proportional-Fair scheduling, “good” users stay longer in the system, but the to-

tal data volume transported within a certain time span is higher on average. Note

that in principle this also holds for Round-Robin scheduling, however, channel-

blindness outweighs this effect such that the average throughput is indeed lower.

In the literature, some numerical results seems to stand in contradiction to the

results presented here. In [90] and [107], the system throughput for Round-Robin,

Proportional-Fair and Max C/I (which is equivalent to MaxTBS) is compared,

and it is concluded that MaxTBS scheduling provides the highest throughput.

However, the results apply to static scenarios with persistent data flows fora

fixed number of users. In such a scenario, MaxTBS scheduling is optimal, but it

is not comparable with the flow-level throughput in a stable system. In [91], users

arrive according to a Poisson process and request100 kByte of data, which is the

same amount of data as in our scenario. However, users are dropped from the

system if they stay longer than12.5 s in the system, so in fact the study employs
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(a) Total remaining data volume vs. time

0 5 10 15
0

500

1000

1500

2000

2500

3000

3500

Time [s]

T
ot

al
 c

el
l d

at
a 

ra
te

 [k
bp

s]

 

 

Proportional−Fair
MaxTBS
Round−Robin

(b) Cell throughput vs. time

Figure 3.11:Comparison between MaxTBS, Proportional-Fair and Round-Robin

scheduling for a static three user scenario with fixed data volume.

Vertical dashed lines indicate departures.

a mixture between a time- and volume-based traffic model. Consequently,the

results show a small performance gain for Max C/I scheduling. In [87], while it

is not clear how users are generated in their simulation, they are droppedfrom the

system if their throughput is lower than9.6 kbps. It is not clear over which time

span the throughput is measured, however, since those are exactly theusers with

low bandwidth which lead to the effects described above, the gain for MaxTBS

scheduling in this case is reasonable.

Figure 3.11(a) demonstrates the difference between the schedulers ina exam-

ple scenario for a fixed data volume and three users withΣ-values of−20 dB,

−10 dB and0 dB. It shows the remaining total data volume versus time. Figure

3.11(b) shows the corresponding data rates. With MaxTBS scheduling,the first

and second users leave the system faster than with the other disciplines (indicated

by the vertical dashed lines), but the remaining data volume of the “worst”user

with Σ = 0 dB is so large that in total, the Proportional-Fair scheduler needs less

time to transport the whole data volume. Note that it depends on channel profile

and the cell layout how large the advantage of the Proportional-Fair scheduler
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Figure 3.12:CDF of user and cell throughput for an offered DCH load ofρc =

0.4. With MaxTBS scheduling, the majority of the users gets lower

data rates than with Proportional-Fair scheduling

is and whether it exists at all. With channel profiles which have a “flat” curve

progression for highΣ-values (see Figure 3.6(a)), the differences in the data rate

assignments of the MaxTBS scheduler are not so distinctive, such that inthis case

the MaxTBS scheduler is better than the Proportional-Fair scheduler.

Finally, Figure 3.12 shows the CDF of the user and cell throughputs for an

offered DCH load ofρc = 0.4. The CDF of the MaxTBS scheduler confirms

the time-average throughput curves: a large portion of the probability weight is

on very low data rates, but in the same time the higher quantiles, e.g. for0.8,

are higher than for Proportional-Fair and Round-Robin scheduling. Also note the

stair-like shape of cell-throughput CDF for low data rates, which is caused by

preemption from DCH connections.
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Figure 3.13:HSDPA user throughput vs. offered DCH load.

3.6.3 Impact of DCH Radio Bearers

We now investigate the impact of the three radio resource reservation schemes,

namelyadaptive, hybrid andfixed on the user and system performance. The re-

sults are generated for the 19-cell hexagonal network layout with homogeneous

user arrivals. In the first scenario, we keep the reserved resources for the HS-

DSCH constant and increase the arrival rate of the DCH users, which can either

use384 kbps or128 kbps radio bearers with a service mix of0.4 to 0.6. Both

for the hybrid and for thefixed scenario the reserved transmit power is set to

T ∗
h = 4 W. Additionally, Nh = 5 codes are reserved. The impact on the HS-

DPA user throughput which is calculated as the weighted time-average over all

connections is shown in Fig. 3.13.

In the adaptivecase, the user throughput decreases steeply with increasing

DCH load. This trend increases with a DCH load of0.3, since in this case the

resource preemption by DCH users leads to lower peak rates in the cell center

and increases the probability that HSDPA users at the cell border get CQI values
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Figure 3.14:The trade-off between HSDPA and DCH performance is visible in

the DCH blocking probabilities. The adaptive strategy leads to the

highest DCH power fluctuations.

of 0, which means that no transmission is possible at all. The resource reservation

of thehybrid andfixed strategies prevents this strong decline. Thefixed scheme

shows as expected a smaller sensitivity to the DCH load, but the HS-DSCH also

is not able to exploit the spare resources from the DCH connections, which leads

to a significant lower throughput if compared to thehybrid scheme. Notable is

the influence of the interference in thefixed case, which leads to a decrease of

100 kbps over the total range of the offered loads.

Figure 3.14(a) clarifies the trade-off between HSDPA and DCH performance:

Due to resource reservation, the total blocking probabilities, which comprise code

and soft blocking, reach up to40% for the384 kbps service class. Note that the

blocking probabilities for thefixed andhybrid RRA schemes are nearly identical.

The HSDPA blocking probabilities in thefixed andhybrid case are very close to

zero. For theadaptivescheme, the blocking probability increases from0.025 up

to 0.2 for a DCH load from0.3 to 0.8.

The impact of the allocation schemes on the coefficient of variation of the
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Figure 3.15:Impact of code and power reservation on the code/power balance for

hybrid and fixed reservation schemes.

DCH transmit powers is shown in Fig. 3.14(b). Generally, a high variabilityof the

transmit powers is malicious to the system, since large steps of the interference

level (e.g. because of on-off-switching of connections) has to be compensated by

the inner loop power control, which has normally a step size of only1 dB. So, a

high variability may lead to increased target-Eb/N0 values for DCH users. From

this perspective, thefixed scheme has advantages over the other schemes.

3.6.4 Sensitivity against Resource Reservation

In the next scenario, we investigate the sensitivity of thefixed andhybrid radio

resource allocation (RRA) against code and power reservation. We keep either

the number of reserved codes constant and vary the power reservation or vice

versa. The range for the resource reservation is in both cases from1 to 6, i.e. 1

code to6 codes or1 Watt to6 Watt. The constant resource is set to3 codes and

3 W power, respectively. The DCH offered load is set to0.4, and only one service

class (128 kbps) is considered.

Figure 3.15(a) shows the impact of resource reservation on the meanHSDPA
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Figure 3.16:DCH soft and code blocking probabilities for fixed power and fixed

code reservation. In this scenario, reservation of3 W transmit power

and3 codes leads to a balanced code/power ratio.

cell throughput. As in the previous scenario thehybrid RRA has a significant

performance gain due to the exploitation of spare resources. Thehybrid scheme

in this scenario is not very sensitive against reservation, only in the caseof 6 W

power reservation an increase is notable. This is in contrast to thefixed scheme,

where especially code reservation up to5 codes leads to an increased bandwidth.

More than5 codes cannot be used due to the multipath profile. The insensitivity

of thefixed scheme against power shows that with3 codes,3 W transmit power

is sufficient. However, we see in Fig. 3.15(b) that the resulting bandwidthwith

3 codes leads to quite high HSDPA blocking probabilities, but4 and5 codes

with 3 W power show acceptable results. The HSDPA blocking probabilities for

hybrid RRA are very small, so we do not inlude them in this figure. The DCH

blocking probabilities show in both cases a strong sensitivity against powerreser-

vation, as shown in Fig. 3.16(a). More than4 W power reservation leads to soft

blocking probabilities higher than5%. Code reservation naturally leads to higher

code blocking probabilities, however, the curve progression is not as steep as for

soft blocking with power reservation. We can state here that4 reserved codes do
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still lead to an acceptable performance for both schemes. The soft blocking prob-

abilities for both schemes are nearly identical, which indicates that interference

does not have a large influence here.

3.6.5 Impact of Transmit Power Allocation

Schemes

Additionally to resource reservation schemes, the transmit power allocation

scheme has a significant influence on the system performance, as we will show

in this section. The basic difficulty is the following: if the offered load for the

HSDPA is not very high, periods without traffic (OFF-periods) alternatewith pe-

riods where the HS-DSCH is switched ON. If we consider a “traffic-aware” trans-

mit power scheme for the HS-DSCH, this means that the HS-DSCH is switched

on and off possibly in a very fast pattern, since the minimum scheduling time

corresponds to the transport time interval of2 ms. This is a potential problem

for the power control of DCH connections. Firstly, the power control step size

is maximally ±1 dB, but the maximum transmit power for the HS-DSCH is

around42.5 dBm (corresponds to approximately18 W, if we assume20 W maxi-

mum output power and2 W pilot/common channels). Secondly,2 ms TTI allows

only for 3 power control commands (1 per slot). This means that the DCH fast

power control may not be able to counter the fast fluctuations in interference fast

enough, which leads to the degradation of connection quality or to increased av-

erage transmit powers due to higher target-Eb/N0-values from outer loop power

control.

An obvious solution to this problem is to leave the HS-DSCH always switched

ON and to transmit padding bits if buffers are empty. We refer to this scheme as

“continuous”. However, this leads to additional interference in the systemand to

lower overall performance. A hint of the influence of interference can be seen

in Figure 3.13 for thefixed reservation scheme. Therefore, we additionally con-

sider the power-ramping schemes which avoids fast interference fluctuations by

increasing and decreasing the HS-DSCH transmit power in small steps. Figure
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Figure 3.17:Continuous, traffic-aware and power-ramping transmit power allo-

cation schemes for the HS-DSCH.

3.17 clarifies the concept of the different schemes.

However, we are not able to implement power control directly, since this would

require the complete simulation of all power control commands in the whole

network. Instead, we focus on the large-scale effects of the different schemes on

the network-wide interference and the resulting impact on HSDPA bandwidth

and blocking probabilities.

In the literature, power allocation schemes are mostly considered in the context

of general radio resource management schemes. In [94] it is assumed that the

HSDPA is always saturated with traffic, which then corresponds to a continuous

transmit power scheme. In [92], a traffic-aware scheme has been implemented.

In general, only few publications can be found on this subject.

The evaluation of the three power allocation schemes requires a small mod-

ification of the transmit power calculation. In a ramping phase, i.e. in the time
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Figure 3.18:HSDPA user throughput vs. offered DCH load for different power

allocation strategies.

between the HS-DSCH is switched ON and the transmit power reaches its maxi-

mum, the boolean variableδx,HS is set to zero. Additionally, the ramping power

Tx,r is step-wise increased (decreased) until the target-power is reached (the

power is zero). The time between two ramping steps is set to2 ms, which gives

the fast power control time for3 adjustments. The total transmit power is then

calculated as

Tx,tot = δx,HS · T ∗
x + (1 − δx,HS) ·

(
Tx,CCH + Tx,r +

∑

y∈L

ηx,y · Ty,tot

)
,

(3.31)

and the equation system (3.13) is accordingly modified.

The evaluation is performed on the hexagonal, homogeneous network with

adaptive resource reservation and Round-Robin scheduling. In the first scenario,

shown in Figure 3.18, we increase the DCH offered load and see as expected the

user throughput decreasing. Notable is the large difference between the continu-
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Figure 3.19:Mean data rate vs. distance to antenna. The gain of the traffic-aware

and power-ramping schemes is nearly independent of the distance.

ous scheme on the one side and the traffic-aware and power-ramping schemes on

the other side, which is around250 kbps for lower DCH loads and is then dimin-

ishing with higher loads. The following reasons can be identified: First, the larger

interference values in the continuous case generally leads to lower bit rates. Sec-

ondly, since HSDPA user behavior follows a volume-based traffic model, higher

bit rates also mean shorter sojourn times, which in turn leads to lower HS-DSCH

activity and therefore again to a lower average interference for the traffic-aware

scheme.

In Figure 3.19, the conditional mean user throughput at a certain distance of

the user to the NodeB for two scenarios with DCH loads0.2 and0.6 is shown.

In case of a DCH load equal to0.2, the continuous scheme leads to an almost

constant performance loss of more then200 kbps. The power-ramping scheme

leads to slightly lower throughputs than the traffic-aware scheme due to the up-

ramping at the beginning of a HSDPA transmission. However, in case of aDCH

load of0.6, the power-ramping scheme shows better results than the traffic-aware
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scheme for larger distances, which is counter-intuitive at first sight. Anexpla-

nation for this behavior is that DCH users in surrounding cells generate more

other-cell interference the higher the transmit power in the own cell is, which in

turn leads to lower bit rates for HSDPA users close to the cell boundary. Since

this dependency is non-linear, the power-ramping scheme causes lessother-cell

interference such that especially users at the cell border can benefit.In case of

the traffic-aware scheme, the transmission with maximum power leads therefore

effectively to lower bit rates for users close to the cell boundary. It is also an

interesting fact that the performance loss for the continuous scheme is nearly in-

dependent of the distance, although the additional interference is higherfor users

which are closer to the cell edge. The reason for this behavior is the employed

Round-Robin scheduling, which leads to time-fair resource assignmentsbetween

all users. This means that if users stay longer in the system on the cell edges, they

also affect users in the inner area by taking away their resources.

3.7 Analytical Model

In the previous sections, we used time-dynamic flow-level simulations forevalu-

ation. In this section, we introduce an analytic model based on a queuing model

approach. The need for an analytical model is motivated by their lower comput-

ing time requirements if compared to simulations. This is especially useful for the

planning or optimization of large networks. The trade-off, as we will see later, is

in flexibility and level of detail.

Our model integrates DCH and HSDPA connections in a common state space,

similar to the approach proposed in [108, 109]. Since the resource requirements

of DCH connections depend on their service class, this approach theoretically

requires at least an(S + 1)-dimensional state space whereS is the number of

supported service classes. This “state-space explosion” leads inevitably to com-

putational problems, which we counter with a state-space reduction technique

based on the Kaufman-Roberts [110, 111] (or Fortet-Grandjean, [112]) recursion.
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We assume that DCH and HSDPA users arrive according to an Poisson arrival

process with ratesλs andλH , respectively. As in the previous sections, DCH

users follow a time-based traffic model with exponentially distributed sojourn

times with mean1/µs. HSDPA users transmit a exponentially distributed data

volume with meanE[VH ]. We evaluate the hexagonal network scenario with

homogeneous user distribution.

We consider adaptive resource allocation, so theoretically it would also have

been possible to implement a time-decomposition approach as in [113]. Wede-

cided against this option in order to preserve the flexibility to implement resource

reservation schemes or more sophisticated admission control schemes.

3.7.1 Transmit Powers

The calculation of downlink transmit powers, or more specifically, the power re-

quirements of the DCH connections, is performed similarly as in Section 3.4, but

with some modifications and simplifications. An important difference is that we

are now interested in the mean transmit power over the whole cell. Additionally,

we consider continuous transmit power allocation for the HS-DSCH (see Section

3.6.5), which means that the NodeBs always transmit with their target powerT ∗.

This assumption enables us to calculate the mean DCH transmit power require-

ments independently of the situation in other NodeBs, since the other-cell inter-

ference is constant. It would be alternatively possible to use a similar approach

as in [4] or [40] to calculate the average NodeB transmit power.

We define the average power load that one DCH user with service classs

inflicts at its controlling NodeB as the DCH transmit power divided by the total

transmit power, which is equivalent to the target transmit power:

ωs = νs ·
Tk,x

Tx,tot

. (3.32)

The class-specific activity factorνs indicates the ratio between the time the user is

active and the total lifetime of the connection, given that at an observer perceives

the probability to see an active connection as Bernoulli random variable. Note
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that the average load is equal for all mobiles of the same service class. Also,

due to the constant other-cell interference, we omit the specifier indicating the

controlling NodeB. Neglecting thermal noise and with equations (3.5) and (3.6)

we can formulate the single user DCH load as:

ωs = νs ·
εsRs

W
·



∑

y∈L\x

E
[

dy,k

dx,k

]
+ α


 . (3.33)

The total DCH loadηDCH and the mean HSDPA transmit powerTx,HS are then

given by

ηDCH =
∑

s∈S
nsωs, and THS = Tmax − TCCH − ηDCH · T ∗, (3.34)

whereTCCH is the power required for common channels. Note since we only

consider the mean transmit power, an error is induced in the resulting calcula-

tion of the HSDPA data rates. The reason is that since the DCH transmit powers

depend on the other-cell interference, DCH users on the cell edge influence the

HSDPA performance much more than DCH users in the cell center. A possible

way to increase the accuracy is to partition the cell area into one or more tiers.

However, this requires one additional state space dimension per tier and the ac-

curacy is only moderately increased for two tiers, a partition which would keep

the number of states in a decent extent.

3.7.2 State Space Description

We consider the number of occupied code units as state space description. We

have learned in Section 3.3 that each DCH service connection requires anumber

cs of SF 512 code equivalents. The code resources form a shared resource which

can be used in the Kaufman-Roberts recursion [110] to form an one-dimensional

state space. However, since we also want to include the HSDPA users in thestate

space, we construct a two-dimensional state space with the number of occupied

code resources by DCH users as the first dimension, and the number of active
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Figure 3.20:Structure of the two-dimensional state space.

HSDPA flows as the second dimension. A statej in the DCH dimension corre-

sponds to the number of occupied code unitscu = min{cs}, i.e. in statej the

DCH users occupy an equivalent ofj · cu codes with SF 512. The size of the state

space isC/cu × nH,max, wherenH,max is the maximum number of HSDPA

users. As in the simulations, we assume a simple count-based admission control

for the HSDPA.

Figure 3.20 shows a part of the state space. The departure rates for the DCH

dimension are calculated according to the following equation (see [110]):

µ̃s(j) = µs · E[ns|j], (3.35)

whereE[ns|j] is the mean number of service classs connections in statej:

E[ns|j] =
λs

µs

·
p̃kr(j −

cs

cu
)

p̃kr(j)
. (3.36)

The variablep̃kr(j) denotes the un-normalized probability for the DCH state

j which is calculated recursively as

p̃kr(j) = cu

C

∑

s∈S

λs

µs
· cs · p̃kr(j −

cs

cu
). (3.37)
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Note that this model only allow to calculate the mean DCH power load per state.

This prevents the computation of soft blocking probabilities, i.e. blocking due to

transmit power limitation, for DCH users. However, in [37] it has been shown

that the code capacity is the dominating factor for the system capacity except for

nearly full DCH activity and concurrently bad orthogonality conditions, i.e. high

orthogonality factors.

The HSDPA user throughput depends on the current DCH power load and

on the number of active HSDPA flows. While the available code resourcesare

directly available through the state, the current transmit power for the HSDPA re-

quires knowledge of the mean DCH power load, which is calculated as in Equa-

tion (3.34) using the mean number of DCH usersE[ns|j]. Consequently, the

number of usable HSDPA codes isChs(j, nH) = ⌊(480 − j · cu)/32⌋ and the

mean ratio of HSDPA power to total cell power is

∆T (j, nH) = 1 − Tc

Tmax
−
∑

s
E[ns|j] · ωs. (3.38)

The HSDPA bandwidth for a certain locationf follows then under considera-

tion of the mean HSDPA power ratio and the average number of available codes

according to the model defined in Section 3.5:

Rf (j, nH) = Rf (Chs(j, nh), ∆T (j, nH))

=
1 s

2 ms
· E[Vk,TTI ].

(3.39)

The average other-to-own interference ratioΣf follows directly from the constant

other-cell interference assumption.

A straightforward method for computing the HSDPA departure rate would be

to determine the mean bandwidth for an HSDPA user by averaging over thecell

area. We will later refer to this approach as the “naı̈ve” approach. However, we

have to consider the following: With a volume-based user model, the lifetime of

an HSDPA connections depends on its data volumeVH and its data rate. Even

with Round-Robin scheduling, users at the cell border receive a smaller band-

width than users in the cell center, and accordingly, they stay in the system for a
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longer time. Consequently, as we have observed in Section 3.6.1, the probability

pf to meet a user at locationf when looking into the system at a random instance

of time is larger for a location close to the cell border than for one close to the

cell center. More precisely, the probabilitypf is proportional to the reciprocal

bandwidth available at this position:

pf ∼
1

Rf (j, nH)
. (3.40)

This effect is also mentioned by Litjens et al. [93] regarding Monte Carlo sim-

ulations. We approximate the average timeE[T |(j, nH)] by summing over all

positions in the cell and, after some algebraic operations, obtain the following

formulation:

E[T |(j, nH)] = E[VH ] · E
[

1
Rf (j,nH )2

]
· E
[

1
Rf (j,nH )

]−1

(3.41)

For a more detailed derivation, see Appendix A. In the following, we will refer

to this method as the “location-aware” approach. A corresponding formula for

other, channel-aware scheduling disciplines is difficult to find because the user

throughputs depend on each other through their TBS distributions.

In order to calculate the steady-state user distribution, we arrange the transition

rate matrixQ with help of an index functionφ(j, nH) → N according to the

following rules for all valid states:

Q(φ(j, nH), φ(j + cs

gc
, nH)) = λs

Q(φ(j, nH), φ(j − cs

gc
, nH)) = µ̃s(j)

Q(φ(j, nH), φ(j, nH + 1)) = λH

Q(φ(j, nH), φ(j, nH − 1)) = 1
E[T |(j,nH)]

(3.42)

In all other casesQ(i, j) is set to zero andQ(i, i) is set to the negative row-sum

of all entries to keep the state equations balanced. The steady-state distribution is

then obtained by solvingQ · π̄ = 0 s.t.
∑

π = 1 for the state vector̄π. Perfor-

mance measures like blocking probabilities or moments of the user throughput

85



3 Flow-Level Performance Models for HSDPA

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

200

400

600

800

1000

1200

1400

1600

Offered DCH code load ρ
c

M
ea

n 
us

er
 th

ro
ug

hp
ut

 [k
bp

s]

 

 

analysis
analysis, naive
simulation

E[V
HS

] = 100 kB

E[V
HS

] = 50 kB

Figure 3.21:Mean HSDPA user throughput vs. offered DCH load.

are then calculated with help of the steady-state distribution and under assump-

tion of PASTA [114]. For example, the mean HSDPA user throughput ata random

time instance is

E[RU ] =
∑

(j,nH )|nH>0

RU (j, nH) ·
nH · π̄(φ(j, nH))∑

(j′,n′
H

)|n′
H

>0 n′
H · π̄(φ(j′, n′

H))
,

(3.43)

where the normalization term in the denominator ensures that only states with at

least one active HSDPA user are considered.

3.7.3 Numerical Example

Let us now define an example scenario with the following parameters: we con-

sider two DCH service classes with 128 kbps and 384 kbps. The service mix is

0.6 to0.4. The activity factor is0.55 for both service classes. HSDPA flows arrive

with rateλH = 1. The orthogonality factorα for the DCH part of the air inter-
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Figure 3.22:Impact ofnH,max on throughput and blocking probabilities.

face model is set to0.35 corresponding to the HSDPA physical layer abstraction

model. We validate our analytical results with the event-based simulation we also

used for the results in Section 3.6.

Figure 3.21 shows the mean user throughput versus the offered DCHcode load

as defined in Equation (3.30). The figure shows two scenarios, one witha mean

HSDPA data volume of50 kbyte and one with100 kbyte. The influence of the

spatial user distribution can be clearly seen on the large difference between the

näıve approach (squares) and the location-aware approach (circles).Especially

for a low DCH load the difference is nearly 50%. With location-awareness,the

analytical and the simulation results match well. The curves for50 kbyte and

100 kbyte converge with a higher offered load for the DCH users since in this

case the HSDPA is in an overload situation due to insufficient power and code

resources.

In Figure 3.22 we show the impact of the HSDPA admission control on the
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trade-off between user throughput and HSDPA blocking probabilities. The data

volume isE[VH ] = 50 kbyte. The solid lines indicate the user throughput, while

the dashed lines indicate the HSDPA blocking probabilities. The maximum num-

ber of allowed HSDPA users,nH,max is set to5, 10, 15 and20, respectively.

We see that with higher DCH loads the increasing blocking probabilities for low

values ofnH,max leads to a significant improvement of the user throughput. The

difference between the curves becomes smaller with higher values ofnH,max

which indicates that they will converge ifnH,max would be increased further.

88



3.8 Concluding Remarks

3.8 Concluding Remarks

In this chapter, we presented flow-level models for HSDPA-enabled UMTS net-

works. The models rely on a physical layer abstraction model for the HSDPA user

throughput which gave us insights into the relationship between multi-path prop-

agation profile, available code resources, interference and transmit power. With

a model for the NodeB transmit power we implemented a flow-level simulation,

which we used to investigate the HSDPA and DCH performance with different

radio resource sharing and scheduling schemes. We also developed an analytical

model which is suitable for the application in radio network planning tools.

The numerical results unveiled an interesting interrelationship between traf-

fic model, scheduling disciplines and throughput. Volume-based user behavior

leads to spatial inhomogeneity which has a significant impact on user and cell

throughput. Channel-aware scheduling amplifies this effect, and leads toan un-

expected result: Due to starvation of users at cell edges, MaxTBS scheduling

performed worse than Proportional-fair scheduling, although the former achieves

optimal throughput in static scenarios and in scenarios with time-based traffic.

The volume-based model itself reflects a user with infinite patience, a behavior

which could be realistic for some P2P file sharing applications. For other appli-

cations like web surfing, there may be a correlation between the willingness to

stay in the system and the received throughput (the so called fun-factoreffect,

[115]), or a mixture between time and volume-based behavior as proposed in

some publications (e.g. in [91]). This again may lead to better performance re-

sults for the MaxTBS scheduler. Another aspect is that the system operator may

put unsatisfied HSDPA users on DCH connections, leads to the question whether

this procedure is beneficial for the overall performance or not.

We conclude from the results presented in this chapter that HSDPA perfor-

mance modeling has to take flow-level dynamics into account, i.e. the arrival and

departure of users with different traffic demands and behaviors.
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4 Performance of the

Enhanced Uplink

As we elaborated in Chapter 2, theEnhanced Uplinkor High Speed Uplink

Packet Access(HSUPA) is the evolutionary pendant to the HSDPA in uplink

direction. In the following chapter, we introduce models for evaluating the per-

formance of the Enhanced Uplink. Analogously to the downlink we also consid-

erate the still existing QoS Dedicated Channel users. The focus of this chapter are

stochastic capacity models which capture the traffic-dynamics on the flow-level,

but for a thorough understanding of the UMTS enhanced uplink it is also impor-

tant to address the fundamental problem of system feasibility. In the nextsection

we give a short overview of the different aspects we consider in the remainder of

this chapter.

4.1 Overview and Related Work

The UMTS enhanced uplink provides power-controlled radio bearers with fast

rate control. The capacity limiting radio resource in such a system is the multi-

ple access interference at the NodeB antenna, which must not exceeda certain

threshold in order to keep the system stable. This follows from the well known

pole-capacity formula in [116] that gives a relation between thenoise rise, de-

fined as interference over thermal noise, the cell loadη, which must not exceed

1, and the number of supported users. With rate controlled radio bearersas pro-

vided by the enhanced uplink, the amount of required resources depends on the
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instantaneous data rate, which means that if a certain maximum load is reached,

the data rate of the radio bearers can be reduced (“slow-down”) in order to avoid

dropping of connections. This may also happen if QoS users with DCH radio

bearers are in the system that do not have this possibility. In Section 4.3 wede-

scribe a framework for the calculation of the interferences, considering DCH QoS

user and E-DCH users, at all NodeBs in the system.

A fundamental question in such a system is how radio resource sharing isper-

formed. The basic principle is similar to that in the downlink we discussed in the

previous chapter: E-DCH connections use the remaining resources left by DCH

users up to a certain threshold. We formulate two different radio resource man-

agement schemes based on this approach in Section 4.2. Theother-cell aware

scheme tries to reach a certain operator-defined total cell load, i.e. the instanta-

neous E-DCH capacity is affected by the amount of other-cell interference. In

contrast, theother-cell unawarescheme tries to reach a certain own-cell load,

ignoring other-cell interference.

In the UMTS uplink, the spatial configuration of the users may lead to situa-

tions where a NodeB is “overflooded” by other-cell interference, forexample if

a high data rate user is close to the cell border. In such a case it may be impos-

sible to reach a system state where the resources at all NodeBs are fully utilized,

i.e. the problem of radio resource assignment is infeasible. The feasibility region

defines therefore the space spanned by assignments within the allowed resource

constraints. A condition based on the global link gain matrix and the SIR require-

ments for feasibility has been first introduced in [117].

The rate assignment problem is connected to the practical implementation of

the rate assignment procedure: in a system with global knowledge of all relevant

parameters, optimal assignment can be achieved. However, this wouldrequire a

network-wide centralized rate assignment which is difficult to achieve with the

UTRAN architecture. Another possibility is to use distributed algorithms using

feedback control loops which converge toward the (utility-) optimal solution, as it

has been proposed in [118]. An alternative approach is described in [119]: a semi-

distributed algorithm controls the other-cell interference between the NodeBs,
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while the rate assignment is done by the NodeBs itself according to these con-

straints. A solution that requires no interaction between NodeBs is also proposed

earlier in [120], but for the price of a reduced feasibility region due to linearized

constraints. The underlying optimization problem has been mentioned in [121]

and has been further investigated in [122], where it has been shown that the prob-

lem can be solved with convex optimization also for effective bandwidth utilities,

which correspond to the concept of service load factors defined in Section 4.3,

where an uplink interference model is described. Our contribution in Section 4.4

is a characterization of the feasibility region specifically for the enhanced uplink,

i.e. with consideration of transmit power constraints, other-cell DOWN grants,

and the presence of QoS DCH users.

The impact of traffic dynamics on average performance measures like block-

ing probabilities or throughput requires flow-level capacity models. In Section

4.5, we develop a single-cell capacity model with a queuing model approach.

Similar to the models in Chapter 3 for the HSDPA, it is assumed that E-DCH

best effort users follow a volume-based traffic model. In principle, the model fol-

lows the classical queuing approaches by Viterbi & Viterbi [123] or Evans &

Everitt [124]. However, the system model includes similarly to HSDPA a phys-

ical layer abstraction model which takes the features and impairments of the E-

DPDCH into account. Data rates are calculated according to the instantaneous

transmission capacity of the E-DPDCH, and the impact of power control errors

is considered with the assumption of lognormal distributedEb/N0-values. Ad-

ditionally, the system state space is extended by a dimension for the best-effort

users. Related work can be found in [125] for rate controlled radio bearers only

and with perfect power control. An extension for a system with QoS radio bearers

is presented in [126]. A slightly different model is proposed in [127] withmini-

mum and maximum allowed data rates. These works concentrate on performance

measures like average throughput and blocking probabilities, but with admission

control for QoS calls only.

In contrast to the HSDPA, power control enables minimum guaranteed data

rates for E-DCH connections. This means that admission control has to guarantee
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that the minimum data rate is maintained. However, it is commonly assumed that

QoS traffic is more valuable for service providers then best-effort traffic which

implicates a certain hierarchy in case of exhausted radio resources. Specifically,

best-effort connections (i.e. E-DCH connections) may be dropped ifradio re-

sources are insufficient for an incoming DCH connection. The impact of an pre-

emptive admission control in the context of uplink CDMA systems was subject

in [128] and [5]. In Section 4.5.5 the performance of preserving and preemptive

admission control is compared.

So far, we presumed that the UEs are scheduled in parallel since the UMTS

uplink is not synchronized. However, it has been shown in [76] that one-by-one

scheduling leads to increased capacity in terms of throughput. This reasonable

result can be also conjectured by the simple fact that with one-by-one scheduling,

users within the same cell do not generate any interference to each other. This

insight is used with the assumption of synchronized uplink transmissions in [78]

to design a one-by-one scheduler which takes the current channel qualities into

account. But also channel-blind strategies like Round-Robin lead to significant

performance gains, as we show in Section 4.5.6 and in [7].

Especially in network planning, an accurate approximation of the other-cell

interference is crucial, so in Section 4.6, a stochastic capacity model fora multi-

cell environment is proposed. The model is based on the multi-cell model in

[10, 40] and [129] with the queuing approach for the single-cell case inSection

4.5.

4.2 Radio Resource Sharing for the

E-DCH Best Effort Service

The scheduling of the E-DCH users is done in the NodeBs which control the

maximum allowed transmit power of the mobiles and therefore also the maxi-

mum user data rate. Throughout this chapter we assume saturated traffic which

means that the maximum user data rate corresponds to the chosen data rate. The
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NodeBs send scheduling grants on the absolute or relative grant channel (AGCH

and RGCH) which either set the transmit power to an absolute value or rela-

tive to the current value. The mobiles choose then the transport block size (TBS)

which is most suitable to the current traffic situation and which does not exceed

the maximum transmit power. The grants can be sent every TTI, i.e. every 2 ms,

which enables a very fast reaction to changes of the traffic or radio conditions.

Grants can be received from the serving NodeB and from non-serving NodeBs.

However the latter may just send relative DOWN grants to reduce the other-cell

interference in their cells.

Generally, the WCDMA uplink is interference limited [116]. Therefore, fol-

lowing [30] we define the uplink load in a cell as

η =
ID + IE + Ioc

I0 + WN0
, (4.1)

with ID andIE as received powers from the DCH and E-DCH users within the

cell, Ioc as other-cell interference from mobiles in adjacent cells,W as system

chip rate,N0 as thermal noise power spectral density andI0 = ID + IE + Ioc. It

can be readily seen that this load definition allows the decomposition of the cell

load according to its origin, hence we define

η = ID

I0+WN0
+ IE

I0+WN0
+ Ioc

I0+WN0

= ηD + ηE + ηoc

(4.2)

subject toη < 1. The goal of the RRM is now twofold: First, the cell load

should be below a certain maximum load in order to prevent outage. Second,

the RRM tries to maximize the resource utilization in the cell to provide high

service qualities to the users. The second goal allows also the interpretationof

the maximum load as a target load, which should be met as close as possible.

Since the DCH-load and the other-cell load cannot be influenced, the E-DCH

load can be used to reach the target cell load. The fast scheduling gives operators

the means to use the E-DCH best-effort users for ”waterfilling” the cell1 load at

the NodeBs up to a desired target.

1corresponding to a sector in case of multiple sectors per NodeB
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Figure 4.1:Illustration of the RRM principles for the E-DCH best-effort service.

The scheme on the left side denoted “other-cell aware RRM” tries

to maintain the total cell load below a certain target loadη∗. In con-

trast, “other-cell unaware RRM” only keeps the own-cell load below

a (lower) thresholdη∗
own, leaving the other-cell load to the Grant pro-

cessing.

This radio resource management strategy is illustrated in two variants in Fig-

ure 4.1. Generally, the total cell load comprises the varying other-cell load, the

load generated by DCH users and the E-DCH load. The first variant, denoted

“other-cell-aware”, adapts the available load for the E-DCH users to atotal tar-

get cell loadη∗, including the load generated by other-cell interference, such that

under perfect conditions

η∗ = ηD + ηE + ηoc. (4.3)

The second variant, “other-cell unaware”, does not consider the other-cell load

but only adapts the E-DCH load to an own-cell target loadη∗
own and the own-cell

loadηD of the dedicated channel users:

η∗
own = ηD + ηE . (4.4)

In both cases the received power for the E-DCH users is adapted suchthat the

considered fraction of the cell load is close or equal to the target load, but in
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the case of “other-cell unaware” RRM, the other-cell interference is handled by

other-cell DOWN grants in order to avoid outage.

In the rest of this chapter, we address both types of radio resource sharing. The

problem of system feasibility investigated in Section 4.4 does only occur with the

other-cell aware scheme. The single-cell capacity models in Section 4.5also con-

sider the other-cell aware scheme, however, the model can be easily adapted to

the other-cell unaware scheme without much effort. Finally, the multi-cellcapac-

ity model in Section 4.6 considers the other-cell unware scheme.
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4.3 Basic Interference Model

We consider an arbitrary UMTS network with a set of NodeBsL and a set of

user equipmentsM. The UEs are further divided into the mutual exclusive sets

Ex andDx, the first containing the E-DCH users and the second the DCH users

controlled by a NodeBx. We writek ∈ x with x ∈ L to denote a UE controlled

by NodeBx, regardless of its bearer.

The received powerSk,x of a mobilek at its controlling NodeBx depends on

the target-Eb/N0 requirement and the data rate of the connection. If we assume

perfect fast power control the following must hold:

ε∗k =
W

Rk

Sk,x

W · N0 +
∑

j∈M\k Sj,y

, (4.5)

whereε∗k is the target-Eb/N0-value,W is the system chiprate (3.84 Mcps in

UMTS FDD),Rk is the instantaneous data rate, andN0 is the one-sided thermal

power density. Solving Equation (4.5) for the received powerSk,x yields [130]

Sk,x = ωk ·

(
W · N0 +

∑

j∈M

Sj,y

)
. (4.6)

The termωk is an effective bandwidth measure of the load this mobile generates

at its controlling NodeB. We will denote it asservice load factor(SLF) in the rest

of this monograph. It is defined as

ωk =
ε∗k · Rk

ε∗k · Rk + W
, (4.7)

and depends only on the target-Eb/N0-value and the data rateRk. For E-DCH

radio bearers, the total received power of the E-DPDCH is relative to thepower

controlled control channel. This means that the combined service load factor for

E-DCH radio bearers consists of the control channel SLF and the data channel

SLF. The relation between both SLFs is defined by the power offset∆T :

ωk,E = ωk,C · (1 + ∆k,T ). (4.8)

98



4.3 Basic Interference Model

xid ,
yid ,

xjd , yjd ,

yjd

d

xj SS
xj

yj

,, ,

,= xid

d
yi SS

yi

xi

,, ,

,=

Figure 4.2:Simple example scenario with two mobiles and two NodeBs.

The magnitude ofωk,C depends on the target-Eb/N0 for the DPCCH control

channel, however, due to the small information data rate (5 kbps with a spreading

factor of SF= 256) and for sake of simplicity, we neglect the control channel

SLF if not stated otherwise in the rest of this work.

The cell interference in a unsynchronized CDMA system depends generally

not only on the number of transmitting mobiles in the own cell, but also on the

interference generated in surrounding cells and sectors, respectively. This inter-

ference is called other-cell (or inter-cell) interference, since it originates from

cells other than the cell we are currently looking on. With the same argument,

the interference which is generated in other cells also depends on the interference

of the own-cell. Figure 4.2 clarifies that with an example scenario with two mo-

biles. In this scenario, mobilei is close to its controlling NodeBx and requires

therefore only a small amount of transmit power to reach its target-Eb/N0 value.

The second mobilej, controlled by NodeBy, is close to the cell edge such that

both NodeBx and NodeBy nearly receive the same power from this mobile. The

interference powerSk,y from one mobile to an none-controlling NodeB is given

by the ratio between the link gains between the mobile and the two NodeBs:

Sk,y =
dk,y

dk,x

Sk,x = ∆x
k,ySk,x, (4.9)

wherex is the controlling NodeB,y is a non-controlling NodeB,dk,x is the link
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gain between mobilek and NodeBx, andSk,x is the received power at NodeB

x. Note that the link gain ratio∆x
k,y = 1 if x = y.

We define the total interference at a NodeBx as the sum of all received signal

powers from all mobiles in the network. With Equation (4.9) the interferences

over all NodeBs form a linear equation system with

Ix =
∑

l∈L

∑

k∈l

∆x
k,l · ωk · (W · N0 + Il). (4.10)

With matrices, we formulate this equation as

Ī = G̃ ·
(
N̄0 + Ī

)
, (4.11)

whereĪ is the|L|×1-vector of interferences,̄N0 is a|L|×1-vector with(N̄0)j =

W ·N0, andG̃ is an|L|×|L| matrix with the sum of the link-gain ratios multiplied

with the corresponding SLF as elements, such that

(G̃)ij =
∑

k∈j

∆i
k,j · ωk. (4.12)

Note that in our notationj is the set of mobiles which are connected to NodeBj.

The interference at each NodeB is the result of solving Eq. (4.11) forĪ:

Ī =
(
Ẽ − G̃

)−1

·
(
N̄0 · G̃

)
, (4.13)

whereẼ is the identity matrix.

Up to now, our model does not make any distinction between DCH and E-

DCH users. Both user types are characterized through their service load factorω.

However, in Section 4.2 we defined an RRM strategy for the E-DCH userswhich

tries to maximize the resource utilization in each cell. Since the resource in our

case is the interference and corresponding to that, the cell load, the remaining

resources are distributed to the E-DCH users according to the other-cellaware

scheme as in Equation (4.3). Essentially this means that DCH users have fixed

SLFs, while E-DCH users get the remaining load in a typical best-effort manner.
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We can express this by splitting the interference equation further up after the

signal source:

Ix = Iown
x,D + Ioc

x,D + Iown
x,E + Ioc

x,E , (4.14)

which corresponds to the matrix form

Ī = G̃own
D (N̄0 + Ī) + G̃oc

D (N̄0 + Ī)

+ G̃own
E (N̄0 + Ī) + G̃oc

E (N̄0 + Ī).
(4.15)

Here, the elements of the load matrices correspond to the set of users which

generate interference. The matricesG̃own
D andGown

E are diagonal matrices with

elements(G̃own
D )ii =

∑
k∈Dx

ωk and (G̃own
E )ii =

∑
k∈Ex

ωk. The matrizes

for the other-cell interference contain zeros at the diagonal, and on theremaing

entries the sum of SLFs multiplied with their link gain ratios, i.e.(G̃oc
D )ii = 0

and(G̃oc
D )ij =

∑
k∈Dj

∆x
k,j · ωk for all i 6= j.

4.4 System Feasibility

In the previous section, we defined a general framework for the calculation of the

interferences and loads at a NodeB. We now use this framework for obtaining the

actual resources that can be assigned to an E-DCH user. Let us for this reason

first define some common constraints for resource assignment:

1. The maximum load or interference should not be exceeded. The purpose

is to guarantee a stable system, since if the cell loads get too high, the

required transmit powers for the mobiles tend to infinity, which makes

it impossible for them to reach their required target-Eb/N0. Hence we

define the constraint

Cload : 0 ≤ ηx ≤ η∗
x. (4.16)

2. All E-DCH users have a certain minimum bandwidth guarantee which

corresponds to a minimum TBS and thus to a minimum SLFωmin. This
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condition avoids quasi-outage of users. Further, the maximum SLFωmax

is defined by the highest TBS, which corresponds to5.74 Mbps. So it is

mandatory that

CSLF : ωmin ≤ ω ≤ ωmax. (4.17)

3. The mobiles have a maximum transmit powerTmax which is normally

either125 mW (21 dBm) or250 mW (24 dBm), so

Cpow : Tm ≤ Tmax. (4.18)

Note that transmit powers can be easily calculated from the interference

at the serving NodeBx and the pathloss as

Tm = dm,x
−1 · ωm · (WN0 + Ix). (4.19)

4. In [131] it is stated that DOWN grants are sent to mobiles in adjacent cells

if the ratio between the E-DCH other-cell interference and the total inter-

ference from E-DCH users exceeds a certain operator-defined threshold.

This reduces flooding of cells from adjacent sites due to high-bitrate mo-

biles near the cell borders. LetHx be the set of UEs which are in the soft

handover area but not controlled by NodeBx. The condition can then be

expressed as

Cgrant :

∑
h∈Hx

Sh,x

IE

≤ tSHO, (4.20)

wheretSHO is an operator-defined threshold.

The goal of the resource assignment procedure is that all this conditions are ful-

filled. Under certain circumstances, this may not always be possible, which may

lead to a load overshoot event. A load overshoot does not necessarilymean that a

UE experiences outage, however it may affect the connection or system stability

negatively, so it should be avoided if possible.

In our model, load overshoots corresponds to a resource assignment which is

not in the feasibility region, which is defined by the constraints above. Depend-

ing on the RRM strategy and the degree of knowledge that the executing entity
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has on the global load situation, the feasibility regions significantly differ from

each other. We distinguish between three kinds of RRM implementations: One

with global knowledge of the system load which constitutes the optimal case,

one with global knowledge but with a distributed implementation such that it

has a reduced feasibility region, and a totally decentralized one with only local

knowledge of the load, which corresponds to the single cell resource assignment

scheme. Generally, load overshoots can occur because of two reasons: First, the

load generated by the DCH users is so high that the target load is exceeded. Nor-

mally, the admission control prevents such events. The second case is due to an

RRM implementation that allows cells to be flooded with interference from adja-

cent cells. This may occur with the local RRM implementation. Apart from load

overshoots also the contrary it may happen, i.e. that the target load is not reached.

This occurs if the RRM implementation decides to lower the load in some cells

to prevent load overshoots, i.e. for the global RRM implementation.

4.4.1 Global Resource Assignments

From Equation (4.10) we see that the SLF and interference calculation can be

interpreted as an optimization problem. In our model we try to optimize the cell

load with a utility functionU(·). In the literature, several options are mentioned

to optimize for different fairness goals. The most straightforward utility function

is to sum over all individual loads of the E-DCH users. However, this approach

leads to unfair assignments in the sense that UEs close to the NodeB get as much

load as possible, while the more distant UEs may only get the minimum SLF.

An often mentioned generic fairness criterion is that ofα-fairness, where the

optimization converges to different fairness goals according to the settingof a

parameterα, [132]:

U(ωm) =
ω1−α

m

1 − α
(4.21)

With this utility function, proportional fairness [58] can be achieved withα → 1

and max-min-fairness can be achieved in the limitα → ∞. The optimization
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problem is then formulated as:

OPTnlin : max.
∑

m∈M

U(ωm) (4.22)

s.t. Cload : 0 ≤ ηx ≤ η∗
x (4.23)

CSLF : ωmin ≤ ωm ≤ ωmax (4.24)

We consider the load and SLF as the basic set of constraints. Later throughout

the paper we additionally take the power and the DOWN-grant constraints into

account.

The above formulation leads to an optimal load factor assignment if the RRM

entity has knowledge of the load situation in all cells. In practice, however, this is

very difficult to implement since it would need a very high amount of signaling

to a central point which should be avoided. In [120] and [119] the authors there-

fore propose an RRM implementation which can be implemented in a distributed

way. One way to achieve that is to base the constraints only on locally available

information. In this case this constitutes a row in the link-gain ratio matrixG̃.

The optimization problem is therefore in our model complemented with a linear

constraint on the row sums:

OPTlin : max.
∑

m∈M

U(ωm) (4.25)

s.t. Clin :
∑

x

∑

k∈x

∆i
k,j · ωk ≤ η∗

x (4.26)

CSLF : ωmin ≤ ωm ≤ ωmax (4.27)

Note that with condition Clin also condition Cload is fulfilled (see e.g. [120]).

4.4.2 Local Resource Assignments

The target load relates to an equivalent target interference byI∗ = η∗

1−η∗ (WN0).

Let us now assume that the target interference is reached in all cells, i.e. Ix = I∗
x

for all NodeBs. The total interference term in Equation (4.10) is then independent
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of the actual spatial user configuration. If we divide by the constant term (WN0+

Ix), the left hand side is per definition the target load, and the right hand side is

the sum of all SLFs times their link gain ratios, if we assume that the target load

is equal for all NodeBs:

η∗
x =

∑

l∈L

∑

k∈l

∆x
k,lωk. (4.28)

Under this assumption, we can calculate with the cell load directly. If we split up

the total load according to its sources, Equation (4.28) becomes

η∗
x = ηx,D + ηown

x,E +
∑

y∈L\x

∑

j∈Ey

∆x
j,yωj . (4.29)

The most straightforward way to calculate the SLFs for the E-DCH users isto

solve the load equation system for the E-DCH own cell loadηown
E . This means,

we assume that the load at each NodeB is constant and corresponds to the target

load and solve for the own-cell load for the E-DCH users. This requiresthat if we

have more than one user per cell2, we have to fix the partitioning of the E-DCH

load to the individual SLFs with apolicy factorg such that

∑

j∈Ex

gj · η
own
x,E = 1. (4.30)

The policy factor can rely just on the number of E-DCH mobiles such thatgj =
1

|Ex|
or can include distances or path gains to prioritize mobiles which are close

to the NodeB. Following Equation (4.3), we calculate the own-cell E-DCH load

directly in matrix formulation:

η̄own
E = η̄∗ − η̄D − F̃

′oc
E · η̄own

E , (4.31)

whereF̃
′oc
E contains the link gain ratios as well as the policy factorgj :

(F̃
′oc
E )ij =





∑
k∈Ej

∆i
k,j · gk, if i 6= j

0 else
(4.32)

2Note that we assume at least one E-DCH user in each cell
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Solving for η̄own
E yields the own-cell E-DCH load at each NodeB and with the

policy factor also the resource assignment for each individual E-DCHuser:

η̄own
E = (Ẽ + F̃

′oc
E )−1 · (η̄∗ − η̄D). (4.33)

This approach, which we will call “local” or “direct” in the reminder, leadsto

negative results for̄ηown
E in two cases. Either is̄ηD > η̄∗ for one element which

means that the DCH load is higher than the target load, or the spatial configuration

is such that the other-cell E-DCH load is higher thanη∗ − ηD. In this case,

we assume that the SLFs for the E-DCH users in the specific cell is set to its

minimum, leading to a load overshoot.

4.4.3 Feasible Load Region and Boundaries

Table 4.1:Example scenario

E-DCH 1 E-DCH 2 DCH 1 DCH 2

S-NodeB A B A B

ω 0.1 0.05

∆ 0.9 6 · 10−4 3 · 10−4 1 · 10−4

Let us now consider a simple example with two cells two E-DCH users (one

per cell) and two DCH users. The values for∆ correspond to the path gain ratio

between the non-serving and the serving NodeB, see Table 4.1. The first E-DCH

user is close to the cell edge, which leads to a high∆ of 0.9. The second E-DCH

user in the second cell is close to its serving NodeB. The DCH user in the first

cell has moderate distance to NodeBA. As fairness criterion for the global RRM

schemes we chose max-min-fairness since it is closest to the behavior of the local

RRM scheme with equal load assignments for all E-DCH users in a cell.

The resulting feasible SLF regions for the two E-DCH users are shown in

Figure 4.3. For the global RRM strategies we considered the power, the linear
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Figure 4.3:Feasible SLF region for the two-cell scenario for different constraints.

The markers indicate the max-min optimal solution for the system

with exception of the local RRM case.

and the DOWN-grants constraints individually, i.e. we consider only one con-

straint additionally to the load and SLF constraint. The max-min-optimal points

for the global RRM differ significantly from the direct approach, and yields a

very unbalanced result between the two E-DCH users but still is within the feasi-

ble region. The power constraints in this scenario leads to an SLF configuration

which favors the first E-DCH user, while for the load-only and the DOWN-grant

constraint as well as for the linear constraint the SLF values are balanced. The di-

rect approach for the local RRM corresponds to the linear constrainedRRM with

sum-optimal utility function. The feasible region does not reach the maximum

possible SLFωmax due to the load from the DCH users. The optimal solution

for the DOWN-grant constraint corresponds in this case to the solution withload

constraints only, however, this changes if the maximum allowed ratio between

own-cell to total E-EDCH load was set to a lower value.
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Figure 4.4:Cell loads at NodeB A. With excepetion of the linear row-sum con-

straint, all assignments reach the target load.

The corresponding loadηA at the first NodeB is shown in Figure 4.4. The loads

for the non-linear and linear case begin to diverge on the solution point for the

direct approach. The effect of the row-sum constraint on the load is that the target

load is not reached for a large range of the feasible SLF region. Further, the max-

min-optimal point in this case is significantly lower than for the non-linear case.

The direct approach naturally reaches the target load at both NodeBs,but at the

expense of a very low SLF for the first E-DCH UE. The non-linear approaches

both reach the target-load at NodeB A. It should be mentioned that this scenario

is quite extreme, which is the reason for the different results of the approaches.

As we see in Figure 4.5, the probability that the system is not feasible with

local RRM depends on the number of E-DCH users in the system. The result has

been generated from1000 simulation runs where in total10 users (i.e. DCH and

E-DCH users) are randomly placed in every cell. The fraction between E-DCH

and DCH users is increased from2 to 8. Equal-rate scheduling is assumed for the
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Figure 4.5:Probability of a load overshoot depending on the fraction of E-DCH

users in each cell.

E-DCH users. In this scenario, the probability of a load overshoot (which cor-

responds to an infeasible system) is largest with only one E-DCH user in each

cell and reaches7 %. With an increasing number of E-DCH users, the system

gets more stable, i.e. the probability that overshoots occur gets rapidly lower and

is nearly zero with4 E-DCH users. The reason is that with a higher number of

E-DCH users the assigned service load factors and correspondingly the transmit

powers are lower such that the probability that a NodeB is overflooded within-

terference decreases. Overflooding may still happen, but it requires that several

users are nearly at the same location in a cell. That indicates that for example

cluster arrivals (like at hot spots) may again lead to higher overshoot probabili-

ties.
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4.5 Single-Cell Capacity Model

In this section, we develop a capacity model which considers imperfect power

control and lognormal-distributed other-cell interference. Imperfect power con-

trol means that the receivedEb/N0-values at the NodeB fluctuate around the

target-Eb/N0-value due to the granularity of the power-control steps in the di-

mension of time and power (three±1 dB commands per slot) or signaling errors.

Measurements and link-level simulations have shown that the receivedEb/N0-

values are approximately lognormal distributed with the target-Eb/N0 value as

mean (see for example [123, 133]).

Although the assumption of independence between other-cell and own-cell in-

terference is not realistic for scenarios with an unequal load distribution over the

network, it enables us to propose an analytical model for the “other-cell aware”

RRM scheme without the need to consider system feasibility explicitely. That is,

we assume firstly that the system prevents outage due to infeasibility, and sec-

ondly that the effect on the overall-performance is negligible. This is truefor

scenarios where the number of users is not too low as Figure 4.5 shows.

If we consider power control errors and independent random other-cell inter-

ference there is always the possibility of a load “overshoot”. The probability for

such an event should be kept low. We define that the goal of the RRM is to keep

the probability of a load overshoot below a maximum tolerable probabilitypt:

P{η ≥ η∗} ≤ pt. (4.34)

This means that the received signal power (i.e. the E-DCH interference) of the

E-DCH users depends on the amount of dedicated channel and other-cell inter-

ference. More precisely, the E-DCH users are slowed down if the DCH or the

other-cell load is growing, or are speed up, if more radio resources are avail-

able for the E-DCH users. If we now assume that the buffers in the mobiles of

the E-DCH users are always saturated, we can use this relation to calculatethe

grade-of-service the E-DCH users receive depending on the scheduling strategy.
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4.5.1 Single Cell Load Model with Imperfect Power

Control

We assume imperfect power control, so the receivedEb/N0 is a lognormally

distributed random variable with the target-Eb/N0-valueε∗k as mean value and

parametersµ = ε∗k · ln(10)
10

andσ = Std[εk] · ln(10)
10

. The received power of each

mobile is calculated according to Equation (4.6) as

Sk = ωk · (WN0 + I0) with ωk =
εkRk

W + εkRk

. (4.35)

We further assume that the DCH users are distinguished by their service class

s ∈ S which corresponds to a certain data rate, target-Eb/N0 value and service

load factor. The state vector̄n comprises the users per DCH service class,ns,

and the E-DCH usersnE :

n̄ = (n1, . . . , n|S|, nE). (4.36)

The sum of all concurrently received powers constitutes the receivedown-cell

interference, i.e.

ID(n̄) =
∑

s∈S

∑

k∈ns

Sk and IE(n̄) =
∑

j∈na
E

Sj . (4.37)

ID is the total received power of the DCH users andIE of the E-DCH users.

Note that the set of currently active E-DCH usersna
E depends on the scheduling

discipline. For parallel scheduling,na
E = nE , since we assume that all users are

concurrently active. For one-by-one scheduling,|na
E | = 1 since in this case only

one E-DCH user is transmitting at the same time.

The substitution ofID andIE in Equation (4.2) with Equation (4.37) gives us

the load definitions depending on̄n:

ηD(n̄) =
∑

s∈S

∑

k∈ns

ωk and ηE(n̄) =
∑

j∈na
E

ωj , (4.38)

111



4 Performance of the Enhanced Uplink

and the total load as

η(n̄) = ηD(n̄) + ηE(n̄) + ηoc. (4.39)

We assume that the service load factors are lognormal r.v.’s which follows from

the power control error of the receivedEb/N0 around the target-Eb/N0 (see e.g.

[123]). The parametersµ, σ are then derived from the mean and variance of the

Eb/N0 distributions. These parameters depend on the service class of the users,

but are equal for all users within one class. So we can writeE[ω̂k] = E[ω̂s] for

all mobilesk with the same service classs. The other-cell loadηoc is modeled as

a lognormal random variable with constant mean and variance.

Since the total loadη is a sum of independent lognormal distributed random

variables, we assume thatη also follows a lognormal distribution [134]. We get

the distribution parameters from the first moment and variance of the cellload

which can be calculated directly from the moments of the SLFs:

E[η(n̄)] =
∑

s∈S
ns · E[ωs] + na

E · E[ωE ] + E[ηoc]. (4.40)

The variance is calculated analogously. The accuracy of this approachis validated

e.g. in [40]. The effect of Hybrid ARQ can be modeled as a constant gain which

is included in the target-Eb/N0 of the E-DCH and with an additional overhead

on the mean data volumes of the E-DCH.

4.5.2 Rate Assignement

With other-cell aware radio resource sharing, the available E-DCH load depends

on the DCH and other-cell load. The task of the RRM is to assign each E-DCH

mobile a service load factorω such that the E-DCH load is completely utilized if

possible. Due to the very flexible scheduling mechanism of the E-DCH, this can

be reached in several ways. We consider two fundamentally differentscheduling

disciplines: The first one is parallel equal-rate scheduling, which meansthat every

E-DCH user gets the same service load factor in every TTI. The secondis equal-

rate one-by-one-scheduling, where each E-DCH user gets the maximum possible
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service load factor in a round-robin-fashion. Note that we assume forthe latter

discipline that the E-DPDCH physical data channels are perfectly synchronized,

hence do not generate any interference to each other. Although this is a strong

assumption for current specifications of the Enhanced Uplink, the results can be

seen as an upper bound for a more realistic system. We further assumethat the

network is dimensioned such that the transmit powers of the mobiles are sufficient

to reach the maximum bitrate.

Generally, the user bit rate depends on the magnitude of the E-DCH cell load

which may be generated without violating the RRM target in Eq. (4.34). The

channel bit rate of the E-DCH is defined by the amount of information bits which

can be transported within one TTI. This quantity is defined in [73] by the set

of transport block sizesT BS. With a TTI of 2 ms, the information bit rate per

second isRI
i,E = TBSi ·

1 s
2 ms, wherei = 1, . . . , |T BS| indicates the index of

the TBS. We further defineRI
0,E = 0. With this interpretation we can map the

E-DCH bit rate to a service load factor according to Equation (4.35) as

ωi,E =
εE · RI

i,E

εE · RI
i,E + W

, (4.41)

whereεE is theEb/N0-value of the E-DCH radio access bearer. Note that we

assume here that the target-Eb/N0-values are equal for all rates. However, this

restriction can be easily avoided by introducing individual target-Eb/N0-values

for each TBS.

The next step is to select the information bit rate such that condition (4.34)is

fulfilled:

RI
E(n̄) = max{Ri,E |P (ηD(n̄) + |na

E | · ωi,E + ηoc ≥ η∗) ≤ pt} (4.42)

The actual user data rates are now calculated according to the schedulingmech-

anism under the condition that the rate is higher than a certain minimum bit rate

Rmin,E : In case of parallel scheduling, the user data rate is simply the information

data rate. In case of one-by-one scheduling, the user data rate is approximated by
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Figure 4.6:Service load factors vs. data rates. The dashed line corresponds to the

continuous data rate obtained from the SLF equation, the solid line to

the transport block sizes defined in the specifications.

dividing the information data rate by the number of E-DCH users:

RE(n̄) =





RI
E(n̄), if RI

E(n̄) ≥ Rmin,E and parallel scheduling
RI

E(n̄)

|nE |
, if RI

E(n̄)

|nE |
≥ Rmin,E and one-by-one scheduling

0 else.
(4.43)

Figure 4.6 shows the mapping of the service load factors to information

bit rates in case of a target-Eb/N0 of 3 dB. The continuous case indicated by

the dashed line is calculated from the definition of the service load factors as

Ropt =
ω·W

ε̂∗(1−ω)
. The solid line corresponds to the SLFs calculated from the TBS-

table in [73]. Both curves nearly match perfectly, and we see that for high SLFs,

a small change means a large change on the data rate. The non-linear dependency

between data rate and SLF leads to the argument that a slow-down (in termsof

data rate) of the users increases the system capacity in terms of admissibleses-
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Figure 4.7:Rate selection with one-by-one and parallel scheduling for different

numbers of DCH and E-DCH connections.

sions if an admission control based on the cell load is used ([125] and [127]).

However, if we define capacity as the cumulated data rate per cell, the capac-

ity decreases with the number of parallel transmitting users due to the increased

interference, as we can see in Figure 4.7 and in Section 4.5.6.

Figure 4.7 shows the E-DCH user data rate for different numbers of DCH

and E-DCH users. The solid lines indicate parallel scheduling and the dashed

one-by-one scheduling. Different marker shapes indicate different numbers of

concurrently active DCH users. We see that for only one E-DCH user,parallel

and one-by-one scheduling have the same throughput. However, with more E-

DCH users the gain of one-by-one scheduling over parallel schedulingincreases

since the users do not interfere with each other and thus are able to utilize the

radio resources more efficiently, i.e. they get high SLFs and correspondingly also

high data rates. This gain depends on the number of DCH users in the system:

With more DCH users, the gain is lower. With 10 DCH users, there is nearly no

difference between one-by-one and parallel scheduling anymore. In this case the
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available resources for the E-DCH are already quite low and, thus, only SLFs

with low transmission rates are possible.

4.5.3 Preserving and Preemptive Admission

Control

The admission control (AC) is responsible for keeping the cell load belowthe

maximum load. Generally, we model the AC based on the RRM target condition.

We distinguish between two RRM policies for incoming QoS users: The first,

which we callpreserving, treats E-DCH and QoS equally. An incoming connec-

tion of either class is blocked if there are not enough resources available. The

second, which we callpreemptive, gives priority to QoS users. Active best effort

connections may be dropped from the system in order to make room for the in-

coming QoS user. In both policies existing E-DCH connections are slowed-down

if the number of QoS-connections increases. However, with the preserving strat-

egy incoming QoS-calls are blocked if the RRM cannot slow-down the E-DCH

connections any more. With the preemptive strategy, one or more E-DCHcon-

nections are dropped from the system in this case. Hence, blocking for the QoS

users occurs only if nearly all resources are occupied by QoS connections (cf.

Figure 4.8).

If a new connection arrives to the network, the AC performs two steps: At first,

the amount of resourcesω the incoming connection will occupy is identified. In

case of a QoS-connection, this is simplyωs. In case of an E-DCH connection,

incoming connections are admitted if a minimum bit rateRmin,E can be guar-

anteed. The corresponding SLF is denoted withωmin,E . Let us further denote

with n̄+ the state vector̄n plus the incoming connection with service classs or

with an additional E-DCH connection. The second step is then to estimate the

probability for exceeding the maximum load with the new connection included.

This step depends on the implemented policy:
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Preserving Policy: In the preserving case, we calculate the parameters for

the distribution of the expected cell loadηAC as in Equation (4.40), but with

ωmin,E for the E-DCH users:

ηAC(n̄+) = ηD(n̄+) + n+
E · ωmin,E + ηoc, (4.44)

wheren+
E is the number of E-DCH mobiles with the incoming mobile included,

if any. So, if the probabilityP (ηAC ≥ η∗) is higher than the target probability

pt, the connection is rejected. Otherwise the connection is admitted.

Preemptive Policy: With preemption, the incoming call is admitted if

enough resources are available such thatP (ηAC ≥ η∗) ≤ pt as in the pre-

serving case. However, if the resources are insufficient, we distinguish two cases:

If the incoming call belongs to an E-DCH user, the call is blocked. If the incom-

ing call belongs to a QoS user, the RRM calculates from the service requirement

ωs the number of E-DCH connections with minimum rateRE,min which must

be dropped from the system such that the incoming call can be admitted. The

number of E-DCH connectionsnd(n̄, s) which must be dropped depends on the

current state and on the SLF of the incoming QoS-connection. It is givenby the
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following rule:

nd(n̄, s) = min{n|P (ηD(n̄+)+(nE −n) ·ωmin,E +ηoc ≥ η∗) ≤ pt}. (4.45)

Note that0 ≤ nd ≤ ⌈ ωs

ωmin,E
⌉. Blocking for QoS-users occurs if the number of

E-DCH connections is too low to meet the requirements of the service class,i.e.

if nd(n̄, s) > nE . Blocking for E-DCH users occurs if the existing connections

cannot be slowed down any further, due to the constraint on the minimum bit rate.

After admission control, the RRM executes the rate assignment as in Eq. (4.42)

to adjust the bit rate of the E-DCH users to the new situation. Figure 4.9 illustrates

the principle of admission control and rate selection. It shows the mean and the

(1−pt)-quantile (herept = 5%) of the cell load distribution for 5 DCH users and

an increasing number of E-DCH users. The target load isη∗ = 0.85. Note that

the results from a Monte-Carlo-simulation with randomEb/N0-values (denoted

by dashed lines) are very close to the analytical results, showing the accuracy of

the lognormal approximation. Due to the discretization of the available rates,the

(1 − pt)-quantile does not exactly meet the target-load, but stays slightly below.

Since the coefficient of variation of the cell load is decreasing with the number

of users in the system, the mean load comes closer to the target load with an

increasing number of E-DCH users.

4.5.4 Performance Evaluation

We assume that all calls arrive with exponentially distributed interarrival times

with mean 1
λ

. The users choose a DCH service class or the E-DCH with proba-

bility ps andpE , hence the arrival rates per class areλs = ps ·λ andλE = pE ·λ.

The holding times for the DCH calls are also exponentially distributed with mean
1

µs
. For the E-DCH users we assume a volume based user traffic model [18]. With

exponentially distributed data volumes, the state-dependent departure rates of the

E-DCH users are then given as

µE(n̄) = nE ·
RE(n̄)

E[VE ]
, (4.46)
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whereE[VE ] is the mean traffic volume of the E-DCH users.

The resulting system is a multi-serviceM/M/n − 0 loss system with state

dependent departure rates for the E-DCH users. We are now interested in calcu-

lating the steady-state distribution of the number of users in the system. Sincethe

joint Markov process is not time-reversible which can be instantly verifiedwith

Kolmogorov’s reversibility criterion, no product form solution exists. The steady

state probabilities follow by solving

Q · π̄ = 0 s.t.
∑

π = 1 (4.47)

for π̄, whereQ is the transition rate matrix. The rate matrixQ is defined with help

of the bijective index functionφ(n̄) : Ω → N, which maps the state vectorn̄ to

a single index number. The transition rateq(φ(n̄), φ(n̄ ± 1̄)) in the rate matrix

between states̄n andn̄ ± 1̄ is then

q(φ(n̄), φ(n̄ + 1̄s)) = λs

q(φ(n̄), φ(n̄ + 1̄E)) = λE

q(φ(n̄), φ(n̄ − 1̄s)) = ns · µs

q(φ(n̄), φ(n̄ − 1̄E)) = µE(n̄)

(4.48)

for all valid states in the state spaceΩ. Additionally, Qii = −
∑

j Qij for local

balance and all other entries are set to zero. The sets ofΩ+
ps,b states where block-

ing occurs in the preserving case are defined by the conditionP (η(n̄+) ≥ η∗) >

pt, i.e. they form the ’edges’ of the state space. With preemption, an E-DCHcon-

nection is dropped ifP (η(n̄+s) ≥ η∗) > pt andnd(n̄, s) ≥ ⌈ ωs

ωmin,E
⌉, i.e. in

case of an incoming QoS connection. We define this set asΩ+s
pe,d. Blocking oc-

curs then in the setΩ+s
pe,b = Ω+s

ps,b \Ω+s
pe,d. The set of blocking states for E-DCH

connections is the same for both policies. For the preemptive policy, an additional

entry in the transition rate matrix is generated for states where preemption may

occur:

q(φ(n̄), φ(n̄ + 1̄s − n̄d(n̄, s))) = λs. (4.49)

As performance measures we choose the service-dependent call blocking proba-

bilities Ps, the call dropping probabilityPd which applies only in the case of the
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preemptive strategy, and the mean user bit rateE[RU ] achieved by the E-DCH

users. The call blocking probabilities are easily calculated as the sum of allstates

probabilities in which blocking may occur:

Ps =
∑

n̄|n̄∈Ω+s
b

π(n̄). (4.50)

Note that we omit the qualifier for the admission control policy. We define thecall

dropping probability in our analysis as the probability that an E-DCH connection

is dropped if a QoS-call is arriving in the system. This probability is given by

Pd =
∑

n̄|Ω+s
pe,d

π(n̄) ·
∑

s′∈S P a
s′ · P

sel
s′∑

n̄′|nE>0 π(n̄′)
, (4.51)

whereP a
s is the probability that the incoming connection is of classs andP sel

s is

the probability that an active E-DCH connection is selected for dropping:

P a
s =

λs∑
s′∈S λs′

, and P sel
s =

nd(n̄, s)

nE

. (4.52)

We further define the mean throughput per user at a random time instance as

E[RU ] =
∑

RE>0

RE ·

∑
n̄|RE(n̄)=RE

nE · π(n̄)
∑

n̄′|nE>0 n′
E · π(n̄′)

, (4.53)

which is conditioned with the probability that at least one E-DCH user is in the

system. Finally, the mean total cell throughput (or system throughput) follows

according to Little as

E[RT,E ] = λE · (1 − Pb,E) · E[VE ]. (4.54)

Note that the mean cell throughput includes cases where no E-DCH users are

active or in the system.
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Figure 4.10:Blocking and dropping probabilities for DCH and E-DCH users.

4.5.5 Impact of User Preemption

In this section we give some numerical examples for the impact of user preemp-

tion. The scenarios, if not stated otherwise, consist of two service classes:64 kbps

QoS-users (i.e. DCH users) with a target-Eb/N0 of 4 dB and the E-DCH best ef-

fort users with a target-Eb/N0 of 3 dB. The service probabilities arepD = 0.4

andpE = 0.6 for DCH and E-DCH connections, respectively. The mean volume

size for E-DCH connections isE[VE ] = 72 kbit. The minimum guaranteed data

rate for E-DCH users is60 kbps.

Figure 4.10 shows blocking and dropping probabilities for both admission

policies. The curves with circles indicate the blocking probabilities for the

64 kbps DCH QoS users, while the curves with square markers show the block-

ing probabilities for the E-DCH users. The dashed line with diamond markers

shows the dropping probabilities in case of preemption. In this scenario, the total

arrival rateλ is increased from10 s−1 to 40 s−1. Although a system with such

high blocking probabilities can be considered as heavily overloaded, we show

121



4 Performance of the Enhanced Uplink

10 15 20 25 30 35 40
0

100

200

300

400

500

600

700

800

900

Total arrival rate λ

D
at

a 
ra

te
 [k

bp
s]

 

 

E[R
U
], preserving

E[R
U
], preemptive

E[R
T
], preserving

E[R
T
], preemptive

cell data rate

user data rate

Figure 4.11:Mean user and cell bit rates. With preemptive AC, DCH connec-

tions force out E-DCH connections with increasing load, leading to

shrinking cell throughputs.

these results for a better understanding of the effect of preemption. The compar-

ison of the DCH blocking probabilities for both schemes reveals an enormous

performance gain for DCH QoS users with preemption, which is caused by the

substantially smaller set of states where blocking can occur at all. The blocking

probabilities for the E-DCH users, however, are nearly identical and only begin

to diverge under high load conditions, where the preserving scheme has a slight

advantage over the preemptive scheme. The dropping probabilities forE-DCH

users increase with the arrival rate, but do not exceed approximately10 %. With

a higher load, the system is nearly fully occupied with QoS users and the remain-

ing E-DCH users cannot be dropped due to their lower resource requirements.

The impact of preemption on the average user and cell data rates (defined as the

cumulated data rates of all users) is shown in Figure 4.11 for the same scenario.

The user data rates are indicated with solid lines, the cell data rates with dashed
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Figure 4.12:The impact of preemption depends on the ratio between DCH and

E-DCH users.

lines. Note that the average cell data rates include the case where no E-DCH user

is in the system. This explains why they are indeed lower than the average user

data rates for very small arrival rates. The expected user data ratesE[RU ] are

in both cases nearly identical with a slight advantage for the preemptive case for

higher loads, reflecting the slightly higher blocking probabilities shown in Figure

4.10. However, due to the dropping of E-DCH users the average cell data rates

E[RT ] in the preemptive case becomes significantly lower than in the preserving

case with increasing load. The small increase for the preserving scheme with

arrival rates higher than20 s−1 indicates that the system is saturated above this

point.

In the next scenario we fix the total arrival rate to15 s−1 and vary the ratio be-

tween DCH and E-DCH arrivals from10%/90% to 90%/10%. The results are

shown in Figure 4.12. We see that an increasing number of DCH arrivals leads

to a higher system load due to the slightly lower minimum guaranteed data rate

for E-DCH users and the time-based traffic model of the DCH users, leading to
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Figure 4.13:Logarithmic gain of DCH blocking probabilities with preemption

over preserving admission control and corresponding E-DCH drop-

ping probabilities.

overall higher blocking probabilities for DCH connections. Further, in situations

with a high fraction of best-effort traffic, preemption leads to a substantial de-

crease of the blocking probabilities for the QoS users with still acceptable drop-

ping probabilities. However, if the ratio is shifted to the QoS side, the decreasing

load available to the E-DCH users leads to increased dropping probabilities.With

preemption, the blocking probabilities for E-DCH users are slightly higher than

without preemption if more DCH users are in the system, since then, incoming

E-DCH connections see more DCH connections and a higher system load due

to E-DCH connection dropping. For low fractions of E-DCH users, the blocking

probability shrinks again.

Figure 4.13 clarifies the trade-off between blocking and dropping probabilities.

The values indicated with square markers show the DCH blocking preemption

gain, defined as blocking probability for preserving AC over blocking probability

for preemptive AC,P s
b /P e

b . The preemption gain is logarithmically scaled with
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Figure 4.14:Sensitivity of dropping probabilities against the volume size distri-

bution: higher variability leads to lower dropping probabilities.

base10. The corresponding E-DCH dropping probability is indicated by diamond

markers. As an example let us consider a balanced configuration, i.e.50 % DCH

and50 % E-DCH users. The E-DCH dropping probability in that case is1 %, but

the blocking probability for DCH users with preemption is10 times lower than

in the preserving case.

Figure 4.14 shows the sensitivity of the system to different volume size dis-

tributions for the E-DCH users. The results are calculated with an event-discrete

flow-level simulation which was also used for the validation of the analytical re-

sults. Three cases are presented: Constant volume size, exponentially, and Pareto-

distributed volume sizes (with parametersk = 1.5 andxmin = 2.4 · 104), all

with the same mean. The solid line represents the analytical results, which fit

very well to the results of the simulation with exponentially distributed transfer

volumes. We further see that a higher coefficient of variation leads to lower drop-

ping probabilities due to the resulting higher occurrence of smaller sojourntimes
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Figure 4.15:Comparison of blocking probabilities for different minimum guar-

anteed E-DCH data rates.

(see e.g. [109]). In case of lower load, the differences are quite small, which may

lead to the conclusion that then the exponential assumption may be a sufficient

approximation.

4.5.6 Parallel vs. One-by-One Scheduling

In this section we investigate the impact of parallel and one-by-one scheduling

as well as the minimum guaranteed E-DCH data rate on the system performance.

Remember from Section 4.5.2 that one-by-one scheduling, although inthe cur-

rent UMTS specification not feasible due to lacking synchronization of theuplink

physical data channels, has the inherent advantage that a transmissiondoes not

suffer from any interference from other mobiles in the same cell. A disadvantage

is that a single mobile may not be able to completely occupy the available re-

sources due to transmit power restrictions. However, we assume that the cells are

dimensioned such that the transmit power is no limiting factor.

The evaluation scenario is the same as in the previous section:64 kbps QoS-

users (i.e. DCH users) with a target-Eb/N0 of 4 dB and E-DCH best effort users

with a target-Eb/N0 of 3 dB are considered. The service probabilities arepD =

126



4.5 Single-Cell Capacity Model

5 6 7 8 9 10 11 12
200

250

300

350

400

450

500

Total arrival rate λ

E
xp

ec
te

d 
ce

ll 
da

ta
 r

at
e 

[k
bp

s]

 

 

R
min, E

 = 60kbps, par

R
min, E

 = 60kbps, obo

R
min, E

 = 200kbps, par

R
min, E

 = 200kbps, obo

Figure 4.16:Mean total E-DCH throughput. The performance gain of one-by-on

scheduling is larger for high minimum data rates.

0.4 andpE = 0.6. We consider only preserving admission control.

In the first scenario we compare the blocking probabilities for parallel and one-

by-one scheduling. In Figure 4.15(a), the minimum guaranteed data rate for E-

DCH users,Rmin,E , is60 kbps. The mean volume sizeE[VE ] is72 kbit. Diamond

markers indicate the blocking probabilities for E-DCH users, square markers for

DCH users. We see that in this scenario the blocking probabilities for the DCH

users are higher than for the E-DCH users. Due to the low minimum E-DCH bit

rate and the resulting low minimal service load factor, E-DCH users may still

connect to the system even if DCH users are already blocked. The comparison

of the parallel (solid lines) with the one-by-one scheduling case (dashedlines)

shows that the throughput gain of the one-by-one users leads to lower blocking

probabilities, and also to a larger difference between DCH and E-DCH users.

In Figure 4.15(b), the scenario is equal to the previous one with the exception

of the minimum guaranteed data rateRmin,E , which is now200 kbps. In this case,
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Figure 4.17:Mean E-DCH data rates per user. The performance gain for one-by-

one scheduling shrinks with increasing load due to the interference

generated by DCH connections.

the service load factor for the minimum data rate of the E-DCH connections is

higher than the load requirements of the DCH users. Consequently, the E-DCH

blocking probabilities are now higher than the DCH blocking probabilities. We

further see that the DCH blocking probabilities for both scheduling disciplines

are nearly identical. The reason is that with both schemes, DCH users arestill

able to connect even if E-DCH connections are blocked, leveling the advantage

of one-by-one scheduling due to less interference.

In Figure 4.16, the total cell data rates are compared, dashed lines again indi-

cate one-by-one scheduling. As expected, the data rate for one-by-one scheduling

is always higher than for parallel scheduling, although this becomes visible only

if a certain system load is reached since otherwise the average time with no E-

DCH user is so high that the performance differences are diminished. The gain

becomes larger with increasing load due to lower blocking probabilities for one-
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by-one scheduling, (cf. Figure 4.15). This is an interesting fact sincein Section

4.5.2 we have seen that the performance gain for one-by-one scheduling becomes

smaller with an increasing number of DCH users. However, the performance gain

becomes visible only if the probability that no E-DCH user is in the system is suf-

ficiently small. Finally, the impact of the minimum cell data rate is more visible

than the impact of the scheduling due to the significant higher blocking probabil-

ities forRmin,E = 200 kbps.

The higher blocking probabilities for the scenario with a more generously

guaranteed data rate are to the benefit of the users admitted to the system, as it can

be concluded from Figure 4.17. Here, dashed lines indicate one-by-one schedul-

ing and solid lines parallel scheduling, while square markers denote a minimum

data rate ofRmin,E = 60 kbps and diamond markers ofRmin,E = 200 kbps. Cor-

responding to the cell data rates we see that the impact of the minimum data rates

on the average user data rates increases with the total arrival rate. Theclose val-

ues for low loads reflect the low blocking probabilities (e.g. atλ = 5 s−1). For

the scheduling discipline, the opposite can be observed. The performance gain

of one-by-one scheduling decreases with higher loads. The reason isthat the in-

creasing number of DCH users leads to more interference which decreases the

advantage of the one-by-one scheduling.
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4.6 Multi-Cell Capacity Model

The single cell capacity model described in the previous Section assumesthat

the influence of mobiles in surrounding cells is independent of the load at the

considered NodeB. More specifically, we assumed that the parametersof the in-

terference and load distribution are constant. In this section, we proposea more

accurate model that takes the mutual dependency between other-cell interference

and transmit power of the mobiles into account. The model uses a similar ap-

proach as in [10, 40, 135] by calculating the first and second moments of the

other-cell interference [23].

The general formulation in Section 4.3 for the uplink received powers ina

UMTS network enables us to calculate the interference for a deterministic situ-

ation, i.e. in a situation where all parameters (distance, target-Eb/N0, etc.) are

fixed. We now extend this model by a stochastic component: we assume that the

number of users in the cells and their position is random. This means that weare

now interested in thedistribution(and its parameters) of the received interference

at every NodeB.

In contrast to the previous sections, we consider the other-cell unaware ra-

dio resource management scheme, i.e. we assume that the NodeB triesto keep

the own-cell load below a certain target own-cell load such thatηown ≤ η∗
own

(see Figure 4.1). This implicates that the own-cell loadηE available for the E-

DCH users is now independent from the other-cell interference, whichmeans in

turn that that an “infeasible” situation as we investigated in Section 4.4 cannot

occur anymore. Outage, caused by insufficient transmit power at theUE, may

still occur, but only because of the direct influence of the other-cell interference.

We further assume perfect power control and equal-rate assignment for all E-

DCH users, i.e. that the receivedEb/N0-values are deterministic and equal to the

target-Eb/N0, and that the data rate of all E-DCH users is equal.
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4.6.1 Steady State User Distribution

According to the other-cell unaware RRM scheme and the employed equal-rate

parallel scheduling, the service load factor of an E-DCH userk controlled by an

arbitrary NodeB with state vector̄n is

ωk,E(n̄) =
η∗

own − ηD(n̄)

nE

, (4.55)

This enables us to calculate the steady state distribution of the users at that NodeB

independently from the other-cell interference with aS +1-dimensional Markov

chain model similar as in the single-cell case, whereS is the number of DCH

service classes. The resulting state spaceΩ is restricted by admission control

based on the own-cell load and a minimum guaranteed bit rateRE
min for the

E-DCH users which corresponds to a minimum service load factorωE
min. An

incoming user is accepted if the total own-cell load plus the service load factor of

the incoming user does not exceed the own-cell target load such that thefollowing

condition must is fulfilled:

nE · ωmin
E + η(n̄) ≤ η∗

own. (4.56)

So in contrast to the probabilistic admission control proposed for the single-cell

model due to the influence of lognormal other-cell interference and imperfect

power control, here a deterministic policy is enforced.

The computation of the steady-state distribution is equal to the calculation

described in Section 4.5.4 in the single-cell case. So we will not describeit in

detail again. An important distinction is the calculation of the user data rates.

Since we assume perfect power control and perfect equal-rate assignment, the

data rates are directly given by the E-DCH service load factor and target-Eb/N0-

value:

RE(n̄) =
W

ε∗E
·

ωE(n̄)

1 − ωE(n̄)
, (4.57)

whereε∗E is the target-Eb/N0 value of an E-DCH connection.
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4.6.2 Other-Cell Interference Revisited

Recalling the interference model in Section 4.3, the other-cell interference at

NodeBx can also be characterized by the following two equations in a static

scenario, i.e. in a fixed system staten̄:

Ioc
x =

∑

l∈L\x

Iout
y→x (4.58)

Iout
y→x = ηy,x · (W · N0 + Iy), (4.59)

whereηy,x is defined as the load inflicted on NodeBx by NodeBy:

ηy,x =
∑

k∈My

∆y
k,x · ωk. (4.60)

Note that we follow the notation established in [40] for compact representation,

and that the total own-cell loadηx comprises DCH and E-DCH users:

ηy,x = ηD
y,x + ηE

y,x. (4.61)

Recalling furthermore thatIx consists of other-cell and own-cell interference,

whereas the latter can be written depending on the other-cell interferenceas

Iown
x =

ηx,x

1 − ηx,x

· (W · N0 + Ioc
x ), (4.62)

the “outgoing” interference becomes

Iout
y→x =

ηy,x

1 − ηx,x

· (W · N0 + Ioc
x ), (4.63)

as it can be easily shown with some algebraic manipulations. Since both equa-

tions for other-cell and “outgoing” interference now depend on each other only,

the other-cell interference can be calculated directly by solving the matrix equa-

tion as in [40, 10]:

Īoc = ζ̃ · (N̄0 + Īoc), (4.64)
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where the elements of the|L| × |L|-matrix are set to(ζ̃)i,j =
ηj,i

1−ηi,i
, and the

|L| × 1 column vectorsN̄0 andĪoc contain the thermal noise and the other-cell

interference, respectively. Another way is to use a fixed-point iterationscheme as

it has been proposed in [22, 23].

4.6.3 A Stochastic Other-Cell Interference Model

An exact calculation of the other-cell interference distribution would require to

consider all state permutations over all cells in the network, which is computa-

tionally intractable. Instead, we follow the same approach as in [10, 40, 129] and

assume that the other-cell interference is lognormal distributed, such that we need

to calculate only the first two moments in order to get approximative statistics.

The difference to a system with only DCH users is that we have to distinguish

between the case that E-DCH users are active, which means that the own-cell tar-

get load is reached, or no E-DCH users are active, which means that the own-cell

load is in most cases much lower than the target-load. With this approach, we

can calculate the moments of the other-cell interference as well as the probability

that a certain maximum sustainable load is exceeded with the theorem of total

probability.

We are therefore interested in the first and second moment of the random vari-

ableζ, which is given by the theorem of total probability as follows:

E[ζy,x] =
∑

n̄|nE=0

π(n̄) · ζ(n̄) · E[∆x
y ] +

∑

n̄|nE>0

π(n̄) · ζ∗ · E[∆x
y ], (4.65)

whereζ(n̄) andζ∗ are defined as

ζ(n̄) =
ηD(n̄)

1 − ηD(n̄)
and ζ∗ =

η∗
own

1 − η∗
own

, (4.66)

where the latter reflects the case of fully used own-cell target-load if E-DCH users

are active. Correspondingly, the second moment follows as

E[ζ2
y,x] =

∑

n̄

π(n̄) ·
(
VAR[ζy,x(n̄)] + E[ζy,x]2

)
, (4.67)
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where the conditional variance is defined as

VAR[ζy,x(n̄)] =





∑
s∈S ns·(ω

D
y,s)2

(1−ηD
y,own)2

· VAR[∆x
y ], if nE = 0

∑
s∈S ns·(ω

D
y,s)2+

(ηE
y,own)2

nE

(1−η∗
own)2

· VAR[∆x
y ], else.

(4.68)

We have now the means to calculate the moments of the other-cell interference

over the whole network, either by solving the matrix equations similar to the

previous section or with iterative methods. For a more detailed description the

reader is referred to Appendix B and [40].

Under assumption of lognormal distributed other-cell interference, theproba-

bility that a certain interference threshold corresponding to a maximum sustain-

able load is exceeded can now be computed. We define the maximum allowed

total load asηmax and following from that the maximum interference as

Imax =
ηmax

1 − ηmax

· W · N0. (4.69)

The probability that the maximum interference is exceeded follows again from

the theorem of total probability:

P out
x =

∑

n̄|nE=0

π(n̄) · P out
x (n̄), (4.70)

whereP out
x (n̄) is the conditional probability that the maximum interference is

exceeded, which we assume as lognormal distributed. We have to distinguish

between the two cases that E-DCH users are in the cell or not, consequently the

probabilities are defined as

P out
x (n̄) =





1 − LNµx,σx(Imax − ID
x (n̄)), if nE = 0

1 − LNµx,σx(Imax − I∗
own), otherwise.

(4.71)

The involved interference values can be calculated asI = η

1−η
· W · N0. The

parametersµx, σx for the lognormal distribution are calculated directly from the

moments of the other-cell interference asµx = ln(E[Ioc
x ]) −

σ2
x

2
and σ2

x =

ln
(

VAR[Ioc
x ]

E[Ioc
x ]2

+ 1
)

.
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Figure 4.18:Mean other-cell interference for different mean volume sizes. The

small spikes in the curves result from the minimum data rates for

E-DCH users and admission control.

4.6.4 Numerical Results

We now present some numerical results. The scenario uses the hexagonal 19-

cell layout with homogeneous user arrivals. The data rate of the DCH users is

assumed to be64 kbps with a target-Eb/N0-value of3 dB. The minimum guar-

anteed data rate of the E-DCH connection is9 kbps with a fixed target-Eb/N0 of

also3 dB. All other system parameters (like chiprate, thermal noise density) are

equal to the standard assumptions we use throughout this monograph. Only the

center cell is considered for the results. The analytical results are verified with a

time-dynamic flow-level simulation that calculates the complete interferencesit-

uation at every arrival and departure event. Users arrive with exponentially dis-

tributed inter-arrival times with rateλE = 40−1s−1 andλD = 10−1s−1. The

call timesE[TD] for the DCH connections as well as the volume sizes for the E-
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Figure 4.19:Standard deviation of the other-cell interference for different mean

volume sizes. For high loads, the results for analysis and simulation

begin to diverge.

DCH connections are also exponentially distributed. We assumeE[TD] = 100s.

In Figure 4.18, the first moment of the other-cell interference versus an in-

creasing target own-cell load is shown for different values of the mean E-DCH

volume sizeE[VE ]. Solid lines indicate analytical results, dashed lines the corre-

sponding simulation results. We observe that both results match very well, with

small errors for higher own-cell target loads. An interesting phenomenon are the

small spikes (for example atη∗
own = 0.4), which originate from a discretization

effect due to the minimum data rate of the E-DCH connections. We further ob-

serve that the mean other-cell interference increases both with the target own-cell

load (which constitutes the upper limit of the mean own-cell load) and the E-

DCH mean volume size, the latter due to the longer time periods without active

E-DCH users.
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Figure 4.20:Logarithmic outage probabilities versus increasing own-cell target

load.

The corresponding standard deviations are shown in Figure 4.19. Again, the

simulation results and the analytical results match quite well, however, the results

begin to diverge with higher cell loads. The reason is that we assume indepen-

dency between the random variablesζ (reflecting the other-cell load) and the

other-cell interference which leads to an increasing error correlated tothe system

load. Also, the curves, especially forE[VE ] = 1 MByte, are convex in contrast to

the concave progression of the first moment, leading to an increasing coefficient

of variation with increasing own-cell target load.

Finally, the probability that the maximum sustainable interferenceImax is ex-

ceeded (“outage probability”) is shown in Figure 4.20. For a better visibilityof

very small values the log-probability is plotted on the y-axis. We see that the ana-

lytical results slightly underestimate the outage probability. The reason is thatthe

lognormal assumption for the other-cell interference becomes more valid with an

increasing number of users in the system.
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4.7 Concluding Remarks

The flexibility of the rate control mechanism implemented by the UMTS en-

hanced uplink is a challenge for modeling. In this chapter, we presented new ap-

proaches how to calculate flow-level performance measures like blocking proba-

bilities and average cell and user data rates. The comparison between one-by-one

and parallel scheduling clarified the inherent advantage of one-by-one schedul-

ing and showed the relation to the number of concurrently active DCH users.

Radio resource sharing and admission control have a large influence on the over-

all performance. Preemption of E-DCH users leads to drastically increased QoS

for DCH connections in terms of blocking probability. However, operators must

trade off the DCH QoS with the dropping probability for E-DCH users. We also

showed that the impact of preemption on the perceived average user data rate is

insignificant. Finally, the multi-cell capacity model provides network planners a

tool to include the enhanced uplink in their considerations for proper network

dimensioning.

The generic nature of the models allow for inclusion of different radio resource

management strategies which have not been addressed in this monograph, for

example resource reservation schemes. Some problems, however,would require

major modifications, like channel-aware scheduling schemes or the inclusion of

other-cell DOWN grants into the stochastic other-cell interference model.

Another aspect is the interaction between HSDPA and the enhanced uplink

from the perspective of resource efficiency. The enhanced uplink requires several

signaling channels on the downlink with substantially large data rates and also

correspondingly low spreading factors. Since high data rates for the HSDPA re-

quire a large fraction of the code resources, the use of E-DCH radio bearers could

lead to decreasing HSDPA data rates.

Like for every shared resource system with variable data rate, the userbehavior

has a large impact on the system performance. This applies to the difference

between volume-based and time-based traffic as well as for applicationswhich

purposefully adapt their traffic volume to the current quality of service like Skype.
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Interactions between such applications and QoE-aware schedulers aretherefore

a point for further research.
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5 Summary

The complexity of integrated, 3.5G-enabled UMTS networks is a challengefor

system and performance modeling. However, operators and other interested par-

ties need tools for evaluation, planning and optimization of such networks. In this

monograph, we proposed and validated modeling frameworks for such tasks. Nu-

merical studies confirmed the importance of an integrative approach and revealed

the interactions between user behavior, radio resource management and physical

layer effects. Our approach for all models in this work is based on the concept of

flows, which constitute a coherent stream of packets with the same source or des-

tination address. This approach made it possible to find a compromise between

an accurate inclusion of lower layer effects on the one hand, and computational

efficient performance evaluation tools for time-average performance measures on

the other hand.

We introduced an HSDPA model that consists of two parts: A physical layer

abstraction model that approximates the stochastic properties of the userthrough-

put in an inter-event time, and a radio resource model that describes the consump-

tion of transmit power, interference and channelization codes. The physical layer

abstraction model alone gave us insights into the dominating factors on HSDPA

data rates. Radio channels with a high multi-path diversity constrain the HSDPA

data rate effectively even in locations close to the transmitting antenna. With less

severe propagation conditions, the number of available codes for the HS-DSCH

transport channel is the restricting factor.

These insights gave us the instruments to interpret the trade-off between HS-

DPA and DCH user performance with different radio resource sharing schemes.

We considered the fixed scheme, which is a pure reservation scheme witha con-
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stant amount of radio resource reserved for HSDPA, an adaptive scheme, where

the HS-DSCH instantaneously utilizes all resources which are not used byDCH

connections and the hybrid scheme, which is a combination of the two previous

schemes. Apart from an unexpected high performance gain of the hybrid scheme

over the fixed scheme in high load situations, we showed that the code/power

balance is an important factor for the system performance. Furthermore, we

observed that the transmit power allocation scheme has a significant influence

on performance. Based on the assumption that rapid on and off-switching of

the HS-DSCH decreases the effectiveness of fast power control, analways-on

scheme and a power-ramping scheme was compared to the on-off scheme. Inter-

estingly, the performance gain of the power-ramping and on-off scheme proved

to be nearly independent of the user distance to the base station antenna. All

these results have been gained from a discrete-event flow-level simulation with

Round-Robin scheduling in order to exclude side effects due to channel-aware

scheduling.

To complete our analysis we therefore compared Round-Robin, Proportional-

fair and MaxTBS scheduling, constituting the three most common scheduling

disciplines for HSDPA. MaxTBS scheduling is a “greedy” scheduling disci-

pline which always favors the best user and is therefore often referred to as

cell throughput optimal in the literature. However, we showed that with volume-

based user traffic, i.e. with users that leave the system only if a certain data

volume has been completely transmitted, Proportional-fair performs better than

MaxTBS scheduling. The reason are the very long sojourn times of “starving”,

low-bandwidth users at cell edges. This observation was confirmed witha com-

parison of the spatial arrival probability with the residence probability, i.e. the

probability to meet an active user at a certain location. With MaxTBS scheduling

the difference between arrival and residence probability was largest,followed

by Proportional-fair and channel-blind Round-Robin scheduling. In thefurther

course of this work we proposed an analytical queuing model with state-space

reduction based on the Kaufman-Roberts equation. The model comprises an

explicit expression of the conditional HSDPA sojourn time with Round-Robin
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scheduling, however, for channel-aware scheduling schemes no such expressions

have been found.

The second major focus of our work was the Enhanced Uplink. Althoughbe-

ing the uplink counterpart to HSDPA, it is based on a different concept: The

NodeB adjusts the maximum allowed transmit power of the mobile stations,

which in turn adjust their instantaneous data rate accordingly. Fast powercon-

trol is still in effect. We introduced mathematical expressions for such a rate

and power controlled system with QoS DCH users and Enhanced Uplink user

in co-existence. Then we investigated the feasibility region of such a systemun-

der different constraints and degrees of rate control distribution. We showed that

the probability of outage events decreases with the number of Enhanced Uplink

users in the system. In the further course of our work, we developed acapac-

ity model which takes other-cell interference as independent lognormal random

variable into account. Soft capacity in this model is considered with a probabilis-

tic admission control scheme that keeps the load overshoot probability below a

certain threshold. This model gave us insights into the impact of admission con-

trol and scheduling schemes. Due to fast power control, Enhanced Uplink radio

bearers can provide bandwidth guarantees. A minimal user bandwidth ischosen

as admission criterion for incoming connections. Preemptive admission control

drops Enhanced Uplink radio bearers if a QoS DCH connections arrives into the

system. The comparison with a preserving, non-dropping scheme unveiled the

trade-off between E-DCH dropping probability and DCH blocking probability.

Numerical results suggested that a substantial performance gain in terms of DCH

blocking probabilities can be achieved with tolerable E-DCH dropping probabil-

ities. However, these results are sensitive to the service mix between E-EDCH

and DCH connections. Nevertheless, preemptive admission control proved to be

a useful option for operators to ensure quality of service for DCH connections.

A further point that draw our interest was the impact of own-cell interference

on the E-DCH performance. We investigated two antipodal scheduling schemes:

With one-by-one scheduling, scheduling grants are assigned to the users in a

Round-Robin manner, such that at every time instance only one user is transmit-
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ting. With parallel scheduling, all users transmit at the same time. In the first case,

the absence of any own-cell interference from other Enhanced Uplinkusers lead

to a significant performance gain; however, the gain diminishes rapidly with an

increasing number of DCH users.

Finally, we developed a model which takes other-cell interference explicitly

into account. The model is based on the assumption that interference is approxi-

mately lognormal distributed, such that an explicit calculation of the interference

distribution is avoided. A comparison with flow-level simulation results con-

firmed this assumption, with an increasing accuracy of the analytical model in

case of higher loaded systems. The model therefore enables the inclusion of the

Enhanced Uplink into the network planning and optimization process.

Summarizing, both the results for HSDPA as well as for Enhanced Uplink

confirmed that it is essential to take a holistic approach for the evaluation ofto-

days and future mobile communication networks. Physical layer effects, radio

resource management and sharing for QoS and best-effort users, and user behav-

ior together determine the system performance.

The complexity of future communication systems will not diminish, although

one design goal of UTRAN LTE is to decrease the technical complexity on the

fixed part of the radio access network. However, it is reasonable to anticipate that

the behaviorof the system will be more complex: A partly self-organizational

RAN and frequency-selective scheduling in a common frequency spectrum re-

quire highly sophisticated algorithms for radio resource management. The meth-

ods we developed in the course of this work are also applicable to future systems

like LTE.
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A Conditional Mean Sojourn Time of an

HSDPA User

The assumption is that the probabilitypf to meet a user at a certain locationf is

proportional to the reciprocal of the location dependent data rateRf (j, nH), i.e.

pf ∼
1

Rf (j, nH)
, such that pf =

1
Rf (j,nH )∑
f

1
Rf (j,nH )

. (A.1)

The occupied code resources are denoted byj, the number of HSDPA users is

nH . The mean conditional sojourn time is

E[T |(j, nH)] = E

[
VH

R(j, nH)

]

= E[VH ] · E

[
1

R(j, nH)

]

= E[VH ] ·
∑

f

pf ·
1

Rf (j, nH)

= E[VH ] ·
∑

f

1
Rf (j,nH )∑
f

1
Rf (j,nH )

·
1

Rf (j, nH)

= E[VH ] · E

[
1

Rf (j, nH)2

]
· E

[
1

Rf (j, nH)

]−1

.

(A.2)

Note that the second line of the equation above is possible due to the assumption

of a constant data rate during every inter-event time.
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B Moments of the Enhanced Uplink

Other-Cell Interference

With Equations (4.58), (4.63), and the assumption of independence between the

other-cell interference and the load variableζ, the first moments and variance of

the other and outgoing interferences are

E[Ioc
x ] =

∑

l∈L\x

E[Iout
y→x], (B.3)

E[Iout
y→x] = E[ζy,x] ·

(
W · N0 + E[Ioc

y ]
)
, (B.4)

VAR[Ioc
x ] =

∑

l∈L\x

VAR[Iout
y→x], (B.5)

VAR[Iout
y→x] = VAR[ζy,x] ·

(
W 2 · N2

0 + 2 · N0 · E[Ioc
y ]
)

+ E[(ζy,x)2] · E[(Ioc
y )2] − E[ζy,x]2 · E[Ioc

y ]2.
(B.6)

The first moment of the other-cell interference is calculated by solving the fol-

lowing equation system:

E[Īoc] = E[ζ̃] · (N̄0 + E[Īoc]), (B.7)

whereE[Īoc] is a|L|×1 column vector containing the first moment of the other-

cell interference at all NodeBs,N0 is a |L| × 1 column vector with elements

W · N0 andE[ζ̃] is a |L| × |L| matrix with entries(E[ζ̃])ij = E[ζi,j ] if i 6= j

and(E[ζ̃])ij = 0 otherwise. Solving forE[Īoc] yields

E[Īoc] = (Ĩ − E[ζ̃])−1 · (E[ζ̃] · N̄0), (B.8)

147



Appendices

with Ĩ as|L|× |L| identity matrix. The second moment of the other-cell interfer-

ence is formulated as follows using Equation (B.6):

E[(Ioc
x )2] = Hx +

∑

l∈L\x

E[(ζl,x)2] · E[(Ioc
l )2], (B.9)

Hx = E[Ioc
x ]2 +

∑

l∈L\x

VAR[ζl,x] ·
(
W 2 · N2

0 + 2 · N0 · E[Ioc
l ]
)

−
∑

l∈L\x

E[ζl,x]2 · E[Ioc
l ]2

(B.10)

This equation system in matrix form is then

E[(Īoc)2] = H̄ + E[ζ̃2] · E[(Īoc)2], (B.11)

whereE[(Īoc)2] is the|L| × 1 column vector containing the second moment of

the other-cell interference,̄H is a |L| × 1 column vector with entriesHx, and

E[ζ̃2] is a |L| × |L| matrix with entries(E[ζ̃2])ij = E[(ζi,j)
2] if i 6= j, and

(E[ζ̃])ij = 0 otherwise. Finally, solving forE[(Īoc)2] yields

E[(Īoc)2] = (Ĩ − E[(ζ̃)2])−1 · H̄. (B.12)
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C Acronyms

C Acronyms

3GPP 3rd Generation Partnership Program

AAA Authentication, Authorization and Accounting

AC Admission Control

BPSK Binary Phase Shift Keying

CDF Cumulative Distribution Function

CDMA Code Division Multiple Access

CQI Channel Quality Indicator

CPICH Common Pilot Channel

CS Circuit-Switched

DPCCH Dedicated Physical Control Channel

DPDCH Dedicated Physical Data Channel

DCH Dedicated Channel

E-AGCH Enhanced Absolute Grant Channel

E-DCH Enhanced Dedicated Channel

E-DCCH Enhanced Dedicated Control Channel

E-DPCCH Enhanced Dedicated Physical Control Channel

E-DPDCH Enhanced Dedicated Physical Data Channel

E-HICH Enhanced Hybrid ARQ Indicator Channel

E-RGCH Enhanced Relative Grant Channel

E-TFC Enhanced Transport Format Combination

FACH Forward Access Channel

FDD Frequency Division Duplex

FTP File Transfer Protocol

GGSN General GPRS Support Node

GMSC Gateway Mobile Switching Center

GPRS General Packet Radio Service

HARQ Hybrid Automatic Repeat Request

HLR Home Location Register

HS-DPCCH High Speed Dedicated Physical Control Channel
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HS-DSCH High Speed Downlink Shared Channel

HS-PDSCH High Speed Physical Downlink Shared Channel

HS-SCCH High Speed Signaling Control Channel

HSDPA High Speed Downlink Packet Access

HSPA High Speed Packet Access

HSUPA High Speed Uplink Packet Access

IMS IP Multimedia Subsystem

IMT International Mobile Telecommunications

IP Internet Protocol

ITU International Telecommunication Union

LTE Long Term Evolution

MAC Medium Access Control

MIMO Multiple Input Multiple Output

MSC Mobile Switching Center

NRT Non-Realtime

OVSF Orthogonal Variable Spreading Factor

PDF Probability Density Function

PDU Packet Data Unit

PF Proportional Fair

PS Packet-Switched

QAM Quadrature Amplitude Modulation

QoS Quality of Service

QPSK Quadrature Phase Shift Keying

RAB Radio Access Bearer

RAN Radio Access Network

RLC Radio Link Control

RNC Radio Network Controller

RRM Radio Resource Management

RT Realtime

RTP Realtime Transport Protocol

TBS Transport Block Size
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TCP Transmission Control Protocol

TDD Time Division Duplex

TDMA Time Division Multiple Access

TTI Transport Time Interval

SF Spreading Factor

SGSN Supporting GPRS Support Node

SIR Signal-to-Interference Ratio

SINR Signal-to-Interference-and-Noise Ratio

SNR Signal-to-Noise Ratio

SPI Service Priotity Indicator

UE User Equipment

UMTS Universal Mobile Telecommunication System

UPH Uplink Power Headroom

UTRAN UMTS Terrestrial Radio Access Network

VLR Visiting Location Register

WCDMA Wideband Code Division Multiple Access
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[9] A. M äder and D. Staehle, “Analytic Modelling of the WCDMA Down-

link Capacity in Multi-Service Environments,” inProc. of the 16th ITC

Specialist Seminar, Antwerp, Belgium, Aug. 2004, pp. 229–238.
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2004.

[41] D. Staehle, K. Leibnitz, K. Heck, B. Schröder, A. Weller, and P. Tran-
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tronics and Communications, vol. 60, no. 2, pp. 136–141, Feb. 2006.

[73] 3GPP, “3GPP TS 25.321 V6.6.0 Medium Access Control (MAC) protocol

specification,” 3GPP, Tech. Rep., Sep. 2005.

[74] T. Henttonen and T. Chen, “Power Headroom Measurements forE-TFC

Elimination/Selection in HSUPA,” inProc. of IEEE VTC Spring ’06, Mel-

bourne, Australia, May 2006, pp. 415–419.

162



[75] W. Xiao, R. Ratasuk, A. Ghosh, and R. Love, “Scheduling and Resource

Allocation of Enhanced Uplink for 3GPP W-CDMA,” inProc. of IEEE

PIMRC ’05, Berlin, Germany, Sep. 2005, pp. 1905–1909.

[76] K. Kumaran and L. Qian, “Uplink Scheduling in CDMA Packet-Data Sys-

tems,” inProc. of IEEE INFOCOM ’03, San Francisco, CA, USA, Mar.

2003, pp. 292–300.

[77] C. Rosa, J. Outes, K. Dimou, T. B. Sørensen, J. Wigard, F. Fredrikson, and

P. E. Mogensen, “Performance of fast node B scheduling and L1 HARQ

schemes in WCDMA uplink packet access,” inProc. of IEEE VTC Spring

’04, Milan, Italy, May 2004, pp. 1635–1639.

[78] C. Rosa, J. Outes, T. B. Sørensen, J. Wigard, and P. E. Mogensen, “Com-

bined Time and Code Division Scheduling for Enhanced Uplink Packet

Access in WCDMA,” inProc. of IEEE VTC Fall ’04, Los Angeles, USA,

Sep. 2004, pp. 851–855.

[79] J. Voigt and K. Pannhorst, “Optimizations on Scheduling Strategies for

Enhanced Uplink on WCDMA,” inProc. of IEEE VTC Spring ’07,

Dublin, Ireland, Apr. 2007, pp. 1172–1176.

[80] E. Damosso and L. M. Correia, Eds.,Digital Mobile Radio Towards Future

Generation Systems; COST 231 Final Report, 1998.

[81] 3GPP, “3GPP TS 34.121-1 User Equipment (UE) conformancespecifica-

tion; Radio transmission and reception (FDD); Part 1,” 3GPP, Tech. Rep.,

Dec. 2006.

[82] A. Das, F. Khan, A. Sampath, and H.-J. Su, “Performance ofhybrid ARQ

for high speed downlink packet access in UMTS,” inProc. of IEEE VTC

Fall ’01, Atlantic City, NJ, USA, Oct. 2001, pp. 2133–2137.

163



Bibliography and References

[83] F. Frederiksen and T. E. Kolding, “Performance and modeling of

WCDMA/HSDPA transmission/H-ARQ schemes,” inProc. of IEEE VTC

Fall ’02, Vancouver, Canada, Sep. 2002, pp. 472–476.

[84] S. Bliudze, N. Billy, and D. Krob, “On optimal Hybrid ARQ control

schemes for HSDPA with 16QAM,” inProc. of IEEE WiMob ’05, vol. 1,
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