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1 Introduction

The world of mobile communications is rapidly changing. New technologies
emerge at the market with increasing pace, both from standardizatitiesbo
within the telecommunication community like the International Telecommuni-
cation Union (ITU) as well as on the initiative of the computer and chip inglustr
While the former wants to evolve existing third generation (3G) telecommuni-
cation standards like the Universal Mobile Telecommunication System @MT
the latter have the possibility to design completely new systems from scrateh, lik
the IEEE 802.16 WIMAX standard.

The driving force behind these activities is the Internet. Mobile teleconimun
cation operators must react on the great success of disruptiveotegres like
peer-to-peer communication and W&b applications. Users demand ubiquitous
access to these new communication platforms. This requires more iotindwd
an optimized system design. Concurrently, considerable efforts ate tnastab-
lish packet-switched communication with the Internet Protocol (IP) asvesal
principle of end-to-end communication. IP-based vertical integratiomigzes
new opportunities to extend classical services like voice and to establish new
services on the telecommunication market. A well known manifestation séthe
efforts is IP-television (IPTV), which is promoted by fixed-network i@ters for
some time.

A further impulse is generated by the technological progress of the mobile
device manufacturers. Up-to-date cellular phones integrate variotiseden
one, like a photo and video camera, a music player, or a GPS navigagen sy
tem. Furthermore, smart phones blur the line between traditional cellubenrgs
and computers. The increased capabilities of these new devices in farradia,
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memory and computing power enables new services. However, thealatae
created by applications like for example video recording requires higtued-
widths for a satisfying service quality.

3G communication systems like UMTS or cdma2000 provide considerable
support for IP traffic, but are designed and optimized for circuit-dweitcdata
like voice or video telephony. This prevents an efficient usage of radiources
and obstructs the development and deployment of new services.

Mobile telecommunication systems of the 3.5th generation (3.5G) constitute
a first step towards the requirements of an all-IP world. As the denotatipn s
gests, 3.5G systems are not completely new designed from scrattéradnthey
are evolved from existing 3G systems like UMTS or cdma2000. 3.5G ragste
are primarily designed and optimized for packet-switched best-eftdficrbut
they are also intended to increase system capacity by exploiting available ra-
dio resources more efficiently. Systems based on cdma2000 arecexhaith
1XEV-DO (EV-DO: evolution, data-optimized). In the UMTS domain, the 3G
partnership project (3GPP) specified the High Speed Packet Ad¢888\] fam-
ily, consisting of High Speed Downlink Packet Access (HSDPA) and itaiasu
part High Speed Uplink Packet Access (HSUPA) or Enhanced Uplin&.fdcus
of this monograph is on HSPA systems, although the operation principbtksef
3.5G systems are similar.

1.1 Contribution

New opportunities also arise new challenges. HSPA systems will become inte
grated into existing UMTS networks. This increases their capabilities arateap
ity, but also their complexity. Although the HSPA specification is completed, the
behavior, performance, and interaction with UMTS not fully underst&od op-
erators, this is a barrier for the inclusion of HSPA in the network planniry an
optimization process, and ultimately also for deployment.

In this monograph, we approach to operators and equipment méamefiac
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with tools to analyze integrated, 3.5G-enabled UMTS networks. One of élire m
contributions of our work are performance models which allow a holistiv vie

the system. The models consider user traffic on flow-level, such thabarsig-
nificant changes of the system state a recalculation of parameters liéeioi#m

is necessary. The impact of lower layers is captured by stochasticlendihes
approach combines accurate modeling and the ability to cope with compatation
complexity. Adopting this approach to HSDPA, we develop a new physigat la
abstraction model that takes radio resources, scheduling disciplidie,mapa-
gation and mobile device capabilities into account. Together with models for the
calculation of network-wide interference and transmit powers, a desenent
simulation and an analytical model based on a queuing-theoreticalaabpane
proposed. For the Enhanced Uplink, we develop analytical modelsdemimg
independent and correlated other-cell interference.

We further investigate the interaction between radio resource managemen
schemes, 3.5G and 3G radio bearers, and its impact on user anch pesfer-
mance. We compare different resource assignment and resarsatiemes for
HSDPA and show their impact on the different types of radio beareesutell
the sensitivity of the system to reservation parameters and discuss ttienrela
ship between transmit power allocation schemes, interference ararparfce.
For the Enhanced Uplink, we evaluate different scheduling disciplinésian
cuss the performance trade-off of a preemptive admission contrehse in terms
of blocking and dropping probabilities.

Finally, we gained insights on the interaction between best-effort traffic an
different HSDPA scheduling disciplines. We show that scheduling diseiplimat
maximize cell throughput in static scenarios are not necessarily optsrsian
as traffic dynamics are considered. This confirms our position thabesavior
must not be neglected when evaluation system performance.
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1.2 Qutline

This monograph is structured into three main chapters. In Chapter 2utthe f
damental principles of UMTS, HSDPA, as well as Enhanced Uplink are ex
plained. The chapter starts with a short overview of the historical dewedop

of data communication in digital mobile networks. Then, UMTS fundamentals
like Wideband CDMA, network architecture and radio resource manageare
introduced. Finally, different aspects of HSDPA and Enhanced Upliakea-
plained, providing the background for the subsequent performavaieation
chapters.

Chapter 3 addresses the performance of HSDPA. At first, we prouide
overview of related work in this field of research. Then we explain differ
concepts of radio resource sharing between HSDPA and UMTS radieiise
and formulate a mathematical model for the calculation of NodeB transwit p
ers and interference. The HSDPA physical layer abstraction modslthese as
input parameters for an approximation of the user throughput. All these
ponents together are then used to investigate the flow-level performatice
discrete-event simulation and an analytical queuing model.

In Chapter 4, we propose performance models for the EnhancedkU)da
first introduce a model for the calculation of the network-wide interfeeen
which is subsequently used to explain the fundamental problem of system f
sibility with constraints like transmit power at the mobile stations. Subsequently,
we introduce capacity models considering uncorrelated other-cell enéeide
to evaluate scheduling and admission control strategies. This model igthen
hanced by taking the mutual dependency between other and own-cd#iiatee
explicitly into account.

Finally, this monograph is concluded by Chapter 5, where we summaurize o
work and draw conclusions from the insights we found during the cafrdgs
work.



2 Basics of 3.5G UMTS
Networks

This chapter introduces the basic principles of the 3G Universal Mobiie3e
trial Telecommunication System and its 3.5G enhancements High Speea Dow
link Packet Access and Enhanced Uplink. The first section explainautidaf
mentals of the UMTS air interface which implements Wideband Code Division
Multiplex (WCDMA). In Section 2.2, we explain the shortcomings of UMTS re
garding transportation of Internet traffic. Sections 2.3 and 2.4 extiaidesign
and the operation principles of HSDPA and Enhanced Uplink, respbctivie
nally, we illustrate network scenarios used for the performance evaiuatihe
next chapters in Section 2.5.

2.1 Introduction to UMTS

UMTS has been adopted by the International Telecommunication Unids) (IT

in the course of the IM¥2000 initiative. The goal of the initiative was the de-
velopment of a global common standard for wireless mobile communisatib

the third generation as successor for GSM (Global System for Mobilen@oma
cation) and GPRS (General Packet Radio System). Several ptopdgah met

the requirements of the initiative have been filed in to the ITU, one of them was
UMTS, developed by the 3rd Generation Partnership Project (3GPie)gdal

Linternational Mobile Telecommunications
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Figure 2.1:Evolution of data services in digital mobile wireless networks.

of the 3GPP standardization body was to evolve the existing GSM to enable ser
vices like video conferencing or streaming. Consequently, the firstiseteof the
UMTS standard maintained a large part of the GSM architecture, buifisplec
new air interface standards which provide higher data rates and lowecikge

The first operational release of the UMTS standard was published i& 199
and is known as Release '99. It specifies two different modes, érezyudivision
duplex (FDD) and time division duplex (TDD). The TDD mode is primarilgds
in fixed wireless deployments for Internet access as DSL substitute.nviidsle
network operators deploy FDD mode equipment. This monograptsrefehe
FDD mode only.

Release 99 was primarily designed for real-time applications like voice and
video telephony, and streaming multimedia services. Release '99 isdreosf-
ented along a circuit-switched paradigm, which means that radio beaecpsi-
marily designed to provide constant a Quality of Service (Qo0S). Traffiaiss-
ported on Dedicated Channels (DCH) which are exclusively resemwedrfe
connection. DCH radio bearers only have marginal capabilities to redtne-
varying traffic demands which are characteristic for Internet traffic.

The increasing demand of the telecommunication market for broadband
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bile Internet, and the trend in the telecommunication industry towards a unifica
tion and integration of services in packet-switched transport networikisitém

a development process towards an all-IP packet-switched conceSUR&-
lease 5, approved 2002 by the 3GPP consortium, is influenced by this new
paradigm. The specification enables end-to-end packet switching witlPthe
Multimedia Subsystem (IMS), and defines the High Speed Downlink Paaket
cess for broadband mobile Internet access in downlink direction. WigeRe 6

in 2004 the specification of the Enhanced Uplfnir High Speed Uplink Packet
Access (HSUPA) followed. So, Release 5 and 6 completed the introduaition
a set of new specifications optimized for packet-switched traffic whicéthey
form the High Speed Packet Access (HSPA) service. In 2006, UM@l8aRke

7 introduced refinements and additional features for HSPA like Multipleitinp
Multiple Output (MIMO) support. The next major step will be Release 8, Wwhic
is also known as Long Term Evolution (LTE). It will introduce a completedyn
air interface with higher data rates (up1t00 Mbps peak rates) and lower laten-
cies, and an evolved radio access network with a flat hierarchy.

Figure 2.1 gives a graphical impression of the evolution of data seniice
digital mobile communication systems. The figure shows two system pieper
which are most important for the performance of packet-switcheticappns:
data rate and round trip time, the latter roughly defined as two times the packet
latency to an Internet host. The values on the abscissa refer to the daeket
introduction. We see that the typical data rates increase almost expdgevitia
the release dates.

2.1.1 UMTS Architecture

The UMTS architecture is derived from its predecessors GSM and QRIREh
allows operators to reuse and update their existing network infrastrwettineut
the requirement to invest in a completely new network from scratch. Theda
difference can naturally found in the radio access network (RAN), whéeore

2We will use this denomination in the remainder
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Figure 2.2:Architecture of a UMTS-Network [30].

network (CN) part is more or less inherited from GSM and GPRS. Figite 2
outlines the logical and functional elements of a UMTS network.

The core network comprises a transport network of typically conditiedi-
mension and the functional entities which provide authentication, authorzatio
and accounting (AAA), session management, network managemeetyays
to external networks, etc. It is further partitioned in a circuit-switched) (@5
main and a packet switched (PS) domain. The CS domain handles UMTS Re
lease’99 circuit-switched connections like voice or video calls betweerilenob
users and to users in external networks, like the public switched telecommu
cation network (PSTN). CS connections traverse the mobile switchingrcente
(MSC), gateway MSC (GMSC) and enter the UTRAN via the lu CS interface.
Both MSC and GMSC are connected to the home location register (HLR)hwhic
stores user and accounting data. The packet switched domain is intHesited
GPRS, which is the reason why the logical entities are denoted as Servit§ GP
Support Node (SGSN) and Gateway GPRS Support Node (GGSNJoftner
adopts the role of the MSC and the latter of the GMSC for packet switched con
nections. The GGSN also serves as border gateway to the Internet. TBUM
Release '99, packet-switched connections are used for connectitmes liater-
net and are often assumed to carry best-effort traffic, regaroiéise application
layer protocol. This effectively prevents the mapping of any QoS rements to
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its pendants on UMTS side. In later releases, IMS is introduced to overttum
disadvantage (see e.g. [31]).

The UMTS terrestrial RAN (UTRAN) is responsible for all radio relatedsas
like radio resource and connection management. The radio netwottolben
(RNC) manages the radio resources for Release '99 connections witluo-
main. One RNC controls several NodeBs (base stations) which arecedto
the controlling RNC via the lub interface. The RNCs are further connected
adjacent RNCs via the lur interface for signaling of hand-over infoionaFi-
nally, the NodeBs constitute the connection point for the mobile stations.-In Re
lease '99, the primary task of the NodeBs is signal processing, but weiteRe
5 and the introduction of HSDPA, the NodeBs are also perform radiaireso
management (RRM). RRM for HSDPA connections has been relocatte to
NodeBs since otherwise the signaling delay would be too large to react timely
on radio channel and resource fluctuations. The same argumehbédsdor the
Enhanced Uplink, where the NodeB has a similar role as for the HSDPA.

The third functional domain, not indicated in Figure 2.2, comprises thglmo
stations which are known as user equipments (UEs) in the UMTS terminology
The logical interface between UE and NodeB is the Uu interface.

The impact of the HSPA enhancements on the UMTS network architecture is
with some exceptions restricted to the radio access network and the uger eq
ments. In the RAN, the relocation of the RRM functionality for HSDPA to the
NodeBs requires a flow control mechanism on the lub interface in ¢odere-
vent buffer overflows [32]. The RNC still has influence on the radémueces for
HSDPA and Enhanced Uplink connections, but more indirectly by préemp
because of circuit-switched connections, or by enforcing long-teinigs like
resource reservation schemes. Most of these requirements caifilbedfwith
software updates, although in practice signal processing capabilitier(ped
by channel elements, see e.g. [8]) in the NodeBs and often the lulaiteera-
pacity may require enhancements as well. However, on UE side, nelwéia
is mandatory.
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channelization code C1

DPDCH 1
channelization code C»
scrambling
code S
DPDCH 2 Z
channelization code Ck
DPDCH k

Figure 2.3:Spreading and scrambling in WCDMA. Both operations are per-
formed in the NodeB and in the user equipment.

2.1.2 Wideband Code Division Multiple Access

Wideband CDMA is the air interface of UMTS. It is a direct-sequence ciide
sion multiple access scheme (DS-CDMA). Channel signals are segpasateul-
tiplication of the original symbols with “chip”-sequences generated fraivi@
spreading codes. This process is called spreading, because thebward signal
power is spread over a wider frequency band depending on the sghipmate,
i.e. the number of chips per time interval. In WCDMA, the chip rat& &t Mcps,
which corresponds approximately to a system bandwidth\iiz.

Spreading in UMTS comprises two steps: first the multiplication of a symbol
with a channelization code, and second the randomization of the resulijmg ch
sequence with a pseudo-random scrambling code. Figure 2.3 stanhematic
view of the spreading process. Spreading and scrambling is in prinogole p
formed equally for all types of physical channels in uplink and downliinead
tion.

The result of the first operation is a sequence of chips, which rapesae
symbol. Channelization codes are orthogoha) — 1-sequences which are as-

10
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Cs1=[1,1,1,1,1,1,1,1]

Cs1=[1,1,1,1]

Cg2=[1,-1,1,-1,1,-1,1,-1]
Caa=[1,1]

Ces=[1,1,-1,-1,1,1,-1,-1]

Cap=[1,-1,1,-1]

Cga=[1,-1,-1,1,1,-1,-1,1]
Ci,1=[1]
Ces=[1,1,1,1,-1,-1,-1,-1]

Ca3=[1,1,-1,-1]

Cge=[1,-1,1,-1,-1,1,-1,1]

Cz2=[1,-1]

Cg7=[1,1,-1,-1,-1,-1,1,1]

Caw=l1,1,-1,11

Cgg=[1,-1,-1,1,-1,1,1,-1]

SF=1 SF=2 SF=4 SF=8

Figure 2.4:A part of the OVSF code tree. Orthogonality does exist between dis-
junct sub-branches only.

signed to a physical transport channel. Orthogonality means that a sualta
plication of two or more code sequenagsresults in zeroC, -Cs-...-Cy, = 0.
Channelization codes are orthogonal variable spreading factor (D&xtes
which can be constructed from Walsh matrices. The length of a chartimtiza
code corresponds to its spreading factor, i.e. the number of chip$ \ahécused
to represent one symbol. Different gross data rates in Release 'IBLHVE re-
alized by using different spreading factors. For example, a sprgddator of
SF = 8 means that for one symb8lchips are used. With a system chip rate of
3.84 Mcps and binary phase shift keying (BPSK) modulation, the resultingsgro
data rate is theB.84 Mcps/8 chips= 480 kbps.

OSVF codes are often represented in form of a tree as shown in Figure 2
accurately reflecting some of their properties. First, the number of gotral
codes corresponds to their spreading factor. This means that fmpéx& codes
with a spreading factor &§ F' = 8 exist. Second, orthogonality does only existin
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2 Basics of 3.5G UMTS Networks

disjunct paths of the tree starting from the root to the leafs. That mear®dea
is used, all successors in root and leave direction are effectivelkddo©SVF
codes are used in the UMTS downlink and uplink direction. In the downlirg;, th
are used to separate physical channels within one cell from each thbe
uplink, OSVF codes are used to separate different channelsiimgemobile.

Scrambling is performed to randomize the chip sequence resulting fram c
nelization, and for signal identification. Randomization prevents the tiecepf
correlated signals, which would lead to significant performance lossedn-
terference. Scrambling codes are quasi-random chip sequenicésamdpseudo-
orthogonal to each other. Unlike channelization codes, the inner scathrgt of
two scrambling codes is not necessarily zero. However, for longese@s of
lengthn it holds that on averag&|S; - S2] = 0 and VAR[S: - S2] = n. Ad-
ditionally, low auto-correlation of scrambled chip sequences reducesyiabol
interference due to multipath reception, since a scrambled signal islyr@ar
thogonal” to a time shifted copy of itself.

In the downlink, a unique primary scrambling code and 15 secondaaynsc
bling codes are assigned to each cell. The scrambling codes used imihiinio
have a length 088400 chips, which are taken from a set&f92 available codes
from which512 are primary scrambling codes, and the rest associated secondary
scrambling codes [33]. The limited number of downlink scrambling coeleds
to the necessity of scrambling code planning [34], although due to thevedyati
large number of codes this task not as complex as frequency plaroTi@SM
networks. In the uplink, scrambling codes are used to distinguish sigas f
different users, which means that every UE uses a different &tirsgncode.
There are2?* long and22* short scrambling codes available, whereas the long
codes have a length 88400 chips like in the downlink, and the short codes are
512 chips long.

User signal recovery at the receiver is done by reversing the tiasism
chain: the incoming signal is de-scrambled and then correlated (i.e. hadjip
with the appropriate channelization code. With perfect orthogonality, timecfu
the appropriate chips per symbol is either zero, if the code of the egteignal
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and the multiplied code does not match, or the code weight (i.e. the &pgead
factor), if both codes are identical. With imperfect or pseudo-orthaligyror in

the presence of noise, the result is not equal to the code weight, arettiear
decides which symbol was transmitted by determining in which decisionrregio
the result falls [35].

2.1.3 Radio Resource Management for Dedicated
Channel Radio Bearers

In UMTS Release '99, DCH radio bearers are the most commonly usesiiort
channel for all types of data, including packet-switched traffic. DGtoraear-
ers are circuit-switched, which means that a certain amount of radianess are
exclusively reserved for a connection. Each DCH radio bearer exaded with
Quality of Service (QoS) attributes which are defined in [36]. These atixsbu
are for example frame error rate, residual bit error rate, guaedrii# rate, and
transfer delay. The attributes itself and their values depend on the tlafiktbe
bearer belongs to. UMTS distinguishes between four service claszase(sa-
tional, streaming, interactive and background) which are intendedifferent
types applications (for example voice for conversational).

A DCH connection is therefore defined by a set of attributes which are static
or semi-static during the life time of a connection. The QoS attributes define
physical attributes like channelization codes, ratio of information bits to tatal b
and transport time interval (TTI), i.e. the time it takes to transmit one MAGE.

The task of radio resource management for DCH radio bearers ismpravide

a connection quality that complies with the negotiated QoS attributes. This is
accomplished by ensuring that the received energy-per-bit-to-énggre ratio,
Ey/No®, for each user is sufficiently high. For this reason, each DCH conmectio
is associated with a targét; /N, value. Power Controlensures that received

Note that for historical reasonsy, in this “formula” comprises multiple access interfereraed
thermal noise and should not be confused with the thermal noise densayined in Equation
(2.2).
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2 Basics of 3.5G UMTS Networks

E, /Ny values and targefs, /Ny values match. Thé& /N, is defined as

w Ty - dy

—_— 2.1
Ry W~No+[o’ ( )

Ek =

whereey, is the received®, / No-value for a mobile:, Ry is the information data
rate, Ty is the transmit power and is the path gain between UE and NodeB.
Note that the second fraction on the right hand side constitutes the signal-to-
interference ratio (SIR), while the first fraction is theocessing gaimvhich in-
cludes thespreading gairfrom signal despreading. Both path gain and interfer-
ence are time-varying random variables.

Power Control  Transmit power control is implemented in the uplink and in
the downlink. It consists of two control loops, tirener loop power contro(or
fast power control) anduter loop power control
Inner loop power control compares the instantaneously recéiygd/, value
with the targetF, /Ny value and adjusts the transmit power accordingly. This is
performed fifteen times per frame, i.e. with a ratd 6fkHz. Fast power control
enables compensates fast fading if the mobile moves with moderate §iged
naling consists of power control commands (UP, DOWN) which indicatetidr
the transmitter should increase or decrease transmit power by a digahate
typically +1 dB. The granularity and the signaling rate leads to a certain power
control error such that the receivdd, /Ny values fluctuate around the target
E, /Ny value. This is called imperfect power contrélerfect power controde-
scribes the assumption that received and tafge¢tV, values always match ex-
actly. Inner loop power control keeps the received signal poweseattteiver at
a predefined level and thus neutralizes the “near-far-effect” in thiekypvhich
occurs if a mobile station close to the antenna has the same transmit posver as
mobile farther away and therefore generates more interference.
Supplementaryputer loop power contraidjusts the targel, /Ny to the pre-
defined QoS requirements. Outer loop power control is performed iRME
by comparing performance measurements like residual bit errotadbe QoS
requirements. The connection quality may for example diminish if the mobile
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2.1 Introduction to UMTS

speed, and therefore also the fast power control error, increasg= loop power
control would then compensate by increasing the tafgeiV, value of the inner
loop power control. Analogously, the target /N, value is decreased if the QoS
requirements are overachieved, thus preventing waste of radiaceso&pecif-
ically, outer loop power control leads to lower tardat/ N, values if the mobile
is in soft or softer hand-over.

Admission and Load Control Admission Control(AC) is performed

if a user wants to establish a new connection to the network. Generally, AC is
responsible for keeping the consumption of radio resources within tti@ge

ters of the system. DCH admission control must therefore considefergace,
power and channelization codes at the NodeBs depending on the diretctian
bearer.

Interference and path loss determines the amount of transmit poviehn igh
required to match the targéf; /Ny value. If the interference becomes too high,
the required transmit power may exceed the maximum allowed transmérpow
which leads to signal impairments and outage. In the downlink, the améunt o
interference at a UE depends on its location in the cell, on the propagaton ch
nel and the resulting orthogonality of channelization codes, and on thentian
power of adjacent NodeBs. In the uplink, the interference at the NaaéEhna
depends on the number of UEs in the own cell and on the spatial confagura
of UEs in adjacent cells. Note that interference and transmit power inaowin
adjacent cells depend on each other both in uplink and downlink due to the uti-
lization of the same frequency band. Interference variations over imelso
be induced by user mobility in the whole network, transmission gaps atal rad
propagation variations. Interference is random over time, therefereapacity
of a UMTS cell cannot be calculated in a deterministic fashion. The safh
capacityreflects this property by stating that a certain capacity, for example in
terms of Erlang per cell, is only meaningful with an associated probability tha
enough radio resources (transmit power or interference) are laleaila

In downlink direction, transmit power is under direct control of the N®de
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2 Basics of 3.5G UMTS Networks

which is the reason why it is often taken as admission criterion. It is cortymon
restricted tol0 W or 20 W depending on the type of the NodeB. However in the
downlink, another capacity limiting resource are the channelization cadetd
their orthogonality property as we explained in the previous section. tntfey
often are the dominant capacity limiting resource [37]. Other resoumncess be
considered as well, like available Iub interface and hardware elempatitias
[8].

In the uplink, interference limits the capacity due to pseudo-orthogonality of
the scrambling codes. The absolute interference value can be nejekss cell
load by relating the multiple access interference (MAI) generated by UM&S
biles to the ubiquitous thermal noise:

Io
T+ W N
wherel is the multiple access interference (MAI) from all users in the network,
W is the system bandwidth anl, is the uncolored (“white”) thermal noise
density [30]. The pole capacity of a single cell is then computed by calcglatin
the number of sustainable radio bearers wjithipproaching. However, in prac-
tice operators define load thresholds much lower thamorder to absorb load
overshoots and to increase the coverage area (the relation betwesagsand
capacity is explained e.g. in [38]).

Admission control strategies vary from simple number or throughpsiedba
methods over measure-based and effective bandwidth approsxcipe®rity-
based and optimum schemes [39, 40]. In [25], a more generalti@fiof the cell
load is provided that includes transmit power, interference and thenehlization
code occupation [25].

Load controlis related to admission control, but ensures that the resource re-
quirements okxistingconnections stay within the system perimeters. This may
for example happen if several users move to the cell edge, which te&igher
transmit power requirements due to increased path loss and othertediéin
ence. For circuit-switched connections like DCH radio bearers, loaniaanay
drop connections in order to keep the system stable. Rate controlled esdier®

n 2.2)
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may be slowed down in order to decrease their resource consumptiamevr,
in UMTS Release '99, rate control is performed in the RNC on a time-sdale o
several seconds [16].

Hand-Over Procedures  Hand-overs within a UMTS network are initi-
ated if a mobile moves from one cell to another. Three types of hand-ave
supported: soft, softer and hard hand-over. A UE in soft hand-state estab-
lishes connections to several NodeBs at the same time. Whether a UE f§ in so
hand-over is determined by tifetive Set(AS), that contains all NodeBs with a
sufficiently good signal quality. NodeBs are added and removed torandthe

AS with an addition and removal hysteresis relative to the strongest pilealsig

in the AS, implicating that at least one NodeB is always member of the AS. In
uplink direction, the received signals at all NodeBs are combined in the (R
example using maximum ratio combining), exploiting signal diversity [£], 4

In downlink direction, signal combination is done in the user equipmentt&ela

to soft hand-over is softer hand-over, which occurs if the UE is on thathary
between two sectors. Similarly to soft hand-over, the UE establishes tweco
tions with different scrambling codes, but signal combining is perfarinehe
RAKE receivers at the UE and NodeB, respectively. Finally, hardltaers are
necessary if the UE switches to another frequency (inter-frequearaydver) or
system (like GSM) [43]. For HSDPA, only hard hand-overs are implgatdue

to the independent scheduling at the NodeBs.
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DCH circuit switched radio bearers
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Variable transmit power/

Constant bitrate interference requirements

Cumulated bit rate
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Principle of HSPA radio bearers
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Volatile radio resources
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Figure 2.5:Radio resource utilization with Release '99 and HSPA.

2.2 Radio Resource Management for
Elastic Internet Traffic

Internet traffic is data traffic which uses the Internet Protocol (IP}remsport.
Traffic objects are fragmented into smaller packets which are routegenee
dently from each other from host to host, hence it is packet-switchéenket
traffic can be roughly divided into two groups: streaming traffic andtielasf-
fic [44]. Streaming traffic is generated by interactive applications likeevoicer
IP, video streaming, conferencing, or web radio. It has certaininegents on
end-to-end delay, jitter and data rate which must be fulfilled for an adoepta
perceived service quality. On transport layer, mostly connectiongestecols
like the real-time transport protocol (RTP) are used for transportation.

In contrast, elastic traffic refers to non-interactive applications like filestra
fers, web browsing, or peer-to-peer file sharing that do not havmgetrt re-
quirements on bandwidth and delay. These applications use in mostthases
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2.2 Radio Resource Management for Elastic Internet Traffic

transmission control protocol (TCP) for transport, which adapts to tneeit
bandwidth situation due to the TCP flow control mechanism. As a conseguen
also the time it takes to download a document adapts to the bandwidth, hence th
type of traffic is “elastic”. Note that also certain web video players like thehfla
video player uses TCP and the hypertext transfer protocol (HTTR)aosport.
Especially web traffic is bursty: Relatively short periods of activity vehar
web page and related inline objects are transmitted alternate with long pefiods o
inactivity where the user reads the content of the page [45, 46].
So, while Internet best-effort traffic is packet-switched, elastic amdtyauit
is transported in UMTS Release '99 with DCH radio bearers, which araitirc
switched, static and resource-persistent. This leads to resourceiémefigs in
the following way:

e Admission Control for ciruit-switched radio bearers works under the
premise to provide constant bit rates. This means that for volatile radio
resources like interference and transmit powers, admission comisdbh
reserve a large “safety” margin in order to prevent load overshdbis.
margin decreases the system capacity.

e Channelization codes are exclusively assigned to a radio bearer theing
lifetime of a DCH connection. This means that with bursty, low activity
traffic like web traffic, a large fraction of time the code resources ara-oc
pied but not used, and therefore wasted. If the idle timer which contmls th
release DCH connections in the RNC is set to a small value, code resource
are released more quickly. However, due to the long setup time for DCH
radio bearers, this would also lead to significant delays and decreased Q
for the next packet burst.

e Constant bit rate DCH radio bearers cannot provide higher data rates e
if transmit power and interference situation would allow for higher signal-
to-interference ratios.

HSDPA and Enhanced Uplink have been introduced to overcome thage af
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2 Basics of 3.5G UMTS Networks

mentioned shortcomings. Figure 2.5 clarifies the gain for HSPA on thagea
of radio resource efficiency. Circuit switched radio bearers withteoniit rates
lead to fluctuating requirements on volatile radio resource like transmit powe
or interference, illustrated in the upper right figure. This means thaffizsreat
utilization of the radio resources is not possible. This is visible in the difteren
between the target (maximum) resource utilization and the actual resatirc
lization. One reason for the performance gain of HSPA over Rele&sis ‘e
exploitation of these unused resources, as we can observe in the kliivefrthe
figure. In this idealized diagram, HSPA utilizes the radio resources coahple
Accordingly, the cumulated bit rate of all connections in the lower left gur
fluctuates. Other factors like higher-order modulation also contribute tpehe
formance gain of HSPA, as we will see in the next two sections where plaiax
the fundamentals of HSDPA and Enhanced Uplink.

2.3 High Speed Downlink Packet Access

The purpose of HSDPA is primarily to provide high data rates and to owezco
the shortcomings of DCH radio bearers for packet-switched begt-efédfic.
HSDPA implements a shared channel for all user per cell such thahehza-
tion codes are occupied only if traffic is sent. It further supports higinder
modulation such that good radio channel conditions can be more eéfyotix-
ploited. Therefore, spare resources which are not used by DChectians can
be used to increase the system capacity. Additionally, it reduces the latency
duced by the air interface, such that also interactive applications cafitifeom
HSDPA. The impact of HSDPA on the network architecture is mainly restricte
to the RAN, where hardware and software updates at the NodeBs a@d BN
well as new user equipment are necessary.
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Scheduling in NodeB

based on:

= Channel quality
feedback

- UE capabilities

- Resource availability

- QoS and priority class

Figure 2.6:Operation principle of the HSDPA with downlink transport channel
(HS-DSCH) and signaling channels.

2.3.1 Basic Principles

DCH connections provide nearly constant QoS in terms of data rate bysoéa
fast power control, which adapts the transmit power in order to keepdhals
to-interference ratio at an appropriate target level. HSDPA breaks vigtiptim-
ciple. Instead, HSDPA uses Adaptive Modulation and Coding (AMC) tpada
the instantaneous data rate to the channel quality, which allows for higter da
rates in case of good radio conditions. The transportation of data is dotie o
High Speed Downlink Shared Channel (HS-DSCH), which implements adnix
TDMA/CDMA scheme in contrast to pure CDMA as for DCH radio bearBes-
source assignment is done in the NodeB scheduler with help of ChanaétyQ
Feedback (CQI) values which are signaled by the UEs. In order teeguacket
latency and SIR requirements, Hybrid Automatic Repeat Request (HARS
been introduced which handles retransmissions on MAC-layer. In additithe
HS-DSCH, two new signaling channels have been introduced. In thelidéwn
the HS-SCCH (High Speed Signaling Control Channel) carries informabont

the UE to be scheduled in the next subframe and its code rate and modulation
scheme. In the uplink, the HS-DPCCH (High Speed Dedicated Physicatdlo
Channel) carries information about the HARQ reception status, which is@&C
NACK, and the CQI values. Figure 3 gives a graphical impression.
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[7] ver
[]ue2
I ves

SF 16 codes

Figure 2.7:Schematic view of the HS-DSCH. Multiplexing is supported in code
and time domain. Each box constitutes an HS-PDSCH and an SF 16
channelization code.

The HS-DSCH is used for the transport of user data. It is on the time axis
subdivided into Transport Time Intervals (TTIs) of 2 ms length, anthercode
axis in HS-PDSCHs (High Speed Physical Downlink Shared Channelhwh
correspond to a channelization code with spreading fefor= 16. The amount
of bits which can be transported within one TTl is defined by the Tran&lock
Size (TBS), which is chosen by the NodeB scheduler according to tlrneha
quality and the HARQ retransmission number. The HS-DSCH enables armixtu
between CDMA and TDMA, since the HS-PDSCHs in one TTI can be assigne
to different UEs. This may be useful for very time-critical traffic wiaéhne data
volume is small, but the packets arrive with small inter-arrival times.tAgio
scenario is that a single UE cannot use the available HS-PDSCHs bexfause
bad channel conditions, than the remaining resources could be cedswyrma
second UE [47]. However, multi-user scheduling in one TTI leads to nbeltip
access interference like in conventional WCDMA, so it is not alway<=fieial
for overall performance. Therefore, and because of the inedeasmplexity of
a scheduler with code-multiplexing, scheduling is done mostly one-byasne
shown in 2.7, where three UEs are scheduled one after another.
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Figure 2.8:Trace with CQI values and corresponding SNR (above), Transport
Block Sizes (below).

2.3.2 Adaptive Modulation and Coding

The perceived channel quality at each UE is permanently changingea p
nomenon which is known as fading. Fading on millisecond time scale is called
fast fading and is the result of multi-path propagation. Instead of cosgte
ing fast fading with fast power control as for DCH connections, theD$&:H
adapts the instantaneously modulation and code rate to the channel quatity. T
scheme, called adaptive modulation and coding, enables an effeqigétation
of the channel capacity [48], since the number of information bits istadatp
the current theoretic capacity. Choosing the correct modulation aredratel re-
quires knowledge of the throughput curves for different modulatiateis and
code rates. Since the curves are system specific, which means thateheyd
on the used coding scheme (for the HS-DSCH, turbo codes are usedham-
plementation issues like the decoding algorithm, they are generated bgiegten
simulations [49, 50].

For the HS-DSCH this means that the number of bits which can be trandporte
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CQl TBS | # HS-PDSCH‘ Modulation

0 Out of range

1 127 1 QPSK

2 173 1 QPSK

3 233 1 QPSK
27 | 21754 15 16-QAM
28 | 23370 15 16-QAM
29 | 24222 15 16-QAM
30 | 25558 15 16-QAM

Table 2.1:Simplified CQI table

within one TTI, can change eve®yms. Figure 2.8 shows an example trace of a
slowly moving UE. The signal-to-noise ratio (SNR) varies in a range frehaB

to 3dB. The UE measures the SNR and signals the corresponding CQI back to
the NodeB. Note the small time difference between actual SNR and neelasur
CQI due to signaling delays. The NodeB translates then the CQI value to a TBS
value, as seen in the lower part of the figure. The CQI values arercbash that

on average, the frame error rate of the first HARQ transmission dutesxneed

10 %.

The CQI value defines the Transport Block Size, the number of HSGPRS
and the modulation order. Table 2.1 shows a simplified example. The TR&im
itly defines the ratio between information bits and bits after turbo coding (code
rate): Coded bits are punctured or repeated to match the number sfalarsnel
bits which can be carried by the HS-PDSCH. This example is an excetpé of
CQI table for UE class categotiy), which allows data rates up 1@.8 Mbps with
15 codes in parallel. The UE categories describe the capabilities of the UEs and
differ in the maximum number of parallel codes, the modulation ortieQQAM
is optional) and the minimum inter-TTI scheduling interval. The relation batwee
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CQIl and TBS is defined in the specification document [51].

The CQI tables define the maximum number of bits per TTI which can be
transmitted with the current CQI, but this value does not necessarilggepr
the TBS which is then actually chosen. The reason is that the numberilatdea
codes may be lower than the number of required HS-PDSCHSs, formgam
some codes are already occupied by DCH connections. In that casairaum
TBS value for the available number of codes is selected. Another reaspie
that the number of bits in the transmit buffer is lower than the TBS valuen,The
the lowest TBS which can carry the buffer content is chosen in ordezdredse
the frame error probability.

2.3.3 Hybrid ARQ

Hybrid Automatic Repeat Request (HARQ) combines error correctortpans-
missions with information coding techniques. In UMTS Release '99, remnés:
sions are handled by the Radio Link Control (RLC) protocol which is operla
above MAC in the UMS protocol stack, with end points in the Radio Network
Controller (RNC) and the UE. That means that a retransmission travelswe
hops, making it time consuming and complex to handle. RLC retransmssaien
therefore expensive and should be avoided, which in turn requirbetigansmit
powers to achieve lower frame error rates.

Hybrid ARQ is located on MAC layer between NodeB and UE. It is imple-
mented as an N-stop-and-wait protocol, where N is the number of HARQ p
cesses. The HARQ processes are called in a round-robin manclethst each
process is responsible for one TTI in a cycle. The number of presesshosen
such that during the time it requires to acknowledge a MAC frame, no idle time
is created. In HSDPAN = 4.

Figure 2.9 illustrates the principle: If the UE receives an erroneous f&Ge
(in the figure frame numbed), it will not be discarded but the UE stores a copy
of the Turbo-decoder output (“soft-bits”) in the HARQ soft-buffehelsecond
transmission is then combined with the first transmission (for example with ma
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HARQ 1 2 3 4 1 2 3 4 1 2
process

MAC frame
(sender)

MAC frame
(receiver)

HARQ soft

buffering soft combining

Figure 2.9:Operation principle of Hybrid ARQ. Erroneous frames are buffered
and soft-combined with a retransmitted version.

imum ratio combining) and is again decoded. In the example figure, alselhe
decodable retransmission is erroneous, but the decoding of the cirfibirme
succeeded. Note that always the same HARQ process (here n@jnisere-
sponsible for retransmissions of the same frame. With the HS-DSCH upet® th
transmissions are possible. The code rate may be decreased with #ms-retr
mission number, i.e. the redundancy is increased (“incrementahdediay”),
which gives a slight performance gain over a scheme with identicahsetrizs-
sions (“Chase combining”) [52, 53, 54]. In the figure, this is indicatgdhe
“RV1” suffix at the retransmitted frame. However, the total numberitsftbans-
mitted must not change for retransmissions.

2.3.4 Scheduling

The task of the scheduler in the NodeB is to assign the available resoutbes to
users such that if possible some performance goals are fulfilled. &rfmance
metrics depends on the carried user traffic type and on the viewpotatdrieor
user centric). Typical performance metrics from user perspeatigethrough-
put, packet delay, and jitter. Also, the resources should be assigaiet Which

26



2.3 High Speed Downlink Packet Access
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Robin scheduling

Figure 2.10:Channel-aware scheduling exploits multi-user diversity.

means that the performance differences between the users sholb&ltoo large.
From the view of the network, the total throughput should be optimized,hwhic
can be achieved by serving always the currently best users. Thepatemaxi-
mize one metric may lead to lower performance for other metrics, fanphain
case of total throughput and user fairness.

The scheduling disciplines can be classified into channel-aware schemes
which take the channel qualities at the UEs into account, and “channeleligind
ciplines like Round-Robin. Channel-aware schedulers can exploit madti-di-
versity, which describes the fact that since in HSDPA the current @arrdtes
are random variables, the probability to see a user with good channilyqua
increases with the number of users in the cell [55, 56, 57]. A scheddiah
maximizes the instantaneous cell throughput is therefore the Max Cltlsieie
(or MaxTBS-Scheduler), which always selects the user with the diyrbast
CQI/TBS. Figure 2.10 clarifies multi-user diversity and channel-awahedul-
ing with an example. Figure 2.10(a) shows SIR traces of two users vane&h
scheduled with a Max C/I scheduler: The best user is chosen for tissiom
which is indicated by the thickness of the curves. Figure 2.10(b) shanotine-
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sponding instantaneous TBS for Max C/I scheduling and Round-Robedst¢
ing. We observe that Max C/I scheduling forms the upper envelope &tdbed-
Robin trace, since the latter also schedules the user with a currently loW 5¢R.
gain of Max C/I over Round-Robin scheduling is the multi-user diversiin ga
which grows with an increasing number of users.

The Max C/I scheme, often described as “riding the top”, has the distatya
that it will lead to starvation of users which are on the cell edge. A scheglulin
scheme which combines channel-awareness with user fairness isrtRyoal-
fair scheduling, which aims at maximizing not the cell throughput, but dfie r
between current and past data rate or data volume [58, 59]. Thusrg is
selected at TTt if:

oo f o TBSI®)

wherew; is a scaling factor, TBSis the current TBS and@BS; is the average
perceived TBS, which is often calculated with a sliding window approach as

TBS; = (1—«a) - §; -TBSj(t)+a~mj(t— 1), (2.4)

with o as weight factor and; as indicator whether the current user has been
served or not. In the literature, multitudes of versions and modificatioss @&x
the Proportional-fair scheduler. In [60], several variants are aedlyhich allow
different sets of users to compete for a frame: all, only the one withemopity
queue or only the one which can use the whole TBS. Further variants idiffe
whether the actual TBS or the number of actually served bits is used for the
average throughput update. Another question is whether the througtemage
should be updated right after the scheduling decision or whether thdwdehe
should wait for a positive acknowledgement such that only the goasipathsid-
ered [61]. Animportant issue is also the interaction between TCP anddaig
although the proportional-fair scheme is a good choice for best-éfédfic over
TCP, the inter-scheduling times for the different users should be ndatge in
order to avoid TCP timeouts [62].
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Round-Robin and proportional-fair schedulers assign radio ressunc av-
erage “fair” to the user. However, they cannot guarantee QoS likeaeagteed
data rate or delay. Multimedia traffic like Voice over IP or streaming videfo tra
fic that requires such guarantees therefore require special $eteduhich are
also often modifications of the proportional-fair principle. Schedulersttiido
guarantee data rates often use a barrier function which gives avpoipionally
priority to users which fail the guaranteed data rate [63, 64, 65]. Thie idea
is to adapt the scaling factor according to the difference between thargead
data rate and the actual received data rate. One example used in [63] is:

wj =1+ exp[—7- (m—TBSg)] , (2.5)

where TB$ is the guaranteed data rate of ugeandg, v are parameters which
control the “aggressiveness” of the barrier function. The parasetn be used
to tune the trade-off between multi-user diversity gain and effectiweatthe
GBR mechanism.

Multimedia traffic like Voice over IP or streaming video also has more strin-
gent requirements on the packet delay than best-effort traffic. Fortytpe of
traffic, delay-aware schedulers have been developed which try tthedsene-
fits of AMC and to minimize packet delay. A well known scheduler of this type
is the Modified Largest Weighted Delay First (M-LWDF) scheduler [68]. 6
This scheduler tries to ensure that the probability that the packet dejay
exceeds a certain target valdig" does not exceed a target probabilityi.e.
P(D; > D*) < &. For that reason, the scaling factor is modified such that:

D;

e

wj = —log(§) - (2.6)

The last term of the scaling factor approaches one if the delay comestoltse
target delay, such that users with long queues are prioritized. Otheveagbes
try to ensure the delay constraints more aggressively, like the chaapehdent
earliest deadline first (CD-EDD) scheduler [68], or the exponentitd (ER)

scheduler that introduces a barrier function for the delays [69].

29



2 Basics of 3.5G UMTS Networks

class 1 traffic

class 2 traffic

class 1 traffic class 2 traffic

inter-class
scheduler

inter-class
scheduler

l

]

intra-class scheduler

integrated scheduler

}

!

Figure 2.11Hierarchical (left) and flat (right) class-aware scheduling schemes.

All these schedulers are designed for a specific class of traffic, [ieditort,
streaming services or delay-sensitive traffic. However, it is also iettamtrans-
port different types of traffic and therefore also different serciesses over HS-
DPA, which makes the scheduling problem even more complex. Besiglasap-
ping of the QoS parameters of the UMTS service classes to HSDPA asadkdbo
in [70], the question is how to design a scheduler which meets all requitsrok
the different traffic types. Generally, two approaches can be distimedisThe
first is a flat design in which one scheduler is responsible for the quefeds
users, regardless of their service class. This implicates that the $ehedn be
parameterized and considers all relevant QoS variables. Althougi afahe
QoS-aware schedulers have a parameter for service class difitican they do
mostly not consider data rate and delay at the same time. Examples aicheh
ulers are given in [63, 71]. Another option is to perform hierarchichksluling
with intra-class and inter-class schedulers. The intra-class schedelecs the
UE for transmission within their service class, while the inter-class schedule
selects the between the classes [72].

Figure 2.11 clarifies the two concepts. The advantage of the hierdrchica
scheduling approach is that it allows different scheduling concepthéadiffer-
ent service classes, and allows easy implementation of priority schedséng
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vice priority is signaled via the service priority indicator — SPI — to the NodeB)
by the intra-class scheduler. It is also more convenient to paramedierézio the
functional split between inter- and intra-class scheduling. Howevereifrtter-
class scheduler should take the scheduling metrics of the intra-clastutarse
into account, the metrics between the classes must be comparable.

2.4 Enhanced Uplink

The Enhanced Uplink or HSUPA is the pendant to the HSDPA in the UMTS
uplink. Its main purpose is to also to provide higher data rates, lower latencie
and better resource utilization. For this reason, a fast rate controlamisah

is implemented which is located in the NodeB. This allows rapid reactions on
interference fluctuations and traffic dynamics, such that interferemeeshoots
can be avoided and the system capacity is increased. Additionally, HyR@ A
and smaller transmission time intervals are introduced.

2.4.1 MAC and Physical Layer

With the Enhanced Uplink, some new transport and signaling channeldesan
introduced. The most prominent is the Enhanced DCH (E-DCH) anddhe ¢
responding physical channel, the E-DPDCH, which carries user Adtition-
ally, a new uplink control channel, the E-DPCCH and the correspondipsigal
channel, E-DPDCCH, have been defined. In the downlink, the E-DCR@#-
dicator Channel (E-HICH) is used to indicate whether the actual ret&l#dRQ
transmission has been decoded successfully. Scheduling informatios fiorm

of grants are sent over the E-DCH Relative Grant Channel (E-RG@H)the
E-DCH Absolute Grant Channel (E-AGCH). While the former is a deddtate
channel which is co-located to a DCH, the latter is a shared channel f&e all
DCH users within a sector. Feedback information is sent to the NodeB via the
E-DCCH control channel. Figure 2.12 gives an overview of the inwbtlata and
signaling channels.
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2 Basics of 3.5G UMTS Networks

Figure 2.12:Enhanced Uplink signaling and data channels.

In Enhanced Uplink, high data rates are achieved on physical layesibyg u
multi-code transmissions with low spreading factors. The highest caafign
uses two SF 2 codes and two SF 4 codes in parallel, which means a gaoss ch
nel bit rate of5.76 Mbps. The number of parallel codes and the TBS, which
corresponds to the number of information bits [73], define together tb€H
Transport Format Combination (E-TFC). Enhanced Uplink suppodsitfierent
transport time interval® ms andl0 ms. The highest data rates are only available
with the2 ms option.

On MAC-layer, the MAC-e and MAC-es entities have been introduced. One
UTRAN-side, MAC-es only exists in the RNC where it is responsible fornmac
diversity selection and reordering. An MAC-es PDU (packet data uaitjans
one or more MAC-d PDUs. MAC-e is on UTRAN-side is located in the NodeB,
where it is responsible for scheduling and HARQ. MAC-e PDUs contaghasn
more MAC-es PDUs and constitute the final data frame which is then trandmitte
on physical layer to the UE. On UE-side, both entities exist. Besides thewecip
cal tasks for the UTRAN-side, additionally E-FTC selection and restrictikesta
place here.

The Hybrid ARQ functionality is nearly identical to the HSDPA implemen-
tation. Differences are in the number of supported HARQ procesdeshwle-
pends on the chosen transport time interval. With a TTiGMs,4 HARQ pro-
cesses are supported, while with a TTRahs, the number of HARQ processes is
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Figure 2.13:Power assignment for the E-DPDCH. Power grants increase or de-
crease the E-DPDCH power relative to the DPCCH physical control
channel.

8. Similar to HSDPA, retransmissions must use the same E-TFC as for thé initia
transmission.

2.4.2 Rate Assignment

The most prominent feature of the Enhanced Uplink is the rate contra-or
source assignment mechanism. Rate control is realized indirectly bsntian
ting scheduling grants, which denote the maximum allowed power offsétEhe
may use for the transmit power of the E-DPDCH physical data chameeltbe
DPCCH physical control channel. Thus, the received paoSyeof a UE L at a
NodeB can be expressed as

Sk = Se,p + Agk - Se,k, 2.7)

where S, ;. is the received power of the DPCCH adxl;,;, is the scheduling
grant. The possible values fdvg . are defined in [73] in a table witd8 entries,
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where the entry with indeR is the zero grant which means that the UE pauses
its transmission. Figure 2.13 shows an example scenario. The pofset of
the E-DPDCH over the DPCCH is constant, until it is increased and decteas
by UP and DOWN grants. Grants can be either set as absolute value via-the a
solute grant channel or as UP/DOWN/HOLD commands on the relative gra
channel. The relative grant channel exists for all NodeBs in the as¢ivef the
UE, but only the Serving NodeB is allowed to send UP commands. Gramis fr
non-serving NodeBs (other-cell grants) are used to avoid the floadiag adja-
cent cell with interference so that here, only DOWN and HOLD commanels
allowed. The condition for sending DOWN commands is defined by the ®tal r
ceived power at the NodeB and by the ratio between other-cell E-D@lepio
own-cell E-DCH power and can be chosen by the operator. Mobileshwdrie
not in soft handover only have one associated RGCH, while the one aethe
border may additionally receive DOWN commands.

The selection of the E-TFC (and therefore of the instantaneous bit caieich
ing to the signaled power grant is task of the UE. This is done in two steps: Firs
the current power grant is compared with the uplink power headrooRHjU
which indicates the maximurpossiblepower offset. The UPH is defined as
U = Imasik , whereT,,,q4 1 IS the maximum allowed transmit power afigd
is the power of the DPCCH. The result is the power offset which is chfisen
transmission:

Amaa:,k = min {Ach, U} . (28)

In the second step, the E-TFC restriction algorithm identifies the set of G TF
which require a power offset lower thak,, .. .. This is done by estimating the
power offset requirements of all E-TFCs according to a refereA€CEE. A state
machine with two states decides which E-TFCs are in “restricted” and wihéch a

n “allowed” state. If theA,,..,» iS lower than the required power offset of an
E-TFC for a certain number of TTls, the E-TFC is marked as “restricaed
cannot be used for transmission. Otherwise the E-TFC remains “allowhd
opposite direction, i.e. from “restricted” to “allowed”, works analogguAfter

the restriction process, the UE may then choose an E-TFC in “allowed” state
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which is suitable for the data volume in the transmit buffer. For a more deétaile
discussion of the E-TFC restriction and selection process see [74].

2.4.3 Scheduling

The E-DCH scheduler decides on when, to which mobiles, and how naich r
sources (corresponding to scheduling grants) are assigned to thkesndihe
scheduler can use the following feedback information from the UEs faieits

sion: Uplink power headroom, buffer status (total buffer and perripyiclass)

and the “happy bit” which indicates whether the incoming traffic at the UE can
be transmitted with the current resource assignment. The UPH is an indicato
for the propagation loss and can therefore be used for channet-ashedul-

ing: A lower UPH means that the a larger fraction of the possible transmigpo

is required to meet thé’, / No-requirements of the power controlled signaling
channel.

Theoretically, the scheduler can assign grants eeng to the UEs, however
this would induce a significant signaling overhead on the downlink. It i€fbes
expected that scheduling is performed in larger time intervals [75], wikaths
to a trade-off between efficiency and signaling overhead. The stkdrechuist
operate within the resource constraints of the system. In WCDMA uplink, the
resource to assign is the interference or an deviated measure like akibdoa
noise rise. Power grants and interference are related as following:lieethe set
of E-DCH users in a cell, anff; the interference share that can be consumed by
E-DCH radio bearers. Then, with Equation (2.7) and summing oveeedlived
powers, the cumulated power grants are:

> Ack= 1 el 29)

ke€ ¢
Note that in this equation it is assumed that the received powers of thekontr
channels of all users are approximately equal due to fast powemntoGrants
may now be assigned individually to UEs. For example, a channel-athezl-
uler that favors users which are on average closer to the servingBNmttenna
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may use the following expression [12]:

Uy Iy
Agr == (7 - |5) . (2.10)
Zjeg Uj Se |

Uplink CDMA scheduling is in some aspects more complex than downlink
scheduling. A general rule is that favoring users which are close toetheen-
ter maximizes the instantaneous cell throughput. In [76] it is shown that with
no transmit power constraints, a greedy one-by-one schedulingtalgahat al-
ways favors the user with the best channel condition is optimal regaodithg
throughput. With transmit power constraints, the same holds for a whiteg-fi
approach with parallel scheduling. However, these results are onlicaiple in
the single-cell case. In a multi-cell environment, an optimal solution hasrte ¢
sider all involved UE. For a further discussion, see Section 4.1.

Literature on practical E-DCH scheduling is sparse. In [77], the asthay-
pose a fast scheduler for the WCDMA uplink based on the past seleatiedades
of the mobile. It is therefore a channel-blind scheduler which implicitly takes
traffic dynamics into account. Another approach is taken in [78], whetannel-
aware scheduler is proposed with a similar concept as in HSDPA schgdulin
The scheduler evaluates the channel quality of each mobile (denotadlirds u
CQI — UCQI), and assigns scheduling grants in an one-by-one fasHiom-
ever, this approach collides with the already mentioned high signaling lahd an
also with the fact that the UMTS uplink is unsynchronized. In [75], the @nsth
describe the constraints for designing an E-DCH scheduler, but dexptit-
itly propose a scheduler. A comparison of different channel-awagechannel-
blind schedulers is performed in [79]. In [12], a channel-awaredaler and a
buffer-aware scheduler are proposed and compared with therparice of an
equal-rate scheduler.
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2.5 Network Scenarios

Throughout this monograph we use different network scenariasradio access
network of a UMTS network consists of a number of NodeBs and RN@sreas
we ignore the latter and concentrate on the layout, i.e. the spatial cotiigura
of the NodeBs. In practice, the cell layout depends on the characteridttbe
terrain and radio environment, on the expected number of users, ¢éngtesand
movement profile, and on practical issues like community regulatiorssdiegy
antenna positions. Every NodeB controls a coverage area which weefeitlto
as cell in the reminder. In our scenarios, the coverage area is fydhnggioned
into quadraticarea elementsiith a certain edge length, for exam@ém. Each
area element is associated with a user arrival densitywhere f indicates the
area element. Note that the partitioning also allows to use an arbitrary @rtipag
map which covers the properties of different terrains like streets, waoldlings,
etc.

We consider two types of networks: a “traditiondB-cell hexagonal layout
and a heterogeneous layout which is the result of a Voronoy tesselldtian o
circular network area. For the hexagonal layout, we assume that¢hauival
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densities are the same for all area elements. The distance between #i& &nd
tennas id.2 km. For the heterogeneous layout, the network area is superimposed
with a number of circulaciusterswhich consist of area elements of equal user
arrival densities. In the intersection areas of the clusters the arevalities of
the clusters are summed up to the total arrival densities of the speciiekre
ments, c.f. to [40]. Figure 2.14(a) shows the Voronoi tessellatioritamtesulting
NodeB coverage areas of the heterogeneous cell layout. The podifiodeB
antennas are indicated by circles and the centers of the arrival clasteirsdi-
cated by stars. The number of cluster intersections in Figure 2.14(kjaleshe
relative arrival densities. The absolute values depend on the oftmédcenario
and are given in Section 3.6.

For both the HSDPA and Enhanced Uplink performance evaluation wineise
modified COST 231 Hata pathloss model for a small urban environf@éht\jVe
assumed an uplink carrier frequencylo$5 GHz, a downlink carrier frequency
of 2.14 GHz, a mobile antenna height ®f8 m and a NodeB antenna height of
30 m. For the HSDPA evaluation, multi-path propagation profiles follow the def-
initions in [81].
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Models for HSDPA

In this chapter, we develop a framework for the performance evatuafiinte-
grated UMTS networks with HSDPA and DCH users in coexistence. The moti-
vation for such a framework is described in Section 3.1. The frameeamables
system models on flow-level, a concept which is explained in Section Xk2yA
factor which influences the system performance is radio resourcagearent. In
Section 3.3, we describe and formulate which schemes can be useddoatiio
resources, i.e. downlink transmit power and orthogonal channelizatides, be-
tween DCH and HSDPA connections. The calculation of transmit powethdo
proposed schemes is then explained in Section 3.4. Transmit powavaifeble
channelization codes are input variables for the physical layer atistraodel

for the calculation of the HSDPA user throughput, which is introduced iti&ec
3.5. The model provides a stochastic representation of small time-aifatts
during the life-time of a data flow. Also in this section, we develop analytical ex
pressions for different channel-aware and channel-blind schedtilgiplines.

In the second part of the chapter, a flow-level simulation is used to investi-
gate different aspects of the HSDPA and DCH performance subject tatho
resource management schemes and scheduling disciplines intrduzfoeel. In
Section 3.6, we firstly demonstrate the impact of a volume-based tradfiehon
the spatial user distribution within the network. Then, we look at the aversee
and cell throughput for different scheduling disciplines and explam dued why
the results stand in contradiction to models which do not take flow-dynantas in
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account. Finally, we investigate the impact of radio resource manageandn
power allocation schemes.

In the third part (Section 3.7), we develop an analytical model basdtieon
flow-level framework. The challenge in this case is the proper modefisga
tial user heterogeneity, which we solved with a closed-form approximéoion
Round-Robin scheduling. We conclude the chapter with some remarkseon
results in Section 3.8.

3.1 Motivation and Related Work

Performance evaluation of an integrated, HSDPA-enabled UMTS nletiwar
difficult task due to the complex operations and interactions on differemttim
scales, protocol layers and involved system entities. On physical ar@ lgi/fer,

the relevant time period is in a range from less than one microsecondnon sy
bol level up to several milliseconds for scheduling and retransmissiodlimg.
Radio resource management procedures such as reservatioreantppion op-
erate on time scales where user behavior, for example arrivalsrtdegs and
movements, takes place. These traffic dynamics occur in a scaleeshbsec-
onds to minutes. Nevertheless do the processes on higher layers éefloarer
layer operations and vice versa. A second dimension is opened due dg-the
namic structure of WCDMA networks. Since all NodeBs are transmitting in the
same frequency spectrum (frequency reuse fagtadhe NodeB transmit powers
are mutually depending on each other. This means that the considéveatine
scenarios must be large enough to ensure the proper reproductithesfcell
interference effects. Also, in an integrated scenario HSDPA and D@k urs-
fluence each other, either directly by radio resource requirementdicedtly by
interference. In such a scenario, steady-state statistics on perflemeeasures
like blocking probabilities require long simulation runs since relatively seldom
events like long-living DCH users with high data rates at the cell edge have a
disproportional influence on the network performance.
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Performance evaluation requires therefore tools which on the onerhadel
small-time scale physical layer effects with adequate accuracy, buteostliler
hand allow for either long simulation runs in reasonable time, or analytic meth-
ods. In this chapter, we provide a framework for such tools on gradfiredde-
composition approach. Higher network layers are modeled on flov-lsweh
that the effects of traffic dynamics are captured. Lower layers adelad with
approximative stochastic methods.

In the literature, the performance on packet-level is subject of a vastiat
of papers, which often concentrate on a certain aspect of the whaensySor
example in [54, 82, 83, 84, 85], the impact and modeling of Hybrid AR@ w
different redundancy schemes (incremental redundancy, @@sbining) is in-
vestigated. Link-level performance of AMC specifically for the HSDPAds-
sidered e.g. in [50, 86, 49]. Another aspect that has been extdnivestigated
is the performance of different scheduling disciplines, often also ijuocn
tion with QoS-guarantees for streaming services or with mixed serviceesas
[65, 67, 87]. For an overview of scheduling options for the HSDPA #asler is
referred to Section 2.3.4. There are many more facets, but all$hedies have in
common that they use detailed packet-level simulations to concentratedficsp
aspects of the system performance.

A frequently used approach to speed up simulations is to use physical laye
traces of CQI or TBS values, which are generated offline by specializied
level simulators. The traces are then used as input for higher-letebriesim-
ulators. While this approach only requires memory for the traces, it ixibfée
regarding channel quality variations which are not primarily due to thie tawdk
itself but due to external factors like available code resources, trampgwir
and other-cell as well as own-cell interference. This is a charactetisticis
common to most simulators which use physical layer traces. A well kredrn
ulation tool relying on this approach comes from the EURANE project, which
resulted in the development of a packet-level HSDPA simulator basedeon th
Network Simulator-2 (NS-2) [88]. The EURANE simulator uses preegated
physical layer traces which provide block error rate (BLER) andenirband-
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width in each TTI. Further examples for trace-based simulators caounel fin
[72,89, 90, 91, 92].

Other approaches [93, 94, 95] use Monte-Carlo techniques. Whileevion
Carlo simulations are generally time-efficient and easy to implement, it is dif-
ficult to capture the impact of flow-dynamics. Especially when using ametu
based traffic model for the HSDPA users, the mutual dependencyebprtao-
journ time and available bandwidth can only be approximated as in [11083] f
Round-Robin scheduling. Finally, in [96], the impact of traffic dynantnghe
HSDPA performance is described for a single cell scenario. The ASaRd-
widths are obtained via Monte-Carlo simulations which are then used adamput
time-dynamic simulations and an analytical model.

3.2 The Flow-Level Concept

The term flow-level refers to the modeling of an ongoing data transfarcas-
tinuousflow with a certain data volume or holding time. We have to distinguish
between QoS flows which require a fixed bandwidth, as for voice callsioél
transport channels, and between best-effort or elastic flows whiapt adeir
bandwidth requirements to the currently available bandwidth. Such a flow ma
be an FTP transfer or the combined elements of a web page including ibline o
jects such as embedded pictures and videos, so it may consist ofopiedd CP
connections. A flow can be loosely defined as a coherent stream gbalskats
with the same destination address [97]. An important distinction between ¢the tw
flow types is that QoS flows typically follow a time-based traffic model, which
means that the user wants to keep the connection for a certain time sgan- In
trast, elastic flows are volume based, i.e. the user is satisfied as socer&aia
data volume is transmitted.

In the context of simulation and analytical models, the flow level concept is
an abstraction of the packet level. A flow is thus a single traffic object wisich
described by statistic properties. This properties can be classified imjerties
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Figure 3.1:Flow progressions.

describing the attributes of the object itself, like flow size or life time distribu-
tion, and properties which describe the structure of the underlying ppcke
cess within the flow. Examples of the latter are packet inter-arrival timgtay.
Thus, flow-level modeling allows to find a balance between modeling acgur
and required computational effort. In this work we are only interestethiist-

cal results on flow level, i.e. we do not consider packet-level statistidgs rfieans

in the context of HSDPA simulations or analytical approaches, that itficguit

to consider events which change theeragethroughput of a flow. This avoids
the explicit calculation of physical and MAC layer effects like fluctuation &f th
channel quality, and leads to a drastic reduction of the number of events.

An event is characterized by its type and its event tim&\Ve denote the time
between two events with¢.. Events are generated if flows arrive into or depart
from the system, or if it is required to recalculate radio resource regeints,
interference or user bandwidth. Events are therefore predominanibrated at
the starting- and ending-points of a flow. However, other events argassible
e.g. if a user significantly changes his location, or if radio resourceagement
performs operations such as power-ramping or power adaptation withioing
flows. Depending on the type of the event, different actions are paeftr

QoS and elastic flows are treated in different ways. While for the forneer th
departure time is known at the beginning of its life time, the departure time of
elastic flows depends on the data rate they can utilize. So at each everantie tr
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mitted data volume in the time spaX¢. and the remaining data volume is cal-
culated. Then, the mean HSDPA bandwidths for all flows are recalcuéatdd
the new departure times are estimated according to the new data rates.3=igur
illustrates the principle with two example flows. The second flow arrives & tim
te(n). The thickness of the flows illustrates their bandwidth. If flwdeparts
from the system at.(n + 1), the new departure time for flowis estimated as
te(n+2).

3.3 Sharing Code and Power Resources
between HSDPA and DCH

A key part of the Radio Resource Management in HSDPA enhancedSUMT
networks is the sharing of code and power resources between DgHaliisg
channels, common channels, and finally channels required for HSRd¥?Aely

the HS-DSCH and the HS-SCCH. The signaling channels and common chan
nels mostly require a fixed channelization code and a fixed power as=fpilt
channel (CPICH) or the forward access channel (FACH). The ®&td subject

to fast power control which means that their power consumption depamthe

cell or system load that determines the interference at the UE. Theadjése

of power consumption depends on the processing gain and the retpiiged
bit-energy-to-noise ratioH/No) of the radio access bearer (RAB). Two types
of DCHs are distinguished: real-time (RT) and non-real-time (NRT) DGs
DCHs continuously require a certain service level which means that they k
their channelization code, processing gain, and taf3etV, value throughout

the connection. RT DCHs are mainly used to transport voice or videctrisfiT
DCHs are subject to a slow rate or load control which is located in the RNC. De
pending on the current system situation the RNC may change the chatiaeliza
code and thus also the power consumption of a NRT DCH. Measurements in
a laboratory environment [16] have shown that the load control of BRHs
takes place in the magnitude of several seconds, and that large mtiffsrexist
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Figure 3.2:RRM schemes for transmit power and channelization codes

between the load control algorithms of different vendors.

Sharing resources between HSDPA and DCH may be conducted eithier se
static or dynamically. The first studies on HSDPA performance [9099] as-
sume a fixed allocation of power and code resources to the HS-DSCk: Mo
recent publications [98, 99] assume a dynamic allocation of code amdrpe-
sources which means that the HSDPA may use all resources instamaneot
occupied by CCHs or DCHs except for a certain safety margin that Haesskept
due to the fluctuations in the DCH resources and the time required for aglaptin
to these changes.

An adaptive, dynamic allocation of code and power resources leaadsdp-a
timal utilization of the available spectrum and optimizes HSDPA performance
while the DCH achieve precisely their required service quality. As a negativ
consequence the throughput of HSDPA connections diminishes in cellbigith
DCH load. There is no performance guarantee for the HSDPA. A figedurce
allocation leads to certain guaranteed HSDPA throughput but, also retiects
DCH cell capacity. Additionally, resources may remain unused if onlyP&iH
connections are present or if the code and power resources forSB&Al are
not well balanced. The hybrid resource allocation combines the adent
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the fixed and the dynamic allocation. Allocating fixed code and power ressu
to the HSDPA ensures a certain HSDPA throughput. Dynamically addingeainu
DCH resources to the already allocated fixed HSDPA resources avasting
valuable radio resources and optimizes HSDPA performance. Figusk&ches
the idealized power and resource sharing for the three allocation ssHiee
(or semi-static), adaptive (or dynamic), and hybrid.

3.3.1 Code Resources

The HSDPA requires code and power resources. Codes are theetihation
codes that are generated according to the Orthogonal Variable 8pydettor
(OVSF) code tree. The number of codes available for a certain spoetattor
(SF) is equal to the spreading factor itself384 kbps DCH occupies a S&chan-
nelization code. Accordingly, the maximum number of pared®l kbps users
per sector is theoretically. In practice, only7 parallel384 kbps users are possi-
ble since the signaling and common channels also require some codecesso

The largest spreading factor in UMTS $§" = 512. Let us therefore define
the SF12 code as base unit. A DCHwith SF k occupiesc; = 512/k code
resources. An HSDPA code with $F requirescizs = 32 code resources. Let
Cpcn be the total code resources occupied by all DGFise i be the resources
occupied by signaling and common channels, ahgs = ngs-cus be the total
number of code resources used by the HSDPA where is the number of SF 16
codes allocated to the HS-DSCH. The total number of code resouragsakte
Ciot = 512. Depending on the code allocation scheme, the number of codes
available for the HS-DSCH is

ns, for fixed allocation,
ngs =
|Ctot — Cccr — Cpcm ], for adaptive and hybrid allocation.

(3.1)
The adaptive and hybrid allocation may be done on different time scates a
additional code margins. The allocation of channelization codes to clsaisne
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done by the RNC via the NodeB application protocol (NBAP) [100]. The HS
DSCH code allocation is signaled to the UEs via the mandatory HS-SCCH con-
trol channel, such that no additional radio resources are cons@hadging the
channelization code of a DCH, however, requires signaling from RN(Beid

the Radio Resource Control (RRC) protocol [101]. Changing a DGl¢ there-
fore consumes radio resources and introduces signaling delayse@antly,
frequent changes of DCH codes should be avoided. One possibilihyig28
allocate HS-DSCH codes at one end of the OVSF code tree and codgg-for
naling, common, and dedicated channels starting from the other end cfdiee
tree. Between DCH codes and HSDPA codes a certain buffer zone iduotd

in order to allow short-term allocation to DCH or signaling channels. Fragmen
tation of the code tree can further reduce HSDPA code resourcesué&tion of
DCH code resources results from arrival and departure of DClrsuzé also
from varying DCH activity. The time scale on which these activity changdes ta
place determines whether the codes are meanwhile released and avVail e
HSDPA or not. The delay requirement of the application determines hstv fa
the codes have to be available again after an inactivity period. As an é&xamp
HSDPA might utilize free code resources that results from the inactivitydh-
ternet user on 384 kbps DCH but might not utilizes free code resources resulting
from silence periods in voice calls.

3.3.2 Power Resources

The transmit powefl}, ..+ of the NodeB consists of a constant patic for
common and signaling channels, a gBsic & for DCHs, and a paff’y s for the
HS-DSCH:

Titot = Tccu +Tpecu +Tus. (3.2)

Let Thnqa. be the maximum NodeB transmit power dfitl be the target transmit
power. Then, the HS-DSCH transmit power according to the diffeesturce
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allocation schemes is

T Ths, for fixed power allocation
e T —Tceu — Toom, foradaptive and hybrid power allocation
(3.3)

whereT}; ¢ is the power reserved for the HS-DSCH dhigc is the total DCH
power averaged over some period of time.

The DCH admission control for fixed and hybrid power allocation has te tak
care that the DCH power does not exc&&d,, — Tccr —Trg- This is achieved
by keeping the average DCH power bel®{ — Tccuy — Trrg. The margin
between target and maximum power is the power control headroomvedse
for fluctuations of the DCH power. In a system without HSDPA [30] the tar-
get power is by a factok smaller than the maximum power. A typical value
is K = 0.5. The introduction of the HSDPA allows for a better utilization of
the power resource [94] even if fixed power allocation is used. As theepo
control headroom is chosen relative to the average DCH power ratidot@aéno
T* = K+ (Tmaee — Ths) + Ti 5. Adaptive or hybrid power allocation tries to
follow the fluctuations of the DCH power. The control of the HSDPA powvaar ¢
be located in the RNC or in the NodeB. If it is located in the RNC only a rather
slow adaptation of the power is possible so it is beneficial to perform patag-
tation directly in the NodeB. The faster the NodeB is able to adapt the HS-DSCH
power, the smaller the power control headroom can be chosen.

3.4 Downlink Transmit Powers

We define a UMTS network as a sétof NodeBs with associated UE$/1 ,
with z € £. A DCH connectionk corresponds to a radio bearer with data rate
R and code resource requirements Since the power consumed by the DCH
connection is subject to power control, the recei¥gd N, ¢, fluctuates around
atarget¥, /Ny valuee;;, which is adjusted by the outer-loop power control such
that the negotiated QoS-parameters like frame error rate are fulfilledminon
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3.4 Downlink Transmit Powers

approximation for the averag®, /Ny value is

Tk o dis

4% ) )

=, : 3.4
ek kW - Ng+ [k',oc =+ ag - Tz,tot . dk,x ( )

where the orthogonalityy, describes the impact of the multi-path profile for
DCH k. In this equation]}, . is the DCH transmit power for usér, W is the
system chiprateN, is the thermal noise power densify, .. is the other-cell in-
terference from adjacent NodeBs dfigl;.: is the total transmit power of NodeB
z. In this work, we assume perfect power control, i.e. the mBg/\W, value
meets exactly the targdi /Ny such that:, = ¢;,. The mean transmit power
requirement of a DCH connection follows than as

E;;Rk . (W'NO+[k,oc

Ty =
. W diore

+ ak - Tac,tot) . (35)

The average other-cell interference comprises the received pof@urrounding
NodeBs such that
Teoe =Y Tytor - diy. (3.6)
yeEL\z
The total NodeB transmit powers can be calculated with an equation sysegm o
all NodeBs. For that reason we follow [40] and define the load of Nad&gth
respect to NodeB as

Ny = D, Why

keEMy
Ry, a Jif L(k) =
k . diy

y (3.7)
W Jif L(k) #y.

with Wk,y =

dr(k)k

After some algebraic modifications, this allows us to formulate the total DCH
transmit power in a compact form as

Tr,DCH = Z N,y * jjy,tm& (38)
yeLl

In this equation, we neglect the thermal noise since in a reasonably ddsign
network it is not relevant for the transmit power requirements. Note thiab
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the equation includes the cage= x. For the total transmit power we need
to introduce the boolean variablg, ;s which indicates whether at least one
HSDPA flow is active in cell:. With the adaptiveandhybrid RRM schemes, the
total transmit power is then

T‘L',t()t = 6(1:,HS . T; + (1 - 61‘,HS) . <Tw,CCH + Z Nx,y * Ty,tot) . (39)
yeL
With the fixed scheme, the HS-DSCH transmit power is independent of the DCH
transmit power, and Eq. (3.9) simplifies to

Tx,tot = 5m,HS . T;,HS + T"(:,CCH + Z N,y * ﬂ_},t()t' (310)
yeL

Introducing the vectors

Vel =Tee+0zus Ty us

; (3.11)
Valr] =0z,ms-Ty + (1 —dz,ms)  Trccn

and matrices

M =Ny

MA[-T,y] = (1 _5m,HS) *MNzx,y
for the fixed and adaptive/hybridpower allocation schemes, respectively, leads
to a the matrix equation

T=V+M-TeT=I-M)""V, (3.13)

that is valid for all three resource allocation schemes. The maisxhe identity
matrix, and?" is the vector of NodeB transmit powefs. The DCH and HSDPA
transmit powers are then calculated with Equation (3.8) and Equation (3.3

In order to prevent outage, an ideal DCH admission control shouldpacc
a new user only if the total DCH transmit powers including that of the new use
stay below the admission control threshold. This means that admissitoldon
DCHs is performed under the assumption that the HSDPA power is switshed
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in every cell, since otherwise the additional interference would lead todsete
transmit power requirements which may exceed the maximum transmérpow
Thus, even in case that the HS-DSCH power is switched off, the aboxatiens
with 6, ms = 1 for all cellsz are used for determining the DCH power relevant
for DCH admission control, but the equations are used with the actual gélue
0., ms for computing the actual cell transmit powers.

3.5 HSDPA Throughput Approximation

In the following we describe a physical layer abstraction model for theuea
lation of the data rate of an HSDPA user depending on the other-to-ollvn-ce
interference ratio, the HS-DSCH transmit power, the number of avaitaidles,
the number of HSDPA users, and the scheduling discipline. The mode¢ is th
counterpart to the classical orthogonality factor model for CDMA dovinéia
it has been used in the previous section to calculate the DCH transmit powers
However, since DCH connections are power controlled, it is sufficienatcu-
late with a mean orthogonality factor, hence with a mean SIR. For the calaulatio
of the HSDPA data rates, the distribution of the SIR at every location in thescell
required since the CQI values and SIR are directly related to each otnereH
the key of our throughput approximation method is the assumption thatshe fi
moment and the standard deviation of the distribution of the CQIs in a random
TTI depends mainly on the ratio between average other-cell interfeteraver-
age own-cell interference (or other-to-own interference ratio intshdfe further
assume that within an inter-event time, the SIR evolution is a stationarygsoce
which in essence means that the UE stays roughly within its original area ele-
ment. Note however that it is also possible to model mobility by generating a
new event if the UE reaches a new area element.

We assume idealized CQI reporting, i.e. perfect estimation of the charme
feedback delay, and constant channel quality during a single TT&eTagsump-
tions are realistic for slowly moving users with relatively slow channel tiaria.
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In [86], the following relation between SIR and CQI has been found, il
be used later for the TBS distribution:

CQI = max (0, min (30, HR—E;’Z,B] T 16.62J> ) (3.14)

The CQI-valueg defines the maximum possible transport block size (TBS)
v(q) € Vi, that can be transmitted in one TTI. The set of transport block sizes
V), depends on the category of the user equipment and is defined in (kST I
value and the TBS also defines the number of required parallel eodeg;). If
the number of available codes;s is lower thannzs(q) the scheduler selects
the maximum possible TBS-value accordingi@s. This means that an optimal
usage of resources is only possible if the transmission format acgotalithe
reported CQI utilizes all available codes. If too few code resourceaaitable,
power resources are wasted, and if too few power resources aiteld®, the
CQl is too small to utilize all available codes. The reported CQI value depend
essentially on the multi-path profile, the user’s location, the available HSFDSC
power, and the other-cell power. The number of codes requireal dertain CQI
value depends on the CQI category.

In the following, we first explain our SIR model including multi-path propag
tion. Then we describe how to determine the resulting CQI and TBS probability
distributions [28]. These are then used to model different schedulgupanisms
for the calculation of the average user data rates.

3.5.1 SIR and CQI Distribution

Consider an HS-DSCH with transmit poWBf s = Az, ms - Tx,tor aNAN s
parallel codes allocated to the HS-DSCH. The varigbler s describes the frac-
tion of the HS-DSCH transmit power on the total NodeB transmit power. The
propagation channel between NodeBand mobilek is subject to multi-path
propagation with a set @?,, independent paths. Each path experiences Rayleigh
fading with an instantaneous propagation gain of

dakp = dak - Bp, (3.15)
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3.5 HSDPA Throughput Approximation

whered, i is the average propagation gain asdis an exponentially distributed
random variable with normalized meams;, such that® _, mg, = 1. Inthis
work we refer to the Pedestrian A and B and Vehicular A multi-path prapaga
models [81]. We assume a RAKE-receiver at the UE side with a fingeach
path and perfect Maximum Ratio Combining of the path signals. Accordingly
the SIR at a UK is equal to

Yo =AHS 7, (3.16)

wherelk is thenormalized SIRwhich is defined as

7= Bo . (3.17)

" yGZL':\I (% :Z: jz I: Z ﬁ11> * TG%\P BT
The first term in the denominator of this equation describes the other-afian
ence from adjacent NodeBs, which is also subject to multi-path propagatid
fading. The second term is self-interference from other signal padinstite con-
sidered patlp. Thermal noise is neglected since it is in well-designed networks
by magnitudes smaller than the multiple access interference. All otheblesia
are equally defined as in Section 3.4.

In Equation (3.17), the impact of the other-cell interference inceaseav-
erage if the mobile is closer to the cell border. Our assumption is therdfare
the mean and the variance of the SIR distribution is a function of the average
other-cell received power to average own-cell received poweintber-to-own
cell power ratio” in short}y:

Ty,tot - dy k

Y = = 3.18
F Z T:c,tot . d‘L k ( )
yeEL\z ’

Note that the other-to-own interference ratio is the reciprocal of thedt@of”
which is introduced e.g. in [102] to describe the influence of the georpattiie
HSDPA performance.
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Figure 3.3:Mean and standard deviation of the normalized SIR versus the other-
to-own interference ratio.

So, we are interested on the probability distribution of the normalized SIR and
in the functionsfz(X) and fsrp(X) that mapXy to the meanE[v,] and the
standard deviatiot$7 D[] in decibel scale. We propose to use the following
four-parametric Weibull function

fa,b,c,d(I) =a—b- eic‘md, (319)

both for fg and fsrp. The parameters of the functiorfg and fsrp are found

by fitting on results obtained with Monte-Carlo simulations. The simulation gen-
erates NodeBs with uniformly distributed transmit powers in a squareagrea
cording to a homogeneous spatial Poisson process, and measuresetved
powers at the randomly located UEs.

Figures 3.3(a) and 3.3(b) show the mean and standard deviationrasitimel-
ized SIR depending on the other-to-own interference ratio for diftereitti-path
propagation profiles defined in [81]. The dots represent simulatedsjzind the
solid lines the fitted Weibull functions. Note that the x-axis of Figure 3.3(a) is
divided in two intervals in order to improve the visibility of the results. On the
left side, the average other-to-own ratio is in linear scale, while on thesigat
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Figure 3.4:Comparison between estimated and simulated SIR and TBS results.

itis in decibel scale. We see that while the functions are fairly in the centaeof
simulation results, the results for the mean normalized SIR are more fofikiso
than the results for the standard deviation, especially for higher valles. &n
interesting observation is that the standard deviation is nearly indepesfdent
while the mean varies from9 dB to —9 dB.

In the next step, the SIR distribution is approximated by fitting a suitable prob-
ability distribution to the results of the simulation with help of the mean and stan-
dard deviation values. We experimented with several distributions both &rline
and decibel domain. The results show that the normal distribution in detibe
main is a good candidate for all three multi-path profiles, as shown in Figure
3.4(a), although in some cases it is also beneficial to apply differemibdisons
for 3-ranges below and abowe = 0.1 [28]. The figure shows the maximum
sum of squared error (SSE) of the normal distribution fit in decibdesoarsus
the average other-to-own interference ratio. Results indicated with (esgea-
erated with estimated distribution parameters according to the funcfiofis)
and fsrp(X). For results indicated with (opt), the actual mean and standard de-
viations gained from the simulation samples have been used. We obsairtesth
SSE becomes smaller with an increasing other-to-own received patigrand
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Figure 3.5:CQlI distributions (left) and code requirements (right).

that the difference for optimal distribution parameters from simulationltes
and estimated distribution parameters from the fitted Weibull function is small.
In Figure 3.4(b) we compare the estimated mean TBS (solid lines with didhmon
markers) to simulation results (shown as dots). For the Pedestrian A ratfiti-p
profile, results are shown for different maximum number of paratides 8, 10,
and15 codes). The figure affirms the increasing accuracy of the estimation with
increasing--values. For smalt-values, i.e. very close to the antenna, the model
slightly underestimates the mean TBS.

The distribution of the CQI values is then obtained as discretization of the SIR
distribution by applying Equation (3.14). Figure 3.5(a) shows the cuiwaldis-
tribution functions (CDF) of the CQI values for several other-to-owtesiierence
and transmit power ratios. Ti¥e-values range frond dB to —20 dB with a step
size of5 dB. LowerX-values are indicated by darker lines. We observe that with
a lower, the shape of the CDF becomes steeper due to a lower variance and
an increasing positive skew. Additionally, the transmit-power ratio is seti®
and—10dB, which causes a shift of the distributions to lower CQIs, but does not
change the variance nor the shape of the distributions.
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Figure 3.6:The multi-path propagation profile has a strong influence on the UE
performance in the inner cell area (left). Accordingly, UE categories
are most relevant with good channel conditions (right).

Finally the probability distribution of the TBS values of a ugemrssk(q),
is calculated from the CQI distribution. The maximum possible TB3ollows
from the available code resources as described in Section 3.3.1eRdi(b)
clarifies the relation between CQI and required codes. Truncating theliS(Q}
bution according to the available codes for the HS-DSCH vyields the probability
distribution of the TBS-values for a uskras

prask(v) = pCQI,k('U(Q))> if U(Q) <t (3.20)

Sol - peaik(q),  else
whereg* is the maximum allowed CQI corresponding to the maximum possi-
ble TBSv*. Furthermore, we denote the CDF of the CQI and TBS values with
Peqix(q) and Pres k(v).

The physical layer abstraction model gives us insights into the impagtef s
tem parameters like multi-path channel profile, number of available caxigs
UE category. Figure 3.6(a) shows the gross data rate, i.e. the thraougtsin-
gle UE would achieve, depending on the other-to-own-interferencefratibe
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ITU Vehicular A, Pedestrian A and Vehicular B multi-path propagation ri®de

A profile with a strong dominating path, like in Pedestrian A, enables indeed
very high data rates up tt®.8 Mbps. In contrast, profiles with several paths with
similar mean power, like for Vehicular A and Vehicular B, lead to significantly
lower data rates. In fact, with these two models, it is sufficient to provide fiv
SF 16 codes for the HS-DSCH. Figure 3.6(b) shows the gross dasafoataif-
ferent UE categories, which reflect the capability for 16 QAM, numibeacallel
codes and inter-scheduling time. It is remarkable that UEs without 16 QépA

port (categories 11 and 12) have significantly lower data rates than litks w
16 QAM, although the transport block sizes are identical (categories 1-6

3.5.2 Scheduling

The scheduler in the NodeB has a large influence on the user-leveysigins
level performance of the HSDPA. Several proposals exist for HS&Reduling,
from which we implemented the three most common ones into the framework
The Round-Robin-scheduler, although not channel-aware, is edasypltement
and time-fair, which is often sufficient to prevent starvation of userthercell
edge. The MaxTBS-scheduler chooses always the user with thenttyrbest
possible TBS, including restrictions due to code resources. This maydesat-
vation of users with bad channel conditions but also optimizes the instanisine
cell throughput. Finally, the Proportional-fair scheduler selects the whah
has the proportionally best TBS in relation to its past throughput.

For the calculation of the mean throughput we need the conditional glitypab
ps,k(v) that a usek is scheduled with TB%. This probability depends on the
scheduling discipline. According to the theorem of total probability, the el
transmitted data volume per TTl is then

1
. . - Da 7 3.21
T— v;kv presk(v) - ps,k(v) (3.21)

E[Vi,rri]) =

wherep.. is the probability for an erroneous first transmission within the Hy-
brid Automatic Repeat Request (HARQ) process. Further retransmsssave a

58



3.5 HSDPA Throughput Approximation

negligible impact on the throughput approximation.

Round-Robin Scheduling

The Round-Robirscheduler selects the users consecutively for transmission. The
probability that a user is selected is approximately

1
= 3.22
pS,k ‘M| ( )
for a sufficiently long time interval. This means that the user throughputisn th
case depends on the number of users, but not on the location or theoadi-
tions of the other users. Therefore, the mean transmitted data volumandamn

TTlis
Elv]

M perr)’
whereE[vk] = 3° ¢y, v - pras.k(v) is the mearpossibleTBS of userk. This
enables to speed up the computation by storing the possible mean TBS for all
values of¥, A, andC, ;, in a database.

EVi,rr1] (3.23)

MaxTBS Scheduling

With MaxTBS (or Max C/1) scheduling, the user with the currently best TBS is
scheduled. If two or more users have the highest TBS, a randonousef this
set is chosen. We assume that the scheduler decides on behalf ofximeuma
possibleTBS, i.e. the TBS that can be assigned if the available code resoueces ar
taken into account. Users with low SNR-values have therefore a higblealpil-
ity to are in tie with high-SNR users, meaning that they are more often selected
for scheduling. This rule introduces therefore an additional degriegrnéss into
the system.

In contrast to Round-Robin scheduling, the throughput of a usemdisp®ot
only on its own location, but also on the location of the other users. In {8i8],
scheduling discipline is modeled as a priority queue, where locations dtoser
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the NodeB have higher priority than locations farther away. However alsis
possible to calculate the mean throughputs directly from the TBS-distribudfons
the users. Given a certain possible TB8f userk, the probability that this user
is scheduled can be expressed as

[M|-1
Psk(v) = ( II PTBs,m(v)) : ( D wi PN (n)) - (329

meM\k n=0
The term in the first two brackets corresponds to the probability that tretipes
TBS of all other users is not higher than the TBS of usewhich is the prob-
ability that the maximum TBS of this set of usersvisThe second term is the
probability that usek is selected for scheduling even if some other users have
an equal TBS value. The running variablen the sum denotes the number of
users with TBS values equaltoWe assume that each user is selected with equal
probability, which is expressed by the probabi%.

The probability that: users have TB% under condition that the maximum
TBS iswv is denoted withpn, , (n). For the calculation, let us first define the
Bernoulli random variablé; (v) which denotes the case that the experienced TBS
V; of useri is v, under condition that is the maximum allowed TBS:

1 if V; = v under conditionV; < v,
&i(v) = (3.25)
0 else
The corresponding probabilit} (¢; (v) = X) is given by
iR X =0,
P(&i(v) = X) = PTES,i(v) (3.26)
PTBS:i(”) else

Let us further define with the random variabé.,, = >, c vq\j &m(v) the
number of users which have additionally to ugehe TBS-valuev. The proba-
bility pn, , (n) = P(Ng,» = n) follows then from the convolution aP(&;(v))

as

o) = B Pen(w) =n), (3.27)

meM\k
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where® denotes the discrete convolution operator.

The drawback of this scheduling discipline in terms of computation time is
that in contrast to the Round-Robin scheduler it is not possible to storeghr m
throughput values for all situations in a large database, since the dicloggolob-
ability depends not only on the own TBS distribution, but also on the othes use
involved. A simple implementation requires therefore the calculation of tte TB
distribution on each event, which leads to significant higher computatiaireeq
ments mainly due to the convolution in Equation (3.27). A more sophisticated
implementation could therefore estimate the impact of certain users on the TB
distribution and neglect users which have a very low probability to getstéd.

Proportional-fair Scheduling

Proportional-fair(PF) scheduling is a scheduling discipline which has been de-
veloped for the 1XxEv-DO-system in the downlink, [59]. Its basic princigl®

give each user the bandwidth proportional to its link quality and its pastghrou
put. This is achieved by choosing the user which has the best instansareéemu

tive throughput over its past throughput, which is often determined wildiag
window approach. However, different versions of PF scheduliigt.ekhe most
fundamental difference is the way how the past throughput is calculBedirst
variant updates the past throughput every scheduling period teganghether

the user has been scheduled or not, the second variant updated thequaghput

only if the user is indeed chosen for transmission. The difference bativeth
versions is that in the first case the mean throughput of a user is ficEdito

only its channel quality, while in the second case it is also related to the gener-
ated traffic. In [103] and [104] it is argued that both variants appraxéhy lead

to the same results in case of statistically identical fading and infinite backlogs.
The second assumption is reasonable during the inter-event time, whfiesthe
assumption is contradicted by the fact that the shape of the CQI distribwgion d
pends on the level of received other-cell interference. For a cosgaof both
variants refer to [6].

61



3 Flow-Level Performance Models for HSDPA

Let us introduce the random varialflg(vi ) = vi /Ux as the proportional-fair
scheduling index for thé&-th user. We assume an infinite history for the mean
TBS v, which means that it can be calculated directly from the TBS distribution
asv, = E[vk]. The CDF off, is then

Ppri(8) = Prps,k(0 - E[vg)). (3.28)

Neglecting the very small probability that two users have the same PF;itidex
probability to be scheduled when having TB$ given by

pex(@) = [ Prem@n(v). (3.29)
meM\k

In fact, the only way for two users having the same PF-index is due toetizar
tion errors in the scheduler implementation. Thus, the proportional-fagcader

is computationally less demanding than t@xTBS scheduler, since no con-
volution has to be performed. However, the computation still dependsen th
TBS distributions of all users and is therefore more time-consumingRloamd-
Robinscheduling.

62



3.6 Flow-Level Performance Results

3.6 Flow-Level Performance Results

In this section, we present some numerical results to show differpattssand
influencing factors on the HSDPA and DCH performance. For the rearits
event-based flow-level simulation is used. Users are generateddamgdo a
Poisson process with inter-arrival tim¢ )\ in one of the two network scenarios
we described in Chapter 2. Dedicated Channel users, i.e. QoS aigensopdeled
with a time-based traffic model, such that they leave the system after incerta
time which is determined at arrival. This time is exponentially distributed with
meanl /u. HSDPA users are volume-based, i.e. they want to transmit (om&cei
a certain data volume, which is also exponentially distributed with nigf&fy s .
Note that other distributions are also possible. The HSDPA and DCH usewst d
change the location during their lifetime.

On each event, NodeB transmit power and interference, code cesownd
HSDPA user throughput are recalculated if necessary. On a DC¥hlaori de-
parture, HSDPA code resources in the relevant cells are decreageteased
according to the DCH code requirements. Additionally, the total transmiepow
are updated for all NodeBs and the interference at the user locatiertslau-
lated. Transmit powers are also recalculated if the HS-DSCH is switched on
off because of HSDPA user arrivals or departures. In all casegjdta volume
transmitted by HSDPA users within the past inter-event time is subtracted fro
their remaining data volumes. New HSDPA data rates are calculated, taking th
new radio resource and interference situation into account. Finally, trextsd
departure times of the HSDPA users are updated according to the regndatan
volumes and data rates.

Admission control for HSDPA users is realized with a simple count-based
approach, the threshold is set 10 concurrently active users if not indicated
otherwise. Admission control for DCH connections is based on cod&amsinit
power, while the latter is calculated under the assumption of full NodeB pawse
we explained in Section 3.4. The NodeB target powér:is get,- = 10 W, from
whichTccr = 2W are reserved for common and pilot channels. The network
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3 Flow-Level Performance Models for HSDPA

granularity, i.e. the length of the edge of an area elemefg is.

We consider two DCH classes wit28 kbps and384 kbps and targefs, / No
values of3 dB and4 dB. The code resource requirements of these classéare
and64 SF512 code units, which corresponds to spreading factors of SF8 and
SF 16. The offered DCH load is defined with the code load as

pe=y 2. L (3.30)

= o
sesus tot

whereS denotes the set of service classes, anthe code requirements of ser-
vice classs. The mean DCH call time i$20 s for both service classes, the arrival
rates follow then from Equation (3.30).

3.6.1 Volume-Based Traffic Model and Spatial User
Distribution

An important distinction between QoS and elastic flows is that QoS flows typi-
cally follow a time-based traffic model, which means that the user wantsio ke
the connection for a certain time span. In contrast, elastic flows are otidaled
as volume based, i.e. the user is satisfied as soon as a certain datasdhams-
mitted. In reality the user behavior is a mixture between both models, diepgend
on factors like user satisfaction, pricing models, type of content. Hoywéwve
two models can be seen as extremes cases of real user behavior.

A time-based traffic model implicates that the number of currently actieesu
is independent of the perceived data rates. Moreoversplagial distributiorof
the number of users corresponds to the spatialal processlf users arrive
according to a homogeneous Poisson process with arrivahratee number of
concurrently active users in steady-state follows according to Little’s 18]
as\/u, if no blocking occurs.

A volume-based traffic model means that users stay in the system uitil the
service demands are satisfied. Therefore, the number of actixedeggends on
the assigned data rates. In HSDPA systems, data rate depends onrhelcha
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Figure 3.7:Arrival and residence probabilities for an irregular cell layout with
inhomogeneous user arrivals and DCH offered lpad= 0.4. The
line with diamond markers indicates the user arrival probability.

quality, which means that users with low average channel qualities stagrlong
in the system than those with good channel qualities. Since the average chan
nel quality is dominated by other-cell interference, users at the cedisediqy
on average longer in the system than users in the center of the cell. This also
implicates that the spatial arrival process and the spatial steady staifeudiisir
are not congruent anymore, a fact which makes the planning gro¢¢$SDPA
networks significantly more complex. One reason is that Monte-Carloadsth
[95] now have to estimate the spatial user population for every snapghioh
is difficult without knowledge of the currently ongoing flows. With Roundbi
scheduling, a direct formulation of the mean transfer time was found4ijngid
[93], since in that case the data rates of the users only depend on thenam
users and their positions, but are otherwise independent of each other

We now clarify the effect of spatial heterogeneity with some example sce-
narios. Figure 3.7 shows the arrival probability and the residendmapiiity vs.
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Figure 3.8:Mean data rate vs. distance to antenna with offered DCH poaé
0.4. Proportional-fair scheduling leads to an almost constant gain
over Round-Robin scheduling independent from the distance.

the distance to the antenna in a cell which is taken from the irregular scenario
The arrival probability describes the probability that a user arrivesigncel at

a certain point, while the residence probability expresses the distributior of th
users in the cell how it is seen in steady state. The spiky shape of thescurve
stems from the discretization of the cell area into area elements. It is abviou
that arrival probability and residence probability are not equal, ardtleadif-
ference depends on the scheduling discipline. MaxTBS schedulingssheex-
pected the largest differences, since users close to the antenna leaystitm
much earlier than users farther away. We observe that the residesizabpi-

ties with Proportional-fair scheduling match the arrival probabilities bettan th
with Round-Robin scheduling. The reason is that Proportional-Fairdsding

tries to assign data rates more balanced and indeed favors users eit guge
under certain circumstances. With volume-based users and Maxdtigshging,
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Figure 3.9:Mean data rate vs. distance to antenna for a hexagonal cell with of-
fered DCH loadp. = 0.6. The high DCH load leads to low HSDPA
throughputs. Proportional-Fair scheduling favors user at cell edges

the probability to meet a user at the cell edge is four times higher than ital arr
probability at the same location.

Figure 3.8 shows the average user data rate depending on the distance to
the antenna. While MaxTBS-scheduling strongly favors users in the ertér
Proportional-fair and Round-Robin scheduling lead to more balansettseThe
difference between Round-Robin and Proportional-Fair reflects thedsting
gain due to multi-user diversity. The gain of Proportional-fair over RbRobin
scheduling is almost constant over the whole distance range.

Finally, in Figure 3.9, the average data rate for the enter cell of the hemog
neous scenario is shown, but in a scenario with a higher DCH load &f 0.6.
Here, the lack of resources leads to low throughputs, but more inteyéstine
small throughput gain of users in the outer cell area for Proporti@ias¢hedul-
ing. This is caused by the higher variance of the TBS distribution of thcees us
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Figure 3.10:Time-average user and cell throughput vs. offered DCH load fer dif
ferent scheduling disciplines.

which is also reflected in the probability distribution of the proportional-fair in-
dices defined Section 3.5.2. Due to the high DCH load, the avepagsible
throughput of user close and more distant to the antenna is nearly Eguadver,
the higher variance of the TBS distribution of distant users lets them beafiore
ten scheduled compared to users in the inner cell area. For a furthessiisn of
this behavior see also [106].

3.6.2 Impact of Scheduling Disciplines

Let us now investigate the impact of different scheduling disciplines onibe
all performance of the network. We consider the homogeneousrizevith the
adaptive RRM scheme and increase the offered DCH load érarto 0.8, which
is a very high and therefore unrealistic value, but it helps to understarsy stem
behavior better.
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Figure 3.10 shows the resulting time-average cell and user througbpauts
the offered DCH load. As expected, the channel-aware schedulinipliies
lead to better results than the channel-blind Round-Robin discipline, tegard
of the DCH load. With higher load, the difference between the schedulieg dis
plines becomes smaller, since the lack of code resources prevenisnefiti-
lization of multi-user diversity. An interesting result is that Proportionat-Fa
scheduling leads to higher throughput curves than MaxTBS-schedwimigh
is at a first glance counter-intuitive. MaxTBS-scheduling provides-sptimal
throughput for a static scenario, i.e. for a fixed number of userscande-
quently also during any inter-event time. This means, if we look at an arpitr
system snapshot, MaxTBS-scheduling always leads to a higher celigthvo
put than would Proportional-Fair scheduling in the same snapshot. Howev
in cases where the differences between the mean channel conditiolzsga,
the MaxTBS scheduler selects nearly always the best user, assi@rindpw
data rates to the remaining UEs, such that their data volume is only marginally
reduced. Therefore, users with bad channel conditions stay vegy ifotthe
system which is reflected in the time-average cell and user throughput. With
Proportional-Fair scheduling, “good” users stay longer in the systatrthb to-
tal data volume transported within a certain time span is higher on average. N
that in principle this also holds for Round-Robin scheduling, howevemicéal-
blindness outweighs this effect such that the average throughput edhalger.

In the literature, some numerical results seems to stand in contradiction to the
results presented here. In [90] and [107], the system throughpRbiand-Robin,
Proportional-Fair and Max C/I (which is equivalent to MaxTBS) is coregar
and it is concluded that MaxTBS scheduling provides the highest thpaugh
However, the results apply to static scenarios with persistent data flowss for
fixed number of users. In such a scenario, MaxTBS scheduling is aptimut it
is not comparable with the flow-level throughput in a stable system. [n{8&rs
arrive according to a Poisson process and requskByte of data, which is the
same amount of data as in our scenario. However, users are drénope the
system if they stay longer thar2.5 s in the system, so in fact the study employs
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Figure 3.11:Comparison between MaxTBS, Proportional-Fair and Round-Robin
scheduling for a static three user scenario with fixed data volume.
Vertical dashed lines indicate departures.

a mixture between a time- and volume-based traffic model. Consequitmly,
results show a small performance gain for Max C/I scheduling. In, [8R]le it
is not clear how users are generated in their simulation, they are dréppethe
system if their throughput is lower th@n6 kbps. It is not clear over which time
span the throughput is measured, however, since those are exaatietisewith
low bandwidth which lead to the effects described above, the gain for B&xT
scheduling in this case is reasonable.

Figure 3.11(a) demonstrates the difference between the scheduteesam-
ple scenario for a fixed data volume and three users Witralues of—20dB,
—10dB and0 dB. It shows the remaining total data volume versus time. Figure
3.11(b) shows the corresponding data rates. With MaxTBS schedthiadirst
and second users leave the system faster than with the other disciplineatédd
by the vertical dashed lines), but the remaining data volume of the “wossf’
with ¥ = 0dB is so large that in total, the Proportional-Fair scheduler needs less
time to transport the whole data volume. Note that it depends on charufiéé pr
and the cell layout how large the advantage of the Proportional-Faidsligre
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Figure 3.12:.CDF of user and cell throughput for an offered DCH loaghof=
0.4. With MaxTBS scheduling, the majority of the users gets lower
data rates than with Proportional-Fair scheduling

is and whether it exists at all. With channel profiles which have a “flat” €urv
progression for hight-values (see Figure 3.6(a)), the differences in the data rate
assignments of the MaxTBS scheduler are not so distinctive, such thé tase

the MaxTBS scheduler is better than the Proportional-Fair scheduler.

Finally, Figure 3.12 shows the CDF of the user and cell throughputsrfor a
offered DCH load ofp. = 0.4. The CDF of the MaxTBS scheduler confirms
the time-average throughput curves: a large portion of the probabiliyhivis
on very low data rates, but in the same time the higher quantiles, e.g.&or
are higher than for Proportional-Fair and Round-Robin scheduling. #dse the
stair-like shape of cell-throughput CDF for low data rates, which is chbge
preemption from DCH connections.
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Figure 3.13:HSDPA user throughput vs. offered DCH load.

3.6.3 Impact of DCH Radio Bearers

We now investigate the impact of the three radio resource reservatiemssh
namelyadaptive hybrid andfixed on the user and system performance. The re-
sults are generated for the 19-cell hexagonal network layout with jenemus
user arrivals. In the first scenario, we keep the reserved resofoc the HS-
DSCH constant and increase the arrival rate of the DCH users, waickither
use 384 kbps or128 kbps radio bearers with a service mix @fl to 0.6. Both

for the hybrid and for thefixed scenario the reserved transmit power is set to
T, = 4W. Additionally, N, = 5 codes are reserved. The impact on the HS-
DPA user throughput which is calculated as the weighted time-averagealbve
connections is shown in Fig. 3.13.

In the adaptivecase, the user throughput decreases steeply with increasing
DCH load. This trend increases with a DCH load0a$, since in this case the
resource preemption by DCH users leads to lower peak rates in the ot ce
and increases the probability that HSDPA users at the cell border detal@s
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Figure 3.14:The trade-off between HSDPA and DCH performance is visible in
the DCH blocking probabilities. The adaptive strategy leads to the
highest DCH power fluctuations.

of 0, which means that no transmission is possible at all. The resourceatser
of the hybrid andfixed strategies prevents this strong decline. Tiked scheme
shows as expected a smaller sensitivity to the DCH load, but the HS-DSGH als
is not able to exploit the spare resources from the DCH connectionsh vezids
to a significant lower throughput if compared to thygbrid scheme. Notable is
the influence of the interference in tlized case, which leads to a decrease of
100 kbps over the total range of the offered loads.

Figure 3.14(a) clarifies the trade-off between HSDPA and DCH paidoce:
Due to resource reservation, the total blocking probabilities, which dempode
and soft blocking, reach up #% for the384 kbps service class. Note that the
blocking probabilities for théixed andhybrid RRA schemes are nearly identical.
The HSDPA blocking probabilities in thf&ed andhybrid case are very close to
zero. For theadaptivescheme, the blocking probability increases from25 up
to 0.2 for a DCH load from0.3 t0 0.8.

The impact of the allocation schemes on the coefficient of variation of the
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Figure 3.15/mpact of code and power reservation on the code/power balance for
hybrid and fixed reservation schemes.

DCH transmit powers is shown in Fig. 3.14(b). Generally, a high varialfithe
transmit powers is malicious to the system, since large steps of the interéere
level (e.g. because of on-off-switching of connections) has to bgeasated by
the inner loop power control, which has normally a step size of onl. So, a
high variability may lead to increased targe$;/ N, values for DCH users. From
this perspective, thxed scheme has advantages over the other schemes.

3.6.4 Sensitivity against Resource Reservation

In the next scenario, we investigate the sensitivity ofilked and hybrid radio
resource allocation (RRA) against code and power reservation. Afe dieher
the number of reserved codes constant and vary the power réserga vice
versa. The range for the resource reservation is in both caseslftom, i.e. 1
code to6 codes orl Watt to6 Watt. The constant resource is seBtoodes and
3 W power, respectively. The DCH offered load is sebt$, and only one service
class (28 kbps) is considered.

Figure 3.15(a) shows the impact of resource reservation on the H@BRA
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Figure 3.16:DCH soft and code blocking probabilities for fixed power and fixed
code reservation. In this scenario, reservatio® \of transmit power
and3 codes leads to a balanced code/power ratio.

cell throughput. As in the previous scenario tgbrid RRA has a significant
performance gain due to the exploitation of spare resourceshijitréd scheme

in this scenario is not very sensitive against reservation, only in theofasé/
power reservation an increase is notable. This is in contrast txéescheme,
where especially code reservation ugtoodes leads to an increased bandwidth.
More than5 codes cannot be used due to the multipath profile. The insensitivity
of the fixed scheme against power shows that witbodes,33 W transmit power

is sufficient. However, we see in Fig. 3.15(b) that the resulting bandwiitth

3 codes leads to quite high HSDPA blocking probabilities, and 5 codes
with 3 W power show acceptable results. The HSDPA blocking probabilities for
hybrid RRA are very small, so we do not inlude them in this figure. The DCH
blocking probabilities show in both cases a strong sensitivity against peser-
vation, as shown in Fig. 3.16(a). More thalV power reservation leads to soft
blocking probabilities higher thasfs. Code reservation naturally leads to higher
code blocking probabilities, however, the curve progression is ndeep as for
soft blocking with power reservation. We can state here4hraserved codes do
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still lead to an acceptable performance for both schemes. The sdfirqarob-
abilities for both schemes are nearly identical, which indicates that intadere
does not have a large influence here.

3.6.5 Impact of Transmit Power Allocation
Schemes

Additionally to resource reservation schemes, the transmit power allocatio
scheme has a significant influence on the system performance, aglwiow

in this section. The basic difficulty is the following: if the offered load for the
HSDPA is not very high, periods without traffic (OFF-periods) alterméth pe-
riods where the HS-DSCH is switched ON. If we consider a “traffic-avaans-

mit power scheme for the HS-DSCH, this means that the HS-DSCH is sditche
on and off possibly in a very fast pattern, since the minimum scheduling time
corresponds to the transport time interval2ohs. This is a potential problem
for the power control of DCH connections. Firstly, the power contrgb siiee

is maximally +£1dB, but the maximum transmit power for the HS-DSCH is
around42.5 dBm (corresponds to approximatedlg W, if we assume&0 W maxi-
mum output power andW pilot/common channels). Second®ms TTI allows

only for 3 power control commands (1 per slot). This means that the DCH fast
power control may not be able to counter the fast fluctuations in intexdereast
enough, which leads to the degradation of connection quality or to increase
erage transmit powers due to higher targg-Ny-values from outer loop power
control.

An obvious solution to this problem is to leave the HS-DSCH always switched
ON and to transmit padding bits if buffers are empty. We refer to this seteam
“continuous”. However, this leads to additional interference in the syatahto
lower overall performance. A hint of the influence of interference lba seen
in Figure 3.13 for thdixed reservation scheme. Therefore, we additionally con-
sider the power-ramping schemes which avoids fast interferendedtions by
increasing and decreasing the HS-DSCH transmit power in small stigpseF
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Figure 3.17:Continuous, traffic-aware and power-ramping transmit power allo-
cation schemes for the HS-DSCH.

3.17 clarifies the concept of the different schemes.

However, we are not able to implement power control directly, since thigdv
require the complete simulation of all power control commands in the whole
network. Instead, we focus on the large-scale effects of the diffecdtiemes on
the network-wide interference and the resulting impact on HSDPA bariadwid
and blocking probabilities.

In the literature, power allocation schemes are mostly considered in ttexton
of general radio resource management schemes. In [94] it isnaskthat the
HSDPA is always saturated with traffic, which then corresponds to a canti
transmit power scheme. In [92], a traffic-aware scheme has beaerirented.
In general, only few publications can be found on this subject.

The evaluation of the three power allocation schemes requires a small mod
ification of the transmit power calculation. In a ramping phase, i.e. in the time

77



3 Flow-Level Performance Models for HSDPA

12001

— continuous
i - - - traffic-aware
-'- power-ramping

=
o
o
o
T
2

B D [ee]

o o o

o o o
T T T

Time-average user throughput [kbps]

N

o

o
T

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Offered DCH code load P,

Figure 3.18HSDPA user throughput vs. offered DCH load for different power
allocation strategies.

between the HS-DSCH is switched ON and the transmit power reaches its max
mum, the boolean variabl®, s is set to zero. Additionally, the ramping power
T, is step-wise increased (decreased) until the target-power is reaitieed (
power is zero). The time between two ramping steps is setie, which gives

the fast power control time fo3 adjustments. The total transmit power is then
calculated as

Ty ot = Ox,us  Tw + (1 — 0z,m5) - <Tx,CCH + T + Z Ny * Ty,tot) ;
yeL
(3.31)

and the equation system (3.13) is accordingly modified.

The evaluation is performed on the hexagonal, homogeneous netvithrk w
adaptive resource reservation and Round-Robin scheduling. Irrshedéenario,
shown in Figure 3.18, we increase the DCH offered load and see asterhe
user throughput decreasing. Notable is the large difference betweeorttinu-
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Figure 3.19:Mean data rate vs. distance to antenna. The gain of the traffic-aware
and power-ramping schemes is nearly independent of the distance.

ous scheme on the one side and the traffic-aware and power-ranchiEgas on
the other side, which is aroura$0 kbps for lower DCH loads and is then dimin-
ishing with higher loads. The following reasons can be identified: First, therla
interference values in the continuous case generally leads to lower lsit Sze-
ondly, since HSDPA user behavior follows a volume-based traffic inbagher
bit rates also mean shorter sojourn times, which in turn leads to lower H3HDS
activity and therefore again to a lower average interference for thecteafare
scheme.

In Figure 3.19, the conditional mean user throughput at a certain destzin
the user to the NodeB for two scenarios with DCH loadsand0.6 is shown.
In case of a DCH load equal @2, the continuous scheme leads to an almost
constant performance loss of more th##9 kbps. The power-ramping scheme
leads to slightly lower throughputs than the traffic-aware scheme due tgthe u
ramping at the beginning of a HSDPA transmission. However, in cas®@fth
load of0.6, the power-ramping scheme shows better results than the traffic-aware
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scheme for larger distances, which is counter-intuitive at first sightexypia-
nation for this behavior is that DCH users in surrounding cells generate mo
other-cell interference the higher the transmit power in the own cell igghwih
turn leads to lower bit rates for HSDPA users close to the cell boundarge S
this dependency is non-linear, the power-ramping scheme causezHessell
interference such that especially users at the cell border can bénefitse of
the traffic-aware scheme, the transmission with maximum power leadsdher
effectively to lower bit rates for users close to the cell boundary. lise an
interesting fact that the performance loss for the continuous schereaiiy im-
dependent of the distance, although the additional interference is Haghesers
which are closer to the cell edge. The reason for this behavior is the gedplo
Round-Robin scheduling, which leads to time-fair resource assignietwgen
all users. This means that if users stay longer in the system on the cedl,édgy
also affect users in the inner area by taking away their resources.

3.7 Analytical Model

In the previous sections, we used time-dynamic flow-level simulationsvialu-
ation. In this section, we introduce an analytic model based on a queuidgl mo
approach. The need for an analytical model is motivated by their loarapat-
ing time requirements if compared to simulations. This is especially usefiido
planning or optimization of large networks. The trade-off, as we will sk, les
in flexibility and level of detail.

Our model integrates DCH and HSDPA connections in a common state space
similar to the approach proposed in [108, 109]. Since the resouro@eatents
of DCH connections depend on their service class, this approach ticatiye
requires at least aS + 1)-dimensional state space whefes the number of
supported service classes. This “state-space explosion” leads imgvitatom-
putational problems, which we counter with a state-space reduction te€hniq
based on the Kaufman-Roberts [110, 111] (or Fortet-Grandjeag])[decursion.
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We assume that DCH and HSDPA users arrive according to an Poiss@h a
process with rates; and A\, respectively. As in the previous sections, DCH
users follow a time-based traffic model with exponentially distributed sojour
times with meanl/u,. HSDPA users transmit a exponentially distributed data
volume with meanE[Vx]. We evaluate the hexagonal network scenario with
homogeneous user distribution.

We consider adaptive resource allocation, so theoretically it would als® ha
been possible to implement a time-decomposition approach as in [113]eWe
cided against this option in order to preserve the flexibility to implement resou
reservation schemes or more sophisticated admission control schemes

3.7.1 Transmit Powers

The calculation of downlink transmit powers, or more specifically, theqroe-
quirements of the DCH connections, is performed similarly as in Sectiqib@t4
with some maodifications and simplifications. An important difference is theat w
are now interested in the mean transmit power over the whole cell. Additipnally
we consider continuous transmit power allocation for the HS-DSCH (seto®
3.6.5), which means that the NodeBs always transmit with their targetst”.
This assumption enables us to calculate the mean DCH transmit powererequir
ments independently of the situation in other NodeBs, since the other-cell inte
ference is constant. It would be alternatively possible to use a similabagipr
as in [4] or [40] to calculate the average NodeB transmit power.

We define the average power load that one DCH user with service €lass
inflicts at its controlling NodeB as the DCH transmit power divided by the total
transmit power, which is equivalent to the target transmit power:

Tk,cc
Tz,tot

(3.32)

Ws = Vs *

The class-specific activity factot indicates the ratio between the time the user is
active and the total lifetime of the connection, given that at an obseereepes
the probability to see an active connection as Bernoulli random varialie N
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that the average load is equal for all mobiles of the same service class. A
due to the constant other-cell interference, we omit the specifier indictiten
controlling NodeB. Neglecting thermal noise and with equations (3.5) 2ué)l (
we can formulate the single user DCH load as:

esR d
We = Vg + ——2 . E|a2tl 4. (3.33)
v | 2 Pl

The total DCH load)pc i and the mean HSDPA transmit powEy s are then
given by

NpcH = ZSES nsws, and Tus = Tmax— Toom — Npcwm - T™, (3.34)

whereTccw is the power required for common channels. Note since we only
consider the mean transmit power, an error is induced in the resultinglaalc
tion of the HSDPA data rates. The reason is that since the DCH transmitpowe
depend on the other-cell interference, DCH users on the cell edgerinéitthe
HSDPA performance much more than DCH users in the cell center. silpges
way to increase the accuracy is to partition the cell area into one or more tiers
However, this requires one additional state space dimension per tier @ad-th
curacy is only moderately increased for two tiers, a partition which wouigh ke
the number of states in a decent extent.

3.7.2 State Space Description

We consider the number of occupied code units as state space desciiion
have learned in Section 3.3 that each DCH service connection requiteslzer
cs of SF512 code equivalents. The code resources form a shamdeesvhich
can be used in the Kaufman-Roberts recursion [110] to form an onergional
state space. However, since we also want to include the HSDPA userssiathe
space, we construct a two-dimensional state space with the numberugfied
code resources by DCH users as the first dimension, and the nuimbaetive
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Figure 3.20:Structure of the two-dimensional state space.

HSDPA flows as the second dimension. A staia the DCH dimension corre-
sponds to the number of occupied code unjts= min{c;}, i.e. in statej the
DCH users occupy an equivalentpfc,, codes with SF512. The size of the state
space iISC'/cy X nH,maz, WhEreng maqo is the maximum number of HSDPA
users. As in the simulations, we assume a simple count-based admission co
for the HSDPA.
Figure 3.20 shows a part of the state space. The departure rates IDCH
dimension are calculated according to the following equation (see [110]):
fis(5) = ps - Elns|jl, (3:39)
whereFE[n,|j] is the mean number of service classonnections in statg
Elns|j] = s M (3.36)
ps  Per(d)
The variablepy,(j) denotes the un-normalized probability for the DCH state
j which is calculated recursively as

Prr(d) = %Y 22 o prr(j — ). (3.37)
SES
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Note that this model only allow to calculate the mean DCH power load per state.
This prevents the computation of soft blocking probabilities, i.e. blockirgtd
transmit power limitation, for DCH users. However, in [37] it has beeowsh
that the code capacity is the dominating factor for the system capacitytdrcep
nearly full DCH activity and concurrently bad orthogonality conditions,high
orthogonality factors.

The HSDPA user throughput depends on the current DCH power lodd a
on the number of active HSDPA flows. While the available code resoamees
directly available through the state, the current transmit power for theRASE-
quires knowledge of the mean DCH power load, which is calculated as ia-Equ
tion (3.34) using the mean number of DCH usétBi,|j]. Consequently, the
number of usable HSDPA codesGs,s(j,nr) = | (480 — j - c.)/32] and the
mean ratio of HSDPA power to total cell power is

Ar(jynm) =1— g2 = Elnaj] - ws. (3.38)

The HSDPA bandwidth for a certain locatighfollows then under considera-
tion of the mean HSDPA power ratio and the average number of availatiées co
according to the model defined in Section 3.5:

Ri(j,nm) = Ry (Chs(4,nn), Ar(j,nm))
Is (3.39)

= Trns : E[Vk,TTI]-

The average other-to-own interference ratipfollows directly from the constant
other-cell interference assumption.

A straightforward method for computing the HSDPA departure rate woalld b
to determine the mean bandwidth for an HSDPA user by averaging oveelhe
area. We will later refer to this approach as theited approach. However, we
have to consider the following: With a volume-based user model, the lifetime o
an HSDPA connections depends on its data voliieand its data rate. Even
with Round-Robin scheduling, users at the cell border receive a snhaliel-
width than users in the cell center, and accordingly, they stay in the syetean f
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longer time. Consequently, as we have observed in Section 3.6.1 oibelyility

py to meet a user at locatiofiwhen looking into the system at a random instance
of time is larger for a location close to the cell border than for one close to the
cell center. More precisely, the probabilipy is proportional to the reciprocal
bandwidth available at this position:

1

Ry Gonm) (3.40)

Py~
This effect is also mentioned by Litjens et al. [93] regarding Monte Canp s
ulations. We approximate the average tifigl’|(j, nx )] by summing over all
positions in the cell and, after some algebraic operations, obtain the fofjowin
formulation:

E[T\(j,n)] = EVi] - B | -Gho | 'E[le,nm]_l (3.41)

For a more detailed derivation, see Appendix A. In the following, we witire
to this method as the “location-aware” approach. A correspondinguiarior
other, channel-aware scheduling disciplines is difficult to find becawseagar
throughputs depend on each other through their TBS distributions.

In order to calculate the steady-state user distribution, we arrange thititnan
rate matrix@ with help of an index functiom(j,nz) — N according to the
following rules for all valid states:

(¢(]7n1‘1)7¢( + ianH)) = As
QO n), 80 — &,nm)) = fis )
Q6. nm), 6. n + 1)) = Au (342)
Q(o(j,nm), d(j,nu — 1)) = m

In all other case§)(4, j) is set to zero and)(z, ¢) is set to the negative row-sum
of all entries to keep the state equations balanced. The steady-state tistridu
then obtained by solvin@ - 7 = 0 s.t.>_ 7 = 1 for the state vectof. Perfor-
mance measures like blocking probabilities or moments of the user thpotgh
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Figure 3.21:Mean HSDPA user throughput vs. offered DCH load.

are then calculated with help of the steady-state distribution and under@ssum
tion of PASTA [114]. For example, the mean HSDPA user throughpaitaindom
time instance is

B ) ng - 7Tr(¢(.]7 nH))
BlRel= 3, Ru(jna): im0 Pt TG )

(3.43)
where the normalization term in the denominator ensures that only stateswith a
least one active HSDPA user are considered.

(4mm)lng >0

3.7.3 Numerical Example

Let us now define an example scenario with the following parametersowe c
sider two DCH service classes with 128 kbps and 384 kbps. The seruxcis m
0.6 t00.4. The activity factor i®).55 for both service classes. HSDPA flows arrive
with rate Ay = 1. The orthogonality factoe for the DCH part of the air inter-
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Figure 3.221mpact ofn i ,max 0N throughput and blocking probabilities.

face model is set t0.35 corresponding to the HSDPA physical layer abstraction
model. We validate our analytical results with the event-based simulation we als
used for the results in Section 3.6.

Figure 3.21 shows the mean user throughput versus the offereccb@Hoad
as defined in Equation (3.30). The figure shows two scenarios, onewiidan
HSDPA data volume 050 kbyte and one with 00 kbyte. The influence of the
spatial user distribution can be clearly seen on the large difference dretive
nave approach (squares) and the location-aware approach (cifEgsjcially
for a low DCH load the difference is nearly 50%. With location-awarentbes,
analytical and the simulation results match well. The curvess@dkbyte and
100 kbyte converge with a higher offered load for the DCH users since in this
case the HSDPA is in an overload situation due to insufficient power arel cod
resources.

In Figure 3.22 we show the impact of the HSDPA admission control on the
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trade-off between user throughput and HSDPA blocking probabilitibe. data
volume isE[Vx] = 50 kbyte. The solid lines indicate the user throughput, while
the dashed lines indicate the HSDPA blocking probabilities. The maximum num-
ber of allowed HSDPA usersi,mq. iS set tob, 10, 15 and 20, respectively.

We see that with higher DCH loads the increasing blocking probabilities for low
values ofn i maqs leads to a significant improvement of the user throughput. The
difference between the curves becomes smaller with higher values of,..
which indicates that they will convergerifi .. would be increased further.
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3.8 Concluding Remarks

In this chapter, we presented flow-level models for HSDPA-enabled & het-
works. The models rely on a physical layer abstraction model for tH2RASuser
throughput which gave us insights into the relationship between multi-pagh pro
agation profile, available code resources, interference and tranewdirpWith

a model for the NodeB transmit power we implemented a flow-level simulatio
which we used to investigate the HSDPA and DCH performance with differen
radio resource sharing and scheduling schemes. We also developadigtical
model which is suitable for the application in radio network planning tools.

The numerical results unveiled an interesting interrelationship between traf
fic model, scheduling disciplines and throughput. Volume-based u$avioe
leads to spatial inhomogeneity which has a significant impact on userednd c
throughput. Channel-aware scheduling amplifies this effect, and leads uo-
expected result: Due to starvation of users at cell edges, MaxTB$ldaig
performed worse than Proportional-fair scheduling, although thedpbathieves
optimal throughput in static scenarios and in scenarios with time-baséd.traf
The volume-based model itself reflects a user with infinite patience, avioeha
which could be realistic for some P2P file sharing applications. For oth@F ap
cations like web surfing, there may be a correlation between the willingness to
stay in the system and the received throughput (the so called fun-&fttet,
[115]), or a mixture between time and volume-based behavior as gedpo
some publications (e.g. in [91]). This again may lead to better perfareneat
sults for the MaxTBS scheduler. Another aspect is that the systemtoparay
put unsatisfied HSDPA users on DCH connections, leads to the questahevh
this procedure is beneficial for the overall performance or not.

We conclude from the results presented in this chapter that HSDPA perfor
mance modeling has to take flow-level dynamics into account, i.e. thvalerid
departure of users with different traffic demands and behaviors.
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4 Performance of the
Enhanced Uplink

As we elaborated in Chapter 2, titenhanced Uplinkor High Speed Uplink
Packet Acces§HSUPA) is the evolutionary pendant to the HSDPA in uplink
direction. In the following chapter, we introduce models for evaluating gre p
formance of the Enhanced Uplink. Analogously to the downlink we alsgiden
erate the still existing QoS Dedicated Channel users. The focus of tiuteclaae
stochastic capacity models which capture the traffic-dynamics on thddimk-
but for a thorough understanding of the UMTS enhanced uplink it is alporim
tant to address the fundamental problem of system feasibility. In thesaetibn
we give a short overview of the different aspects we consider in thaireler of
this chapter.

4.1 Overview and Related Work

The UMTS enhanced uplink provides power-controlled radio bearétsfast

rate control. The capacity limiting radio resource in such a system is the multi-
ple access interference at the NodeB antenna, which must not exazsthin
threshold in order to keep the system stable. This follows from the well know
pole-capacity formula in [116] that gives a relation betweenrtbise rise de-
fined as interference over thermal noise, the cell lpadhich must not exceed

1, and the number of supported users. With rate controlled radio bes -
vided by the enhanced uplink, the amount of required resourcesdepa the
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instantaneous data rate, which means that if a certain maximum load igdeach
the data rate of the radio bearers can be reduced (“slow-down”) &r twavoid
dropping of connections. This may also happen if QoS users with DCid rad
bearers are in the system that do not have this possibility. In Section 4d@-we
scribe a framework for the calculation of the interferences, consgl®@H QoS
user and E-DCH users, at all NodeBs in the system.

A fundamental question in such a system is how radio resource shapeg is
formed. The basic principle is similar to that in the downlink we discussed in the
previous chapter: E-DCH connections use the remaining resourtésy IBICH
users up to a certain threshold. We formulate two different radio resauan-
agement schemes based on this approach in Section 4.Dtfhbéecell aware
scheme tries to reach a certain operator-defined total cell load, i.e.dfia@tia-
neous E-DCH capacity is affected by the amount of other-cell intaréereln
contrast, theother-cell unawarescheme tries to reach a certain own-cell load,
ignoring other-cell interference.

In the UMTS uplink, the spatial configuration of the users may lead to situa-
tions where a NodeB is “overflooded” by other-cell interference gfample if
a high data rate user is close to the cell border. In such a case it may bs-imp
sible to reach a system state where the resources at all NodeBs ardifizibdu
i.e. the problem of radio resource assignment is infeasible. The fiigisiegion
defines therefore the space spanned by assignments within the allaoedce
constraints. A condition based on the global link gain matrix and the SIRreequ
ments for feasibility has been first introduced in [117].

The rate assignment problem is connected to the practical implementation of
the rate assignment procedure: in a system with global knowledge elatant
parameters, optimal assignment can be achieved. However, this vequite a
network-wide centralized rate assignment which is difficult to achieve wih th
UTRAN architecture. Another possibility is to use distributed algorithms using
feedback control loops which converge toward the (utility-) optimal sah,ts it
has been proposed in [118]. An alternative approach is describdi9f . semi-
distributed algorithm controls the other-cell interference between the B&de
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while the rate assignment is done by the NodeBs itself according to these con
straints. A solution that requires no interaction between NodeBs is alsogedp
earlier in [120], but for the price of a reduced feasibility region due tcdlirzed
constraints. The underlying optimization problem has been mentioned 1 [12
and has been further investigated in [122], where it has been shotthéharob-
lem can be solved with convex optimization also for effective bandwidth utilities
which correspond to the concept of service load factors defined io8et3,
where an uplink interference model is described. Our contribution itic®e¢.4

is a characterization of the feasibility region specifically for the enhanpkk

i.e. with consideration of transmit power constraints, other-cell DOWahty,
and the presence of QoS DCH users.

The impact of traffic dynamics on average performance measueeblbkk-
ing probabilities or throughput requires flow-level capacity models.datiSn
4.5, we develop a single-cell capacity model with a queuing model appro
Similar to the models in Chapter 3 for the HSDPA, it is assumed that E-DCH
best effort users follow a volume-based traffic model. In principle ntlodel fol-
lows the classical queuing approaches by Viterbi & Viterbi [123] orr&v&
Everitt [124]. However, the system model includes similarly to HSDPA ysph
ical layer abstraction model which takes the features and impairments &-th
DPDCH into account. Data rates are calculated according to the instansaneou
transmission capacity of the E-DPDCH, and the impact of power controtse
is considered with the assumption of lognormal distribut&d Ny-values. Ad-
ditionally, the system state space is extended by a dimension for the bast-eff
users. Related work can be found in [125] for rate controlled radicchganly
and with perfect power control. An extension for a system with QoS rashiodys
is presented in [126]. A slightly different model is proposed in [127] waitimi-
mum and maximum allowed data rates. These works concentrate onmpanice
measures like average throughput and blocking probabilities, but witiisatbn
control for QoS calls only.

In contrast to the HSDPA, power control enables minimum guarantetad da
rates for E-DCH connections. This means that admission control hastargee
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that the minimum data rate is maintained. However, it is commonly assumted tha
QoS traffic is more valuable for service providers then best-effdificrahich
implicates a certain hierarchy in case of exhausted radio resourcassfiSadly,
best-effort connections (i.e. E-DCH connections) may be droppeadib re-
sources are insufficient for an incoming DCH connection. The impfea @re-
emptive admission control in the context of uplink CDMA systems was stibje
in [128] and [5]. In Section 4.5.5 the performance of preservindj@eemptive
admission control is compared.

So far, we presumed that the UEs are scheduled in parallel since th6SUMT
uplink is not synchronized. However, it has been shown in [76] thatlmrone
scheduling leads to increased capacity in terms of throughput. Thisnadalso
result can be also conjectured by the simple fact that with one-by-treelsting,
users within the same cell do not generate any interference to each Thier
insight is used with the assumption of synchronized uplink transmissio@8]jn [
to design a one-by-one scheduler which takes the current charaléleguinto
account. But also channel-blind strategies like Round-Robin lead to saymtific
performance gains, as we show in Section 4.5.6 and in [7].

Especially in network planning, an accurate approximation of the othler-ce
interference is crucial, so in Section 4.6, a stochastic capacity modeInfmuti-
cell environment is proposed. The model is based on the multi-cell iniode
[10, 40] and [129] with the queuing approach for the single-cell cagettion
4.5.

4.2 Radio Resource Sharing for the
E-DCH Best Effort Service

The scheduling of the E-DCH users is done in the NodeBs which control the
maximum allowed transmit power of the mobiles and therefore also the maxi-
mum user data rate. Throughout this chapter we assume saturatedvitath
means that the maximum user data rate corresponds to the chosertelathea
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NodeBs send scheduling grants on the absolute or relative grantetifAGCH
and RGCH) which either set the transmit power to an absolute value or rela-
tive to the current value. The mobiles choose then the transport blaeKTRS)
which is most suitable to the current traffic situation and which does neteekc
the maximum transmit power. The grants can be sent every TTI, gy @ms,
which enables a very fast reaction to changes of the traffic or radiditoams.
Grants can be received from the serving NodeB and from non-geNddeBs.
However the latter may just send relative DOWN grants to reduce the ogiier-
interference in their cells.
Generally, the WCDMA uplink is interference limited [116]. Thereford; fo
lowing [30] we define the uplink load in a cell as
_Ip+1Ip+ o
Io+WNy ’
with Ip and g as received powers from the DCH and E-DCH users within the
cell, I,. as other-cell interference from mobiles in adjacent céilsas system
chip rate,N, as thermal noise power spectral density &ne- Ip + Ig + Ioc. It
can be readily seen that this load definition allows the decomposition of the cell
load according to its origin, hence we define

(4.1)

J— ID IE Ioc
M= Trwng T Torwie T ot Wi

4.2)
=nD +NE + Noc
subject ton < 1. The goal of the RRM is now twofold: First, the cell load
should be below a certain maximum load in order to prevent outage. &econ
the RRM tries to maximize the resource utilization in the cell to provide high
service qualities to the users. The second goal allows also the interpregftion
the maximum load as a target load, which should be met as close as possible
Since the DCH-load and the other-cell load cannot be influenced, th€H-D
load can be used to reach the target cell load. The fast schedulirgyagieeators
the means to use the E-DCH best-effort users for "waterfilling” the ¢mid at
the NodeBs up to a desired target.

Lcorresponding to a sector in case of multiple sectors per NodeB
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Figure 4.1:lllustration of the RRM principles for the E-DCH best-effort service.
The scheme on the left side denoted “other-cell aware RRM” tries
to maintain the total cell load below a certain target lgadin con-
trast, “other-cell unaware RRM” only keeps the own-cell load below
a (lower) threshola)},...., leaving the other-cell load to the Grant pro-
cessing.

This radio resource management strategy is illustrated in two variants in Fig-
ure 4.1. Generally, the total cell load comprises the varying other-cad|, lihe
load generated by DCH users and the E-DCH load. The first variantteén
“other-cell-aware”, adapts the available load for the E-DCH usersttdatar-
get cell loady™, including the load generated by other-cell interference, such that
under perfect conditions

n" =np +nE + Noc- (4.3)

The second variant, “other-cell unaware”, does not consider trer-otil load
but only adapts the E-DCH load to an own-cell target Igagl,, and the own-cell
loadnp of the dedicated channel users:

n:wn =1D +NE. (44)

In both cases the received power for the E-DCH users is adaptedizaictine
considered fraction of the cell load is close or equal to the target loadnbu
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the case of “other-cell unaware” RRM, the other-cell interferencarslted by
other-cell DOWN grants in order to avoid outage.

In the rest of this chapter, we address both types of radio resouadeghThe
problem of system feasibility investigated in Section 4.4 does only occur véth th
other-cell aware scheme. The single-cell capacity models in Secti@ist.5on-
sider the other-cell aware scheme, however, the model can be edajted to
the other-cell unaware scheme without much effort. Finally, the multieeglac-
ity model in Section 4.6 considers the other-cell unware scheme.
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4.3 Basic Interference Model

We consider an arbitrary UMTS network with a set of NodeBand a set of
user equipmentdA. The UEs are further divided into the mutual exclusive sets
&, andD,, the first containing the E-DCH users and the second the DCH users
controlled by a NodeB:. We writek € x with z € L to denote a UE controlled
by NodeBz, regardless of its bearer.

The received powes;, , of a mobilek at its controlling NodeB: depends on
the targetk, /Ny requirement and the data rate of the connection. If we assume
perfect fast power control the following must hold:

w Sk,z

= , (4.5)
R W - No + Z]-e/\/l\k Siy

*
Er =

whereej, is the targetE, /No-value, W is the system chiprate3 84 Mcps in
UMTS FDD), Ry, is the instantaneous data rate, avglis the one-sided thermal
power density. Solving Equation (4.5) for the received po$igr, yields [130]

Sk = W - (W - No + Z Sj;y) . (4.6)
JEM

The termwy, is an effective bandwidth measure of the load this mobile generates

at its controlling NodeB. We will denote it aervice load factofSLF) in the rest

of this monograph. It is defined as

EZ'R}C

_Ck Tk 4.7
ef R+ W’ (4.7)

WE =
and depends only on the targBi/ No-value and the data rate,. For E-DCH
radio bearers, the total received power of the E-DPDCH is relative tpdiver
controlled control channel. This means that the combined service lotat far
E-DCH radio bearers consists of the control channel SLF and the Hatael
SLF. The relation between both SLFs is defined by the power offset

wi,E = wk,c - (1+ Ak,7). (4.8)
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= djy S -— -—
PR B

d

1,X

NodeB x &

Figure 4.2:Simple example scenario with two mobiles and two NodeBs.

The magnitude ofv,c depends on the targéi; /N, for the DPCCH control
channel, however, due to the small information data rfakdps with a spreading
factor of SF= 256) and for sake of simplicity, we neglect the control channel
SLF if not stated otherwise in the rest of this work.

The cell interference in a unsynchronized CDMA system dependsagne
not only on the number of transmitting mobiles in the own cell, but also on the
interference generated in surrounding cells and sectors, respectikes inter-
ference is called other-cell (or inter-cell) interference, since it origsdrom
cells other than the cell we are currently looking on. With the same argument,
the interference which is generated in other cells also depends on theriated
of the own-cell. Figure 4.2 clarifies that with an example scenario with two mo
biles. In this scenario, mobileis close to its controlling NodeB and requires
therefore only a small amount of transmit power to reach its takyéiv, value.

The second mobilg, controlled by NodeBy, is close to the cell edge such that

both NodeBr and NodeBy nearly receive the same power from this mobile. The
interference powes}, , from one mobile to an none-controlling NodeB is given

by the ratio between the link gains between the mobile and the two NodeBs:

Sk,y = Sk,z - Az,ysk,zy (49)

wherez is the controlling NodeBy is a non-controlling NodeBJy. . is the link
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gain between mobilé and NodeBz, andS . is the received power at NodeB
x. Note that the link gain ratidy , = 1if z = y.

We define the total interference at a NodeBs the sum of all received signal
powers from all mobiles in the network. With Equation (4.9) the interfezenc
over all NodeBs form a linear equation system with

L= Z Z A -we - (W No+1). (4.10)

lel kel

With matrices, we formulate this equation as

I=G-(No+1), (4.11)

wherel is the| £| x 1-vector of interferencesyy is a| £| x 1-vector with(No); =
W -No, andG is an|£| x| £| matrix with the sum of the link-gain ratios multiplied
with the corresponding SLF as elements, such that

(@) = Dby wi. (4.12)
kej
Note that in our notatiop is the set of mobiles which are connected to NogeB
The interference at each NodeB is the result of solving Eq. (4.11)):for

I= (Efé)_l : (No.é), (4.13)

whereE is the identity matrix.

Up to now, our model does not make any distinction between DCH and E-
DCH users. Both user types are characterized through their servitéaldarw.
However, in Section 4.2 we defined an RRM strategy for the E-DCH wggich
tries to maximize the resource utilization in each cell. Since the resource in our
case is the interference and corresponding to that, the cell load, theniegna
resources are distributed to the E-DCH users according to the othewaale
scheme as in Equation (4.3). Essentially this means that DCH users kegte fi
SLFs, while E-DCH users get the remaining load in a typical best-effartrrar.
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We can express this by splitting the interference equation further up aéer th
signal source:
I =0 + I.p + I + 12k, (4.14)

which corresponds to the matrix form

I_Z?()Dwn(]ffo+{_)+?ouc(]ffo+{_) (4.15)

+GE"(No + 1) + G% (No + ).

Here, the elements of the load matrices correspond to the set of usits wh
generate interference. The matricg$’™ andG%“" are diagonal matrices with
elements(G%™) i = > kep, wk and (GE™)is = > kee, wk- The matrizes
for the other-cell interference contain zeros at the diagonal, and areth&ing
entries the sum of SLFs multiplied with their link gain ratios, (.éf,f,c)ﬁ =0
and(G%)i; = Y rep, Ak ;- w foralli # j.

4.4 System Feasibility

In the previous section, we defined a general framework for thelagiloo of the
interferences and loads at a NodeB. We now use this framework fainatg the
actual resources that can be assigned to an E-DCH user. Let ussfoedison
first define some common constraints for resource assignment:

1. The maximum load or interference should not be exceeded. Tesrir
is to guarantee a stable system, since if the cell loads get too high, the
required transmit powers for the mobiles tend to infinity, which makes
it impossible for them to reach their required targ&t/No. Hence we
define the constraint

Coad: 0<m: < "7:- (4.16)

2. All E-DCH users have a certain minimum bandwidth guarantee which
corresponds to a minimum TBS and thus to a minimum &i.F,.. This
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condition avoids quasi-outage of users. Further, the maximumu$le
is defined by the highest TBS, which corresponds.®t Mbps. So it is
mandatory that

Cs|_|: . Wmin S w S Wmazx - (417)

3. The mobiles have a maximum transmit powér,, which is normally
either125 mw (21 dBm) or250 mW (24 dBm), so

Coow: T < Toan. (4.18)

Note that transmit powers can be easily calculated from the interference
at the serving NodeB and the pathloss as

T =dmz " wm - (WNo + I). (4.19)

4. In[131]itis stated that DOWN grants are sent to mobiles in adjacent cells
if the ratio between the E-DCH other-cell interference and the total inter-
ference from E-DCH users exceeds a certain operator-definezhtide
This reduces flooding of cells from adjacent sites due to high-bitrate mo-
biles near the cell borders. L&t, be the set of UEs which are in the soft
handover area but not controlled by NodeBThe condition can then be

expressed as

ZhEHm S’L’x
Ip

wheretso is an operator-defined threshold.

Cgrant : < tsHo, (4-20)

The goal of the resource assignment procedure is that all this coreérerful-
filled. Under certain circumstances, this may not always be possiblehwiay
lead to a load overshoot event. A load overshoot does not necesraslythat a
UE experiences outage, however it may affect the connection omsgsédbility
negatively, so it should be avoided if possible.
In our model, load overshoots corresponds to a resource assigwmieh is
not in the feasibility region, which is defined by the constraints above. itepe
ing on the RRM strategy and the degree of knowledge that the executing entity
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has on the global load situation, the feasibility regions significantly diffenfro
each other. We distinguish between three kinds of RRM implementations: One
with global knowledge of the system load which constitutes the optimal case,
one with global knowledge but with a distributed implementation such that it
has a reduced feasibility region, and a totally decentralized one with only loca
knowledge of the load, which corresponds to the single cell resousagnasent
scheme. Generally, load overshoots can occur because of twmse&set, the
load generated by the DCH users is so high that the target load is excéxted
mally, the admission control prevents such events. The second case tis dn
RRM implementation that allows cells to be flooded with interference from adja-
cent cells. This may occur with the local RRM implementation. Apart frord loa
overshoots also the contrary it may happen, i.e. that the target loatirisaobed.
This occurs if the RRM implementation decides to lower the load in some cells
to prevent load overshoots, i.e. for the global RRM implementation.

4.4.1 Global Resource Assignments

From Equation (4.10) we see that the SLF and interference calculatioheca
interpreted as an optimization problem. In our model we try to optimize the cell
load with a utility functionU (-). In the literature, several options are mentioned
to optimize for different fairness goals. The most straightforward utilityction

is to sum over all individual loads of the E-DCH users. However, this@ggh
leads to unfair assignments in the sense that UEs close to the NodeB gattas m
load as possible, while the more distant UEs may only get the minimum SLF.
An often mentioned generic fairness criterion is thainsfairness, where the
optimization converges to different fairness goals according to the seitiag
parametery, [132]:

Ulwm) = (4.21)

11—«
With this utility function, proportional fairness [58] can be achieved with- 1
and max-min-fairness can be achieved in the limit— oco. The optimization
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problem is then formulated as:

OPTuin: max. Y U(wm) (4.22)
meM

st. Goad: 0<m. <m (4.23)

CSLF : Wmin S Wm S Wmazx (424)

We consider the load and SLF as the basic set of constraints. Later tiotgtug
the paper we additionally take the power and the DOWN-grant constraints into
account.

The above formulation leads to an optimal load factor assignment if the RRM
entity has knowledge of the load situation in all cells. In practice, howevsiisth
very difficult to implement since it would need a very high amount of digga
to a central point which should be avoided. In [120] and [119] the astti®@re-
fore propose an RRM implementation which can be implemented in a distributed
way. One way to achieve that is to base the constraints only on locally available
information. In this case this constitutes a row in the link-gain ratio magtix
The optimization problem is therefore in our model complemented with a linear
constraint on the row sums:

OPTin: max. > Ulwm) (4.25)
meM
st Gn: SN AL wn < (4.26)
z kEx
CSLF : Wmin S Wm, g Wmazxz (427)

Note that with condition § also condition Gaq is fulfilled (see e.g. [120]).

4.4.2 Local Resource Assignments

The target load relates to an equivalent target interferendé by %(WNO).
Let us now assume that the target interference is reached in all cells, eI
for all NodeBs. The total interference term in Equation (4.10) is therpieddent
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of the actual spatial user configuration. If we divide by the constamt {8r No +
1), the left hand side is per definition the target load, and the right hand side is
the sum of all SLFs times their link gain ratios, if we assume that the target load

is equal for all NodeBs:
ne =Y Afwk. (4.28)
leL kel

Under this assumption, we can calculate with the cell load directly. If we gplit u
the total load according to its sources, Equation (4.28) becomes

W= e F0TE + Y Y A (4.29)
YyEL\T JEEy
The most straightforward way to calculate the SLFs for the E-DCH uséos is

solve the load equation system for the E-DCH own cell lggd". This means,
we assume that the load at each NodeB is constant and correspone ettt
load and solve for the own-cell load for the E-DCH users. This reqthiegsf we
have more than one user per éele have to fix the partitioning of the E-DCH
load to the individual SLFs with policy factorg such that

> 9 mE =1 (4.30)
j€Es
The policy factor can rely just on the number of E-DCH mobiles suchdghat
‘E—lﬂ or can include distances or path gains to prioritize mobiles which are close
to the NodeB. Following Equation (4.3), we calculate the own-cell E-DCHd loa

directly in matrix formulation:

—own

et =q" —np — Fg° - qg"", (4.31)

whereﬁg’c contains the link gain ratios as well as the policy fagtar

~ Siee, Dkjoge, i i#]
(FEOC)Z_]_ — kES] 5J
0 else

(4.32)

2Note that we assume at least one E-DCH user in each cell
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Solving for 7" yields the own-cell E-DCH load at each NodeB and with the
policy factor also the resource assignment for each individual E-D&3H:

" = (B4 Fg) ™ (0" = ). (4.33)

This approach, which we will call “local” or “direct” in the reminder, leaits
negative results fofiz"™ in two cases. Either isp > 7™ for one element which
means that the DCH load is higher than the target load, or the spatial amtitogu

is such that the other-cell E-DCH load is higher thgh— 7np. In this case,

we assume that the SLFs for the E-DCH users in the specific cell is set to its
minimum, leading to a load overshoot.

4.4.3 Feasible Load Region and Boundaries

Table 4.1:Example scenario
E-DCH1 E-DCH2 DCH1 DCH 2

S-NodeB A B A B
w 0.1 0.05
A 0.9 6-107* 3.-107* 1-107*

Let us now consider a simple example with two cells two E-DCH users (one
per cell) and two DCH users. The values fhrcorrespond to the path gain ratio
between the non-serving and the serving NodeB, see Table 4.1. 3te-idxCH
user is close to the cell edge, which leads to a kigbf 0.9. The second E-DCH
user in the second cell is close to its serving NodeB. The DCH user in the firs
cell has moderate distance to NoddBAs fairness criterion for the global RRM
schemes we chose max-min-fairness since it is closest to the behitiedacal
RRM scheme with equal load assignments for all E-DCH users in a cell.

The resulting feasible SLF regions for the two E-DCH users are shown in
Figure 4.3. For the global RRM strategies we considered the power, #er lin
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Figure 4.3:Feasible SLF region for the two-cell scenario for different constraints
The markers indicate the max-min optimal solution for the system
with exception of the local RRM case.

and the DOWN-grants constraints individually, i.e. we consider only ame c
straint additionally to the load and SLF constraint. The max-min-optimal points
for the global RRM differ significantly from the direct approach, anddsea
very unbalanced result between the two E-DCH users but still is within #ss-fe
ble region. The power constraints in this scenario leads to an SLF caatfimyur
which favors the first E-DCH user, while for the load-only and the DOdfnt
constraint as well as for the linear constraint the SLF values are balafice di-

rect approach for the local RRM corresponds to the linear constr&Rad with
sum-optimal utility function. The feasible region does not reach the maximu
possible SLRv,,.. due to the load from the DCH users. The optimal solution
for the DOWN-grant constraint corresponds in this case to the solutionaeith
constraints only, however, this changes if the maximum allowed ratio batwee
own-cell to total E-EDCH load was set to a lower value.
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Figure 4.4:Cell loads at NodeB A. With excepetion of the linear row-sum con-
straint, all assignments reach the target load.

The corresponding loags at the first NodeB is shown in Figure 4.4. The loads
for the non-linear and linear case begin to diverge on the solution pairiéo
direct approach. The effect of the row-sum constraint on the loadigtib target
load is not reached for a large range of the feasible SLF region. Frittleemax-
min-optimal point in this case is significantly lower than for the non-lineae cas
The direct approach naturally reaches the target load at both NodeBst, the
expense of a very low SLF for the first E-DCH UE. The non-linear apphes
both reach the target-load at NodeB A. It should be mentioned that thiagce
is quite extreme, which is the reason for the different results of the appes.

As we see in Figure 4.5, the probability that the system is not feasible with
local RRM depends on the number of E-DCH users in the system. Tulk hes
been generated fror000 simulation runs where in totdld users (i.e. DCH and
E-DCH users) are randomly placed in every cell. The fraction betweBCH
and DCH users is increased frao 8. Equal-rate scheduling is assumed for the
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Figure 4.5:Probability of a load overshoot depending on the fraction of E-DCH
users in each cell.

E-DCH users. In this scenario, the probability of a load overshoot (wbit-
responds to an infeasible system) is largest with only one E-DCH usecin ea
cell and reache§ %. With an increasing number of E-DCH users, the system
gets more stable, i.e. the probability that overshoots occur gets rapicty &ovd

is nearly zero witht E-DCH users. The reason is that with a higher number of
E-DCH users the assigned service load factors and correspondieghatismit
powers are lower such that the probability that a NodeB is overfloodedinvith
terference decreases. Overflooding may still happen, but it rexhieg several
users are nearly at the same location in a cell. That indicates that fopéxam
cluster arrivals (like at hot spots) may again lead to higher overstrobipili-
ties.
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4.5 Single-Cell Capacity Model

In this section, we develop a capacity model which considers imperésetip
control and lognormal-distributed other-cell interference. Impéeneaver con-
trol means that the receivel, / Ny-values at the NodeB fluctuate around the
target¥, /No-value due to the granularity of the power-control steps in the di-
mension of time and power (threel dB commands per slot) or signaling errors.
Measurements and link-level simulations have shown that the rec&ly&o-
values are approximately lognormal distributed with the taigetN, value as
mean (see for example [123, 133)).

Although the assumption of independence between other-cell and@hin-c
terference is not realistic for scenarios with an unequal load distributientbe
network, it enables us to propose an analytical model for the “otHeaware”
RRM scheme without the need to consider system feasibility explicitely. That is
we assume firstly that the system prevents outage due to infeasibility, end se
ondly that the effect on the overall-performance is negligible. This is foue
scenarios where the number of users is not too low as Figure 4.5 shows

If we consider power control errors and independent random-g#ieinter-
ference there is always the possibility of a load “overshoot”. The gitibyafor
such an event should be kept low. We define that the goal of the RRM &efp k
the probability of a load overshoot below a maximum tolerable probalpility

P{n>n"} <p. (4.34)

This means that the received signal power (i.e. the E-DCH interfejesfcthe
E-DCH users depends on the amount of dedicated channel andcethiter-
ference. More precisely, the E-DCH users are slowed down if the DCtHeo
other-cell load is growing, or are speed up, if more radio resounEs\ail-
able for the E-DCH users. If we now assume that the buffers in the nsobfle
the E-DCH users are always saturated, we can use this relation to catbalate
grade-of-service the E-DCH users receive depending on the @ahgdtrategy.
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4.5.1 Single Cell Load Model with Imperfect Power
Control

We assume imperfect power control, so the receizgdNy is a lognormally
distributed random variable with the targBt/No-valuee;, as mean value and
parameterg = 5, - 219 ando = Stde] - 0 The received power of each
mobile is calculated accordlng to Equation (4.6) as

&‘kRk

Sk = - (W Ny + I ith =
e =wk - ( o+ 1Io) wi Wk Wt enRn

(4.35)
We further assume that the DCH users are distinguished by their sefag=® c
s € S which corresponds to a certain data rate, tafgetN, value and service
load factor. The state vectar comprises the users per DCH service class,
and the E-DCH usersg:

ﬁ:(nl,...,n‘s‘,nE)‘ (4.36)

The sum of all concurrently received powers constitutes the recemedcell
interference, i.e.

In()=>_ > S, and Ip(n)= »_ S;. (4.37)

seS keng JENY

Ip is the total received power of the DCH users drgdof the E-DCH users.
Note that the set of currently active E-DCH usefs depends on the scheduling
discipline. For parallel scheduling,z; = ng, since we assume that all users are
concurrently active. For one-by-one schedulipg; | = 1 since in this case only
one E-DCH user is transmitting at the same time.

The substitution of p and g in Equation (4.2) with Equation (4.37) gives us
the load definitions depending an

Z Z wr, and ng(n Z wj, (4.38)

seES kEng EnE
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and the total load as
(1) = 1o () + e () + Noc- (4.39)

We assume that the service load factors are lognormal r.v.'s whildwifrom

the power control error of the receivéd, /Ny around the targeks, /Ny (see e.g.
[123]). The parameters, o are then derived from the mean and variance of the
E, /Ny distributions. These parameters depend on the service class of tee user
but are equal for all users within one class. So we can vi#jte,]| = E[w;] for

all mobilesk with the same service classThe other-cell load),. is modeled as

a lognormal random variable with constant mean and variance.

Since the total load) is a sum of independent lognormal distributed random
variables, we assume thatalso follows a lognormal distribution [134]. We get
the distribution parameters from the first moment and variance of théoaell
which can be calculated directly from the moments of the SLFs:

Blym)] = Y _ e Blo] +n% - Blos] + Bl (4.40)

The variance is calculated analogously. The accuracy of this appisoeaiidated
e.g. in [40]. The effect of Hybrid ARQ can be modeled as a constaint\ghich

is included in the targefs, /Ny of the E-DCH and with an additional overhead
on the mean data volumes of the E-DCH.

4.5.2 Rate Assignement

With other-cell aware radio resource sharing, the available E-DCH lepdrdis

on the DCH and other-cell load. The task of the RRM is to assign each E-DCH
mobile a service load factar such that the E-DCH load is completely utilized if
possible. Due to the very flexible scheduling mechanism of the E-DCH, dhis c
be reached in several ways. We consider two fundamentally diffsofetduling
disciplines: The first one is parallel equal-rate scheduling, which nteahevery
E-DCH user gets the same service load factor in every TTI. The sés@uglal-

rate one-by-one-scheduling, where each E-DCH user gets the maxpossible
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service load factor in a round-robin-fashion. Note that we assumtéolatter
discipline that the E-DPDCH physical data channels are perfectly synizied,
hence do not generate any interference to each other. Although thigriang s
assumption for current specifications of the Enhanced Uplink, thétsecan be
seen as an upper bound for a more realistic system. We further asisatrbe
network is dimensioned such that the transmit powers of the mobilesffioéesu
to reach the maximum bitrate.

Generally, the user bit rate depends on the magnitude of the E-DCH all loa
which may be generated without violating the RRM target in Eq. (4.34). The
channel bit rate of the E-DCH is defined by the amount of information Hiishv
can be transported within one TTI. This quantity is defined in [73] by the set
of transport block size§ 5S. With a TTI of 2ms, the information bit rate per
second isR{’E =TBS, - lefs wherei = 1,...,|7BS] indicates the index of
the TBS. We further definRéyE = 0. With this interpretation we can map the
E-DCH bit rate to a service load factor according to Equation (4.35) as

I
EE 'Ri,E

_— 4.41
e e 1 (4.41)

Wi B =

wheree g is the E}, /Ny-value of the E-DCH radio access bearer. Note that we
assume here that the targg{;/ No-values are equal for all rates. However, this
restriction can be easily avoided by introducing individual tatjgtNo-values
for each TBS.

The next step is to select the information bit rate such that condition (&34)
fulfilled:

R () = max{R; 5| P(np(n) + |n%| - wip + 0e > 0°) <1} (4.42)
The actual user data rates are now calculated according to the schedelhg
anism under the condition that the rate is higher than a certain minimum bit rate

Rmin, e In case of parallel scheduling, the user data rate is simply the information
data rate. In case of one-by-one scheduling, the user data rate ixiapgted by
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Figure 4.6:Service load factors vs. data rates. The dashed line corresponds to the
continuous data rate obtained from the SLF equation, the solid line to
the transport block sizes defined in the specifications.

dividing the information data rate by the number of E-DCH users:
RL(7), if RL(@) > Rmne and parallel scheduling

I (= I /=
Rp(n) = R‘Sg‘”, if R‘fé"” > Rminz and one-by-one scheduling

0 else.
(4.43)

Figure 4.6 shows the mapping of the service load factors to information
bit rates in case of a targéf; /N, of 3dB. The continuous case indicated by
the dashed line is calculated from the definition of the service load factors as
Ropt = % The solid line corresponds to the SLFs calculated from the TBS-
table in [73]. Both curves nearly match perfectly, and we see that for Bid-s,
a small change means a large change on the data rate. The non-lipeadeiecy
between data rate and SLF leads to the argument that a slow-down (inderms
data rate) of the users increases the system capacity in terms of adnsssible
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Figure 4.7:Rate selection with one-by-one and parallel scheduling for different
numbers of DCH and E-DCH connections.

sions if an admission control based on the cell load is used ([125] &Wj)[1
However, if we define capacity as the cumulated data rate per cell, the-capa
ity decreases with the number of parallel transmitting users due to the secrea
interference, as we can see in Figure 4.7 and in Section 4.5.6.

Figure 4.7 shows the E-DCH user data rate for different numbersGii D
and E-DCH users. The solid lines indicate parallel scheduling and thediash
one-by-one scheduling. Different marker shapes indicate differembers of
concurrently active DCH users. We see that for only one E-DCH pseallel
and one-by-one scheduling have the same throughput. However, with B
DCH users the gain of one-by-one scheduling over parallel schedotinggses
since the users do not interfere with each other and thus are able to utilize the
radio resources more efficiently, i.e. they get high SLFs and caynetipgly also
high data rates. This gain depends on the number of DCH users in thensyste
With more DCH users, the gain is lower. With 10 DCH users, there is nearly no
difference between one-by-one and parallel scheduling anynotieisl case the
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available resources for the E-DCH are already quite low and, thus, drifg S
with low transmission rates are possible.

4.5.3 Preserving and Preemptive Admission
Control

The admission control (AC) is responsible for keeping the cell load béhew
maximum load. Generally, we model the AC based on the RRM target camditio
We distinguish between two RRM policies for incoming QoS users: The first,
which we callpreservingtreats E-DCH and QoS equally. An incoming connec-
tion of either class is blocked if there are not enough resources availkixe
second, which we cappreemptivegives priority to QoS users. Active best effort
connections may be dropped from the system in order to make roomefam-th
coming QoS user. In both policies existing E-DCH connections are slaloaat

if the number of QoS-connections increases. However, with the pingestrat-
egy incoming QoS-calls are blocked if the RRM cannot slow-down the E-DC
connections any more. With the preemptive strategy, one or more E-&20H
nections are dropped from the system in this case. Hence, blockingef@dB
users occurs only if nearly all resources are occupied by QoS ctiang (cf.
Figure 4.8).

If a new connection arrives to the network, the AC performs two stepfirsh,
the amount of resourcesthe incoming connection will occupy is identified. In
case of a QoS-connection, this is simply. In case of an E-DCH connection,
incoming connections are admitted if a minimum bit r&g;, z can be guar-
anteed. The corresponding SLF is denoted withi»,z. Let us further denote
with 7T the state vector: plus the incoming connection with service classr
with an additional E-DCH connection. The second step is then to estimate the
probability for exceeding the maximum load with the new connection included.
This step depends on the implemented policy:
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Figure 4.8:Principle of the preserving Figure 4.9:Mean cell load and 95%-
and preemptive policy. quantiles.

Preserving Policy:  Inthe preserving case, we calculate the parameters for
the distribution of the expected cell loaghc as in Equation (4.40), but with
wmin, & for the E-DCH users:

nac (ﬁ+) =MD ('Fl+) + ng - wWmin,E + Noc (444)

whereng is the number of E-DCH mobiles with the incoming mobile included,
if any. So, if the probabilityP(nac > n*) is higher than the target probability
pt, the connection is rejected. Otherwise the connection is admitted.

Preemptive Policy:  With preemption, the incoming call is admitted if
enough resources are available such tRéhac > n*) < p; as in the pre-
serving case. However, if the resources are insufficient, we distimguscases:

If the incoming call belongs to an E-DCH user, the call is blocked. If thenmc

ing call belongs to a QoS user, the RRM calculates from the service ratgrite

ws the number of E-DCH connections with minimum ra@e ..., which must

be dropped from the system such that the incoming call can be admitted. Th
number of E-DCH connections; (7, s) which must be dropped depends on the
current state and on the SLF of the incoming QoS-connection. It is @iye¢he

117



4 Performance of the Enhanced Uplink

following rule:

ng(n,s) = min{n|P(T]1:>(7’L+)Jr(nEfn)m)min,EJrngC >n") < p}. (4.45)

Note thatd < ng < (wnfj:.E}. Blocking for QoS-users occurs if the number of
E-DCH connections is too low to meet the requirements of the service thass,
if nqa(n,s) > ng. Blocking for E-DCH users occurs if the existing connections
cannot be slowed down any further, due to the constraint on the miniriiuatéd

After admission control, the RRM executes the rate assignment as in.Eg) (4
to adjust the bit rate of the E-DCH users to the new situation. Figure 4.9 ilestra
the principle of admission control and rate selection. It shows the mehthan
(1—p¢)-quantile (here; = 5%) of the cell load distribution for 5 DCH users and
an increasing number of E-DCH users. The target loag is= 0.85. Note that
the results from a Monte-Carlo-simulation with randéfy/ Ny-values (denoted
by dashed lines) are very close to the analytical results, showing theaagaf
the lognormal approximation. Due to the discretization of the available tates,
(1 — pt)-quantile does not exactly meet the target-load, but stays slightly below.
Since the coefficient of variation of the cell load is decreasing with the eumb
of users in the system, the mean load comes closer to the target load with an
increasing number of E-DCH users.

4 5.4 Performance Evaluation

We assume that all calls arrive with exponentially distributed interarrivaggim
with mean%. The users choose a DCH service class or the E-DCH with proba-
bility ps andpg, hence the arrival rates per class ate= ps- A andAg = pg- .

The holding times for the DCH calls are also exponentially distributed with mean
;% For the E-DCH users we assume a volume based user traffic m@iieNith
exponentially distributed data volumes, the state-dependent depatagefthe
E-DCH users are then given as

) RE(T_L)
EVEg]’

pe(n) =ng (4.46)
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whereE[VEg] is the mean traffic volume of the E-DCH users.

The resulting system is a multi-serviéd /M /n — 0 loss system with state
dependent departure rates for the E-DCH users. We are now intenestalcu-
lating the steady-state distribution of the number of users in the system.tBace
joint Markov process is not time-reversible which can be instantly venifiiil
Kolmogorov's reversibility criterion, no product form solution existse®ieady
state probabilities follow by solving

Q-7=0 st Y m=1 (4.47)

for 7, whereQ is the transition rate matrix. The rate maté)s defined with help
of the bijective index functiom(n) : Q — N, which maps the state vectarto
a single index number. The transition rates(7), (7 & 1)) in the rate matrix
between states and7 =+ 1 is then

q(p(n), d(A + 15)) = As

Q(¢(7:1)7 ¢(T:l + ;E)) =g (4.48)
q(o(n), ¢(7 — 1s)) = ns - ps

q(¢(n), (A — 1g)) = pe(n)

for all valid states in the state spaQe Additionally, Q.:; = — Zj Qi; for local
balance and all other entries are set to zero. The s&¥§ of states where block-

ing occurs in the preserving case are defined by the condigiin ™) > n*) >

pe, i.e. they form the "edges’ of the state space. With preemption, an E-@x@H
nection is dropped iP(n("™*) > n*) > p: andnq(n, s) > [um“jriEL i.e.in
case of an incoming QoS connection. We define this sélzfgg. Blocking oc-

curs then in the set*, = Q' \ Q. The set of blocking states for E-DCH
connections is the same for both policies. For the preemptive policy,diticahl
entry in the transition rate matrix is generated for states where preemptipn ma

occur:

q(o(n), p(A + 1s — na(R, 8))) = As. (4.49)

As performance measures we choose the service-dependerbckihg proba-
bilities Py, the call dropping probability?; which applies only in the case of the
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preemptive strategy, and the mean user bit f&tB;;] achieved by the E-DCH
users. The call blocking probabilities are easily calculated as the sumstétas
probabilities in which blocking may occur:

Po= Y w(n). (4.50)

nlneQy)®

Note that we omit the qualifier for the admission control policy. We definealie
dropping probability in our analysis as the probability that an E-DCH cdiorec
is dropped if a QoS-call is arriving in the system. This probability is given b

n) -S>, o P% - P
Pd: Z W(n) Zs €S " s s (451)

e, rineso ()

whereP? is the probability that the incoming connection is of clagsd P5¢ is
the probability that an active E-DCH connection is selected for dropping:

po— As and P = na(n, s)

) 4.52
ZS’GS AS, ne ( )

We further define the mean throughput per user at a random time iesganc

don my=ry NE - T(7)
E[Ry]= Y Re- Re(W=Re

—, (4.53)
Rp>0 Zﬁ’ITLE>0 g (1)

which is conditioned with the probability that at least one E-DCH user is in the
system. Finally, the mean total cell throughput (or system throughplipvie
according to Little as

E|Rrpl=Xg- (1 — Py g) - E[Vg]. (4.54)

Note that the mean cell throughput includes cases where no E-DCH arser
active or in the system.
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Figure 4.10:Blocking and dropping probabilities for DCH and E-DCH users.

4.5.5 Impact of User Preemption

In this section we give some numerical examples for the impact of usemp-
tion. The scenarios, if not stated otherwise, consist of two serviceesl@dkbps
QoS-users (i.e. DCH users) with a target/ Ny of 4dB and the E-DCH best ef-
fort users with a targeks, /Ny of 3dB. The service probabilities apgy = 0.4
andpr = 0.6 for DCH and E-DCH connections, respectively. The mean volume
size for E-DCH connections iB[Vg] = 72 kbit. The minimum guaranteed data
rate for E-DCH users i60 kbps.

Figure 4.10 shows blocking and dropping probabilities for both admission
policies. The curves with circles indicate the blocking probabilities for the
64 kbps DCH QoS users, while the curves with square markers shovoitie b
ing probabilities for the E-DCH users. The dashed line with diamond marker
shows the dropping probabilities in case of preemption. In this scenagitgtidl
arrival rate) is increased from0 s~ ! to 40 s—*. Although a system with such
high blocking probabilities can be considered as heavily overloadedhaow s
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Figure 4.11:Mean user and cell bit rates. With preemptive AC, DCH connec-
tions force out E-DCH connections with increasing load, leading to
shrinking cell throughputs.

these results for a better understanding of the effect of preemptiencdrnpar-
ison of the DCH blocking probabilities for both schemes reveals an enmo
performance gain for DCH QoS users with preemption, which is caugekeb
substantially smaller set of states where blocking can occur at all. Thkitdpc
probabilities for the E-DCH users, however, are nearly identical ahdhmgin

to diverge under high load conditions, where the preserving schema $laght
advantage over the preemptive scheme. The dropping probabilitiés DsH
users increase with the arrival rate, but do not exceed approximidtéty With

a higher load, the system is nearly fully occupied with QoS users and ttagrrem
ing E-DCH users cannot be dropped due to their lower resource epogts.

The impact of preemption on the average user and cell data ratee(tlasithe
cumulated data rates of all users) is shown in Figure 4.11 for the samarsm.
The user data rates are indicated with solid lines, the cell data rates withddashe
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Figure 4.12:The impact of preemption depends on the ratio between DCH and
E-DCH users.

lines. Note that the average cell data rates include the case where nblEde€

is in the system. This explains why they are indeed lower than the average us
data rates for very small arrival rates. The expected user datalrgfes| are

in both cases nearly identical with a slight advantage for the preempwesfon
higher loads, reflecting the slightly higher blocking probabilities shown inrfigu
4.10. However, due to the dropping of E-DCH users the average alirdtes
E[Rr] in the preemptive case becomes significantly lower than in the preserving
case with increasing load. The small increase for the preserving sctim
arrival rates higher tha?0 s~ ! indicates that the system is saturated above this
point.

In the next scenario we fix the total arrival ratelfos~* and vary the ratio be-
tween DCH and E-DCH arrivals from0%/90% to 90%/10%. The results are
shown in Figure 4.12. We see that an increasing number of DCH krieads
to a higher system load due to the slightly lower minimum guaranteed data rate
for E-DCH users and the time-based traffic model of the DCH userdinigdo
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Figure 4.13:Logarithmic gain of DCH blocking probabilities with preemption
over preserving admission control and corresponding E-DCH drop-
ping probabilities.

overall higher blocking probabilities for DCH connections. Further, inagituns
with a high fraction of best-effort traffic, preemption leads to a substaaia
crease of the blocking probabilities for the QoS users with still acceptabfe dr
ping probabilities. However, if the ratio is shifted to the QoS side, the ddogeas
load available to the E-DCH users leads to increased dropping probabiibs.
preemption, the blocking probabilities for E-DCH users are slightly highem th
without preemption if more DCH users are in the system, since then, ingomin
E-DCH connections see more DCH connections and a higher systemuead d
to E-DCH connection dropping. For low fractions of E-DCH users, thekig
probability shrinks again.

Figure 4.13 clarifies the trade-off between blocking and droppingghitities.
The values indicated with square markers show the DCH blocking preemptio
gain, defined as blocking probability for preserving AC over blockirappbility
for preemptive AC,P; /Py . The preemption gain is logarithmically scaled with
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Figure 4.14:Sensitivity of dropping probabilities against the volume size distri-
bution: higher variability leads to lower dropping probabilities.

basel0. The corresponding E-DCH dropping probability is indicated by diamond
markers. As an example let us consider a balanced configuratios) #&DCH
and50 % E-DCH users. The E-DCH dropping probability in that caskd, but

the blocking probability for DCH users with preemptionlis times lower than

in the preserving case.

Figure 4.14 shows the sensitivity of the system to different volume size dis
tributions for the E-DCH users. The results are calculated with an everretis
flow-level simulation which was also used for the validation of the analytesal r
sults. Three cases are presented: Constant volume size, exponeamidiBareto-
distributed volume sizes (with parametdrs= 1.5 andz,,:, = 2.4 - 10%), all
with the same mean. The solid line represents the analytical results, which fit
very well to the results of the simulation with exponentially distributed transfer
volumes. We further see that a higher coefficient of variation leads terldvop-
ping probabilities due to the resulting higher occurrence of smaller sofones
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Figure 4.15:Comparison of blocking probabilities for different minimum guar-
anteed E-DCH data rates.

(see e.g. [109)). In case of lower load, the differences are quiadi,swhich may
lead to the conclusion that then the exponential assumption may be a stifficie
approximation.

4.5.6 Parallel vs. One-by-One Scheduling

In this section we investigate the impact of parallel and one-by-one slhgd
as well as the minimum guaranteed E-DCH data rate on the system penf@ma
Remember from Section 4.5.2 that one-by-one scheduling, althoutdje icur-
rent UMTS specification not feasible due to lacking synchronization afpiak
physical data channels, has the inherent advantage that a transndigsnot
suffer from any interference from other mobiles in the same cell. A daadge
is that a single mobile may not be able to completely occupy the available re-
sources due to transmit power restrictions. However, we assume ¢flth are
dimensioned such that the transmit power is no limiting factor.

The evaluation scenario is the same as in the previous se6tddps QoS-
users (i.e. DCH users) with a target-/No of 4dB and E-DCH best effort users
with a targetEs /Ny of 3dB are considered. The service probabilitiesiase=
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Figure 4.16:Mean total E-DCH throughput. The performance gain of one-by-on
scheduling is larger for high minimum data rates.

0.4 andpg = 0.6. We consider only preserving admission control.

In the first scenario we compare the blocking probabilities for paraltkbae-
by-one scheduling. In Figure 4.15(a), the minimum guaranteed dtdomaE-
DCH users Rmin, &, IS 60 kbps. The mean volume sizg{Vz] is 72 kbit. Diamond
markers indicate the blocking probabilities for E-DCH users, squar&ersfor
DCH users. We see that in this scenario the blocking probabilities for the DCH
users are higher than for the E-DCH users. Due to the low minimum E-OCH b
rate and the resulting low minimal service load factor, E-DCH users may still
connect to the system even if DCH users are already blocked. Theatismp
of the parallel (solid lines) with the one-by-one scheduling case (ddsies)
shows that the throughput gain of the one-by-one users leads to |twakirty
probabilities, and also to a larger difference between DCH and E-DCtd.use

In Figure 4.15(b), the scenario is equal to the previous one with theptane
of the minimum guaranteed data ragin, ¢, which is now200 kbps. In this case,
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Figure 4.17:Mean E-DCH data rates per user. The performance gain for one-by-
one scheduling shrinks with increasing load due to the interference
generated by DCH connections.

the service load factor for the minimum data rate of the E-DCH connections is
higher than the load requirements of the DCH users. Consequently, EieHE-
blocking probabilities are now higher than the DCH blocking probabilities. We
further see that the DCH blocking probabilities for both scheduling discipline
are nearly identical. The reason is that with both schemes, DCH usestilare
able to connect even if E-DCH connections are blocked, leveling thentalya

of one-by-one scheduling due to less interference.

In Figure 4.16, the total cell data rates are compared, dashed liniesirzdja
cate one-by-one scheduling. As expected, the data rate for onaexebeduling
is always higher than for parallel scheduling, although this becomedeviitly
if a certain system load is reached since otherwise the average time with no E-
DCH user is so high that the performance differences are diminishexgain
becomes larger with increasing load due to lower blocking probabilitiesrfer o
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by-one scheduling, (cf. Figure 4.15). This is an interesting fact sim&ection
4.5.2 we have seen that the performance gain for one-by-onddatgebecomes
smaller with an increasing number of DCH users. However, the pediocegain
becomes visible only if the probability that no E-DCH user is in the system-is suf
ficiently small. Finally, the impact of the minimum cell data rate is more visible
than the impact of the scheduling due to the significant higher blockingapiisb
ities for Rmin, z = 200 kbps.

The higher blocking probabilities for the scenario with a more generously
guaranteed data rate are to the benefit of the users admitted to the systarana
be concluded from Figure 4.17. Here, dashed lines indicate oneddgeahedul-
ing and solid lines parallel scheduling, while square markers denote a ommim
data rate ofRmin,r = 60 kbps and diamond markers &fin, = = 200 kbps. Cor-
responding to the cell data rates we see that the impact of the minimum tiegta ra
on the average user data rates increases with the total arrival rateloBbeval-
ues for low loads reflect the low blocking probabilities (e.ghat 5s~'). For
the scheduling discipline, the opposite can be observed. The perfoengain
of one-by-one scheduling decreases with higher loads. The readwt the in-
creasing number of DCH users leads to more interference whichatexsehe
advantage of the one-by-one scheduling.
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4.6 Multi-Cell Capacity Model

The single cell capacity model described in the previous Section asshates
the influence of mobiles in surrounding cells is independent of the loackat th
considered NodeB. More specifically, we assumed that the paramétésin-
terference and load distribution are constant. In this section, we preposege
accurate model that takes the mutual dependency between othetex#irience
and transmit power of the mobiles into account. The model uses a sim#ar ap
proach as in [10, 40, 135] by calculating the first and second momérike o
other-cell interference [23].

The general formulation in Section 4.3 for the uplink received poweis in
UMTS network enables us to calculate the interference for a deterministic situ
ation, i.e. in a situation where all parameters (distance, tdigéivy, etc.) are
fixed. We now extend this model by a stochastic component: we assuhikeha
number of users in the cells and their position is random. This means thatwe
now interested in thdistribution(and its parameters) of the received interference
at every NodeB.

In contrast to the previous sections, we consider the other-cell uaaaar
dio resource management scheme, i.e. we assume that the Node® «e=p
the own-cell load below a certain target own-cell load such tbat, < 7.

(see Figure 4.1). This implicates that the own-cell legdavailable for the E-
DCH users is now independent from the other-cell interference, whidns in
turn that that an “infeasible” situation as we investigated in Section 4.4 ¢anno
occur anymore. Outage, caused by insufficient transmit power d/henay

still occur, but only because of the direct influence of the other-celifgrence.

We further assume perfect power control and equal-rate assigrforeall E-
DCH users, i.e. that the receivéd] / No-values are deterministic and equal to the
target#; /Ny, and that the data rate of all E-DCH users is equal.
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4.6.1 Steady State User Distribution

According to the other-cell unaware RRM scheme and the employed-ejaa
parallel scheduling, the service load factor of an E-DCH ésewntrolled by an
arbitrary NodeB with state vectaris

) _ n;wn - 77D(7_L)7 (4.55)

wk’E(fL
ne

This enables us to calculate the steady state distribution of the users at tledg No
independently from the other-cell interference witH & 1-dimensional Markov
chain model similar as in the single-cell case, whéris the number of DCH
service classes. The resulting state sp@cis restricted by admission control
based on the own-cell load and a minimum guaranteed bitR4te, for the
E-DCH users which corresponds to a minimum service load facfy,. An
incoming user is accepted if the total own-cell load plus the service lo&at faic
the incoming user does not exceed the own-cell target load such tfialithéing
condition must is fulfilled:

ng - wz‘”‘” + 7}(7_1) S ’r]Z'Lun' (456)

So in contrast to the probabilistic admission control proposed for the simgjle
model due to the influence of lognormal other-cell interference ancrifegt
power control, here a deterministic policy is enforced.

The computation of the steady-state distribution is equal to the calculation
described in Section 4.5.4 in the single-cell case. So we will not desitribe
detail again. An important distinction is the calculation of the user data rates.
Since we assume perfect power control and perfect equal-ragnast, the
data rates are directly given by the E-DCH service load factor and t&ige¥o-

value:
w WE (ﬁ)

ey 1—ws(n)’

RE(ﬁ) =

(4.57)

wheree}, is the targetE;, /Ny value of an E-DCH connection.
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4.6.2 Other-Cell Interference Revisited

Recalling the interference model in Section 4.3, the other-cell interderan
NodeB x can also be characterized by the following two equations in a static
scenario, i.e. in a fixed system state

3¢ = Y, (4.58)
leL\z
19 =y - (W No + 1), (4.59)

wheren, . is defined as the load inflicted on NodeBy NodeBy:

Mo = > Al w. (4.60)
keM,,

Note that we follow the notation established in [40] for compact repreSenta
and that the total own-cell loag. comprises DCH and E-DCH users:

My = Tye + My o (4.61)

Recalling furthermore thaf, consists of other-cell and own-cell interference,
whereas the latter can be written depending on the other-cell interfeasnce

[ = (W No 1), (4.62)

the “outgoing” interference becomes

o, = 1?‘7; (W - No + 129, (4.63)
as it can be easily shown with some algebraic manipulations. Since both equa
tions for other-cell and “outgoing” interference now depend on edcérmnly,
the other-cell interference can be calculated directly by solving the majua-e
tion as in [40, 10]:
I°° = ¢ - (No + I, (4.64)

132



4.6 Multi-Cell Capacity Model

where the elements of tH&| x |£|-matrix are set td¢); ; = 137"? -, and the
|£| x 1 column vectorsV, andI°° contain the thermal noise and the other-cell
interference, respectively. Another way is to use a fixed-point iterattbeme as

it has been proposed in [22, 23].

4.6.3 A Stochastic Other-Cell Interference Model

An exact calculation of the other-cell interference distribution would ireqio
consider all state permutations over all cells in the network, which is computa
tionally intractable. Instead, we follow the same approach as in [10, 40 ah2i
assume that the other-cell interference is lognormal distributed, satiWwéneed
to calculate only the first two moments in order to get approximative statistics.
The difference to a system with only DCH users is that we have to distinguish
between the case that E-DCH users are active, which means that theetar-
get load is reached, or no E-DCH users are active, which means ¢hawticell
load is in most cases much lower than the target-load. With this approach, we
can calculate the moments of the other-cell interference as well as thatjlity
that a certain maximum sustainable load is exceeded with the theorem of total
probability.

We are therefore interested in the first and second moment of themaraté
able(, which is given by the theorem of total probability as follows:

ElGyal= Y w(@)-¢n)-EAJI+ Y w(@)-¢" - E[A]], (4.65)
Alng=0 nlng>0
where((n) and¢* are defined as
- 17D (ﬁ) * T];U?Tl
== and = ¥ 4.66
)= T em Cein 489
where the latter reflects the case of fully used own-cell target-load if B-Ds&rs
are active. Correspondingly, the second moment follows as

El¢y o) =Y m(n) - (VAR[Cy.(R)] + E[Cy.2]”), (4.67)

n

133



4 Performance of the Enhanced Uplink

where the conditional variance is defined as
. D 2 - i
Eee il var(ag), e =0

Eses ”s'(‘*’gs)z“—
i
(A=n3wn)

VAR(Cy,«(n)] =

E 2
(Y own)

"E__ .VAR[A?], else.

(4.68)
We have now the means to calculate the moments of the other-cell intederen
over the whole network, either by solving the matrix equations similar to the
previous section or with iterative methods. For a more detailed descripton th
reader is referred to Appendix B and [40].

Under assumption of lognormal distributed other-cell interferencepitbiea-
bility that a certain interference threshold corresponding to a maximutaisus
able load is exceeded can now be computed. We define the maximum allowed
total load a3+, and following from that the maximum interference as

Ias = —122_Jy . Ny, (4.69)
1 — Nmaa
The probability that the maximum interference is exceeded follows agaim fr
the theorem of total probability:

Pt = 3" w(n)- PYM(n), (4.70)
n|lng=0
where P2**(7) is the conditional probability that the maximum interference is
exceeded, which we assume as lognormal distributed. We have to diskingu
between the two cases that E-DCH users are in the cell or not, conslgghen
probabilities are defined as
, 1 LN, 0. (Imaz — IZ(R)), ifng=0
onut(ﬁ) — Mz ( x ( )) E (471)
1 —LNy, 0. (Imaz — I5wn),  Otherwise
The involved interference values can be calculated as - - W - No. The
parameters..., o, for the lognormal distribution are calculated directly from the
2
moments of the other-cell interference @s = In(E[I2]) — % andos =

VAR[12¢]
In ( Bl + 1).
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Figure 4.18:Mean other-cell interference for different mean volume sizes. The
small spikes in the curves result from the minimum data rates for
E-DCH users and admission control.

4.6.4 Numerical Results

We now present some numerical results. The scenario uses theohaka@-

cell layout with homogeneous user arrivals. The data rate of the D@k is
assumed to bé4 kbps with a target<;, / No-value of3dB. The minimum guar-
anteed data rate of the E-DCH connectiofi kbps with a fixed targets, /Ny of
also3 dB. All other system parameters (like chiprate, thermal noise densiy) ar
equal to the standard assumptions we use throughout this monognalghth®
center cell is considered for the results. The analytical results aresdewifth a
time-dynamic flow-level simulation that calculates the complete interfergitice
uation at every arrival and departure event. Users arrive withrexq@lly dis-
tributed inter-arrival times with ratdg = 40~ s~ andAp = 10~'s~*. The

call timesE[Tp] for the DCH connections as well as the volume sizes for the E-
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Figure 4.19:Standard deviation of the other-cell interference for different mean
volume sizes. For high loads, the results for analysis and simulation
begin to diverge.

DCH connections are also exponentially distributed. We assuffie] = 100s.

In Figure 4.18, the first moment of the other-cell interference #eesuin-
creasing target own-cell load is shown for different values of themnte®CH
volume sizeE[Vg]. Solid lines indicate analytical results, dashed lines the corre-
sponding simulation results. We observe that both results match very vitall, w
small errors for higher own-cell target loads. An interesting phemamare the
small spikes (for example &f,,,, = 0.4), which originate from a discretization
effect due to the minimum data rate of the E-DCH connections. We furtirer o
serve that the mean other-cell interference increases both with thedengeell
load (which constitutes the upper limit of the mean own-cell load) and the E-
DCH mean volume size, the latter due to the longer time periods without active
E-DCH users.
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Figure 4.20:Logarithmic outage probabilities versus increasing own-cell target
load.

The corresponding standard deviations are shown in Figure 4.1 Aba
simulation results and the analytical results match quite well, however, tiilésres
begin to diverge with higher cell loads. The reason is that we assumpende
dency between the random variablggreflecting the other-cell load) and the
other-cell interference which leads to an increasing error correlatbe ®ystem
load. Also, the curves, especially f&i{Vz| = 1 MByte, are convex in contrast to
the concave progression of the first moment, leading to an increasafigctmt
of variation with increasing own-cell target load.

Finally, the probability that the maximum sustainable interfereicg. is ex-
ceeded (“outage probability”) is shown in Figure 4.20. For a better visikolity
very small values the log-probability is plotted on the y-axis. We see thantre a
lytical results slightly underestimate the outage probability. The reason ighthat
lognormal assumption for the other-cell interference becomes nadicewith an
increasing number of users in the system.
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4.7 Concluding Remarks

The flexibility of the rate control mechanism implemented by the UMTS en-
hanced uplink is a challenge for modeling. In this chapter, we preseatedp-
proaches how to calculate flow-level performance measures likeibippkoba-
bilities and average cell and user data rates. The comparison betweéy-ame
and parallel scheduling clarified the inherent advantage of one-gyscmedul-
ing and showed the relation to the number of concurrently active DCHsuser
Radio resource sharing and admission control have a large influertbe over-

all performance. Preemption of E-DCH users leads to drastically isrede@0S
for DCH connections in terms of blocking probability. However, opesatoust
trade off the DCH QoS with the dropping probability for E-DCH users. We als
showed that the impact of preemption on the perceived average aiserade is
insignificant. Finally, the multi-cell capacity model provides network plasae
tool to include the enhanced uplink in their considerations for proper mitwo
dimensioning.

The generic nature of the models allow for inclusion of different radiouece
management strategies which have not been addressed in this mamoigra
example resource reservation schemes. Some problems, howeuét,require
major modifications, like channel-aware scheduling schemes or theimtlos
other-cell DOWN grants into the stochastic other-cell interference model.

Another aspect is the interaction between HSDPA and the enhanced uplink
from the perspective of resource efficiency. The enhanced uinkires several
signaling channels on the downlink with substantially large data rates and also
correspondingly low spreading factors. Since high data rates for tiEPK Se-
quire a large fraction of the code resources, the use of E-DCH radieisecould
lead to decreasing HSDPA data rates.

Like for every shared resource system with variable data rate, theeisavior
has a large impact on the system performance. This applies to the wiiffere
between volume-based and time-based traffic as well as for applicatiunk
purposefully adapt their traffic volume to the current quality of servie3kype.
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Interactions between such applications and QoE-aware scheduléhesrfore
a point for further research.
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S5 Summary

The complexity of integrated, 3.5G-enabled UMTS networks is a challéarge
system and performance modeling. However, operators and othersitae par-
ties need tools for evaluation, planning and optimization of such netwarkisisl
monograph, we proposed and validated modeling frameworks fortasks. Nu-
merical studies confirmed the importance of an integrative approatieaealed
the interactions between user behavior, radio resource managemlgttysical
layer effects. Our approach for all models in this work is based on thesga of
flows, which constitute a coherent stream of packets with the same sourcg-or de
tination address. This approach made it possible to find a compromiseédretw
an accurate inclusion of lower layer effects on the one hand, and ¢atignal
efficient performance evaluation tools for time-average performargasures on
the other hand.

We introduced an HSDPA model that consists of two parts: A physicat laye
abstraction model that approximates the stochastic properties of thiarmeyh-
putin an inter-event time, and a radio resource model that describestisump-
tion of transmit power, interference and channelization codes. Thaqaiyayer
abstraction model alone gave us insights into the dominating factors onAISDP
data rates. Radio channels with a high multi-path diversity constrain the NSDP
data rate effectively even in locations close to the transmitting antenna. Wéth les
severe propagation conditions, the number of available codes for tH2S€TH
transport channel is the restricting factor.

These insights gave us the instruments to interpret the trade-off betwi&en H
DPA and DCH user performance with different radio resource shathemes.
We considered the fixed scheme, which is a pure reservation schema eath
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stant amount of radio resource reserved for HSDPA, an adauihesrse, where

the HS-DSCH instantaneously utilizes all resources which are not use€bly
connections and the hybrid scheme, which is a combination of the two pegevio
schemes. Apart from an unexpected high performance gain of tir@scheme
over the fixed scheme in high load situations, we showed that the code/powe
balance is an important factor for the system performance. Furtmermae
observed that the transmit power allocation scheme has a significargnoéu

on performance. Based on the assumption that rapid on and off-gvgtc

the HS-DSCH decreases the effectiveness of fast power contralways-on
scheme and a power-ramping scheme was compared to the on-@ffischter-
estingly, the performance gain of the power-ramping and on-offreelgroved

to be nearly independent of the user distance to the base station antdéihna. A
these results have been gained from a discrete-event flow-level sionubth
Round-Robin scheduling in order to exclude side effects due to chamreek
scheduling.

To complete our analysis we therefore compared Round-Robin, Riaei-
fair and MaxTBS scheduling, constituting the three most common schedulin
disciplines for HSDPA. MaxTBS scheduling is a “greedy” scheduling idisc
pline which always favors the best user and is therefore often eefar as
cell throughput optimal in the literature. However, we showed that withraelu
based user traffic, i.e. with users that leave the system only if a certtan da
volume has been completely transmitted, Proportional-fair performsr ltlette
MaxTBS scheduling. The reason are the very long sojourn times ofvistdr
low-bandwidth users at cell edges. This observation was confirmedavetim-
parison of the spatial arrival probability with the residence probability,the
probability to meet an active user at a certain location. With MaxTBS sdingdu
the difference between arrival and residence probability was larfygisived
by Proportional-fair and channel-blind Round-Robin scheduling. Infuhnther
course of this work we proposed an analytical queuing model with spatees
reduction based on the Kaufman-Roberts equation. The model can@mis
explicit expression of the conditional HSDPA sojourn time with Round-Robin
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scheduling, however, for channel-aware scheduling schemesh@gpressions
have been found.

The second major focus of our work was the Enhanced Uplink. Althduegh
ing the uplink counterpart to HSDPA, it is based on a different concefpe: T
NodeB adjusts the maximum allowed transmit power of the mobile stations,
which in turn adjust their instantaneous data rate accordingly. Fast pmmer
trol is still in effect. We introduced mathematical expressions for suchta r
and power controlled system with QoS DCH users and Enhanced Uplimk use
in co-existence. Then we investigated the feasibility region of such a system
der different constraints and degrees of rate control distribution.Ndeed that
the probability of outage events decreases with the number of Enhanudied U
users in the system. In the further course of our work, we developzbac-
ity model which takes other-cell interference as independent lognaamdom
variable into account. Soft capacity in this model is considered with a pilida
tic admission control scheme that keeps the load overshoot probability le
certain threshold. This model gave us insights into the impact of admissien ¢
trol and scheduling schemes. Due to fast power control, EnhanciakWadio
bearers can provide bandwidth guarantees. A minimal user bandwichiosen
as admission criterion for incoming connections. Preemptive admissimnot
drops Enhanced Uplink radio bearers if a QoS DCH connections aiirit@ the
system. The comparison with a preserving, non-dropping scheneleshthe
trade-off between E-DCH dropping probability and DCH blocking praliigb
Numerical results suggested that a substantial performance gain maéBCH
blocking probabilities can be achieved with tolerable E-DCH dropping fitba
ities. However, these results are sensitive to the service mix betweenCEHED
and DCH connections. Nevertheless, preemptive admission contragto be
a useful option for operators to ensure quality of service for DCH eotions.

A further point that draw our interest was the impact of own-cell interfee
on the E-DCH performance. We investigated two antipodal scheduliregrsest
With one-by-one scheduling, scheduling grants are assigned to the insar
Round-Robin manner, such that at every time instance only one usenssrtit-
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5 Summary

ting. With parallel scheduling, all users transmit at the same time. In thedise,
the absence of any own-cell interference from other Enhanced Ujdiais lead
to a significant performance gain; however, the gain diminishes rapiittyam

increasing number of DCH users.

Finally, we developed a model which takes other-cell interference ékplic
into account. The model is based on the assumption that interferengarésap
mately lognormal distributed, such that an explicit calculation of the intenfas
distribution is avoided. A comparison with flow-level simulation results con-
firmed this assumption, with an increasing accuracy of the analytical Intode
case of higher loaded systems. The model therefore enables thaanadfishe
Enhanced Uplink into the network planning and optimization process.

Summarizing, both the results for HSDPA as well as for Enhanced Uplink
confirmed that it is essential to take a holistic approach for the evaluatitm of
days and future mobile communication networks. Physical layer effesmiso
resource management and sharing for QoS and best-effort aadraser behav-
ior together determine the system performance.

The complexity of future communication systems will not diminish, although
one design goal of UTRAN LTE is to decrease the technical complexity @n th
fixed part of the radio access network. However, it is reasonablditopte that
the behaviorof the system will be more complex: A partly self-organizational
RAN and frequency-selective scheduling in a common frequenacstrspe re-
quire highly sophisticated algorithms for radio resource managemeatmeth-
ods we developed in the course of this work are also applicable to futsiensy
like LTE.
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Appendices

A Conditional Mean Sojourn Time of an
HSDPA User

The assumption is that the probabilily to meet a user at a certain locatigris
proportional to the reciprocal of the location dependent dataRafg, nx), i.e.

1
1 _ RyGiH)

_, suchthat py = A.l

by~ 1
Zf Ry(jnp)

The occupied code resources are denoteg,bifie number of HSDPA users is
ng. The mean conditional sojourn time is

E[T|(j,nm)) = E {%}
= E[Vu]- E {ﬁ}
. Zf:pf . m (A2)
— E[Vi]- Z Zlmm ' Rf(]%nH)

= BVl B | e | {Rfdnm}l'

Note that the second line of the equation above is possible due to the assumptio
of a constant data rate during every inter-event time.
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B Moments of the Enhanced Uplink
Other-Cell Interference
With Equations (4.58), (4.63), and the assumption of independertcede the

other-cell interference and the load variablehe first moments and variance of
the other and outgoing interferences are

Bl = Y E[I“,], (B.3)
leL\z

E[I;",] = ElCys] - (W - No + E[[)]), (B.4)

VAR[I;] = > VAR[I;™,], (B.5)
lelL\z

VAR[I]",] = VAR [(y,o] - (W’ - N§ +2- No - E[I]]) ©6)
+ B[(Cy2)?] - E[(I%)?) = ElCy.=) - B[ '

The first moment of the other-cell interference is calculated by solviagah
lowing equation system:

Elloc) = EIC] - (No + ElLc]), (B.7)

whereE|[L.] is a|£| x 1 column vector containing the first moment of the other-
cell interference at all NodeBsY, is a|£| x 1 column vector with elements
W - No andE[(] is a|£| x |£| matrix with entries(E[C])i; = E[Ci;] if i # j
and(E[¢]):; = 0 otherwise. Solving fo[ ] yields

E[Le) = (I — E[C)™" - (E[C] - No), (B.8)
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with T as|£| x |£| identity matrix. The second moment of the other-cell interfer-
ence is formulated as follows using Equation (B.6):

E[(I7)’) = Ho + ) El(Ge)’] - EI(I7)?], (B.9)
leL\z
H, = B2 + Y VAR[G.] - (W2 NG +2- No- E[I))
leL\z
- Y ElG.)” - EIP
leL\x
(B.10)

This equation system in matrix form is then
E[(I"*)?) = B + E[(?] - E[(I°)?), (B.11)

whereE[(I°°)?] is the|£| x 1 column vector containing the second moment of
the other-cell interferencd] is a|£| x 1 column vector with entrie$l,, and
E[C%is a|L| x |£] matrix with entries(E[C?));; = E[(¢i;)?] if i # j, and
(E[C])i; = 0 otherwise. Finally, solving foFs[(1°°)?] yields

E[(I")) = - E[(O)*) - H (B.12)

148



C Acronyms

C Acronyms

3GPP
AAA

AC
BPSK
CDF
CDMA
cQl
CPICH
cs
DPCCH
DPDCH
DCH
E-AGCH
E-DCH
E-DCCH
E-DPCCH
E-DPDCH
E-HICH
E-RGCH
E-TFC
FACH
FDD
FTP
GGSN
GMSC
GPRS
HARQ
HLR

3rd Generation Partnership Program
Authentication, Authorization and Accounting
Admission Control

Binary Phase Shift Keying

Cumulative Distribution Function

Code Division Multiple Access

Channel Quality Indicator

Common Pilot Channel

Circuit-Switched

Dedicated Physical Control Channel
Dedicated Physical Data Channel
Dedicated Channel

Enhanced Absolute Grant Channel
Enhanced Dedicated Channel

Enhanced Dedicated Control Channel
Enhanced Dedicated Physical Control Channel
Enhanced Dedicated Physical Data Channel
Enhanced Hybrid ARQ Indicator Channel
Enhanced Relative Grant Channel
Enhanced Transport Format Combination
Forward Access Channel

Frequency Division Duplex

File Transfer Protocol

General GPRS Support Node

Gateway Mobile Switching Center

General Packet Radio Service

Hybrid Automatic Repeat Request

Home Location Register

HS-DPCCH High Speed Dedicated Physical Control Channel
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HS-DSCH
HS-PDSCH
HS-SCCH
HSDPA
HSPA
HSUPA
IMS
IMT

IP

ITU
LTE
MAC
MIMO
MSC
NRT
OVSF
PDF
PDU
PF

PS
QAM
QoS
QPSK
RAB
RAN
RLC
RNC
RRM
RT
RTP
TBS

High Speed Downlink Shared Channel
High Speed Physical Downlink Shared Channel
High Speed Signaling Control Channel
High Speed Downlink Packet Access
High Speed Packet Access

High Speed Uplink Packet Access

IP Multimedia Subsystem
International Mobile Telecommunications
Internet Protocol

International Telecommunication Union
Long Term Evolution

Medium Access Control
Multiple Input Multiple Output

Mobile Switching Center
Non-Realtime

Orthogonal Variable Spreading Factor
Probability Density Function

Packet Data Unit

Proportional Fair

Packet-Switched

Quadrature Amplitude Modulation
Quality of Service

Quadrature Phase Shift Keying

Radio Access Bearer

Radio Access Network

Radio Link Control

Radio Network Controller

Radio Resource Management
Realtime

Realtime Transport Protocol

Transport Block Size



C Acronyms

TCP
TDD
TDMA
TTI

SF
SGSN
SIR
SINR
SNR
SPI

UE
UMTS
UPH
UTRAN
VLR
WCDMA

Transmission Control Protocol

Time Division Duplex
Time Division Multiple Access

Transport Time Interval

Spreading Factor

Supporting GPRS Support Node
Signal-to-Interference Ratio
Signal-to-Interference-and-Noise Ratio
Signal-to-Noise Ratio

Service Priotity Indicator

User Equipment

Universal Mobile Telecommunication System
Uplink Power Headroom

UMTS Terrestrial Radio Access Network
Visiting Location Register

Wideband Code Division Multiple Access
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