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Abstract

I. Abstract

In this thesis, several contributions to the understanding and modeling of chemi-

cal phenomena using computational approaches are presented. These investigations

are characterized by the usage of non-standard computational modeling techniques,

which is necessitated by the complex nature of the electronic structure or atomic

fluctuations of the target molecules.

In Sections 3, 6, 5 & 4 of this work, multiple biradical-type molecules and their spec-

troscopic properties were modeled. The complicated open-shell electronic structure

of these short-lived molecular species may present a challenge for Density Functional

Theory (DFT) based modeling. In the course of the investigation, it is found that espe-

cially the impact of correct molecular geometries on the computationally predicted

absorption properties may be critical. In order to find the correct minimum geometries,

Multi-Reference (MR) methods often have to be invoked.

The impact of geometry relaxation and geometry changes in general on the excitonic

properties of Perylene Bisimide (PBI) dimers were investigated. The results of this

study are given in Section 2. Oftentimes, these geometry factors are neglected in Or-

ganic Semiconductor (OSC) modeling as an approximation. This present investigation

suggests that this approximation is not always valid, as certain regimes are identified

where geometrical parameters have critical impact on the localization and energetic

properties of excitons.

In Section 7 the chemical mechanism of the Triazolinedione (TAD) tyrosine biocon-

jugation reaction is investigated using quantum-chemical methods. To this end, MR

computations were invoked and compared with the results of DFT based approaches.

By comparison of different conceivable mechanisms and their energetic ordering,

the TAD tyrosine bioconjugation is found to proceed by means of a base-mediated

electrophilic aromatic substitution reaction.

In the final part of this thesis (Section 8), the kth nearest neighbor (kNN) entropy

estimation protocol is investigated in detail. The kNN entropy estimator promises

highly accurate entropy estimates even for flexible biomolecules with multiple struc-

tural minima. However, applications of the estimator in the realm of computational

chemistry have been scarce, as an unfavorably high dependence on the number of

molecular geometry snapshots has been reported. Our granular investigation of many

formal and practical properties of the kNN estimator suggests that the uneven variance

of a molecule’s vibrational modes is the cause of the observed slow convergence of the
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Abstract

estimator with respect to the number of samples. A rescaling procedure to reestablish

fast convergence is suggested and benchmarks are performed.
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Chapter 1 Introduction

1. Introduction

1.1. Aim of the Work

Theoretical analysis of chemical reactions and molecules in silico has become a widely

accepted procedure and has been routinely used in recent years and decades.[1] Fre-

quently, quantum chemical Density Functional Theory (DFT) based methods are used

to obtain geometries, pathways and energies, as they enable fairly accurate calculations

at feasible computational costs.[2]

Nevertheless, it is widely known that in some cases conceptually simple quantum

chemical approaches (such as DFT) fail in the prediction of pathways, geometries, prop-

erties, or energies. These cases include, but are not limited to, bond-dissociation pro-

cesses, spectroscopy, excitonic properties, transition states and biradical molecules.[3]

In some of these cases, Multi-Reference (MR) methods have to be used in order to

correctly describe the electronic structure at hand. MR methods are often not only

computationally demanding, but also require the researcher to specify further pa-

rameters relating to the electronic structure of the molecule at hand. Thus, these

calculations cannot be automatically run in a black-box manner. Obtaining accurate

and chemically meaningful insights from MR calculations most often implies detailed

analysis and consideration of the attained numerical results.[4]

For other properties, such as the thermodynamic parameters like the entropy and heat

capacity, the accuracy of common quantum chemical approaches also depends on

the energy landscape described by the Potential Energy Surface (PES) of a molecule:

Flexible biopeptides often fluctuate between multiple structural minima in aquatic so-

lutions at room temperature.[5,6] The computational identification of these structural

minima is a challenging problem by itself.[7] For these kinds of molecules, single-

conformational quantum chemical approaches may be conceptually flawed due to the

neglect of other contributing conformational structures, irrespective of the quality of

the quantum chemical method used to calculate the electronic structure.

This thesis strives to investigate chemical and spectroscopic properties of molecules

which - for one reason or another - may be unfeasible to be tackled by routine single-

structure DFT computations. The unique electronic structure of open-shell biradical

compounds is one example where the electronic structure of the chemical species

often demands the usage of sophisticated quantum chemical approaches. The same

is true for transition state structures occurring in mechanistic pathways of the Tria-

zolinedione (TAD) tyrosine bioconjugation reaction. The highly accurate 2nd Order

Non-standard computational approaches applied to molecular systems
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Expansion of the Complete Active Space Self Consistent Field Wavefunction (CASPT2)

MR approach was used to assess the validity of DFT computations in this case. For the

Perylene Bisimide (PBI) dimer, other factors than the computational accuracy of the

molecular electronic structure are relevant for reliable in silico modeling. We investi-

gated especially the impact of structural relaxation on excitonic properties, which are

of high interest in applications of organic photovoltaics and Organic Semiconductors

(OSCs). Due to the computational complexity involved in a proper treatment of these

intra-molecular degrees of freedom (DOFs), their influence was neglected in modeling

studies of excitonic molecular properties in the past, such as in [8, 9]. Our detailed

investigation proves that correct computational predictions require the inclusion of

these structural effects as well. It has to be mentioned that the closed-shell electronic

structure and the singly excited states of the PBI dimer system may well be treated

with modern DFT based approaches, unlike the previously mentioned biradicaloid

compounds. This was shown by exhaustive prior benchmark studies.[10–12] For all

chemical systems mentioned up until now, entropic contributions have been fully

neglected in the computational investigations. This is an approximation which works

well for the rigid PBI molecule as well as the small biradical compounds, as the com-

parisons of experimental and theoretical results included in this thesis highlights.

When macromolecules, such as enzymes, are to be investigated, entropic effects can

be very significant and the neglect of them is not justified anymore.[13] Nevertheless,

reliable methods for the accurate and efficient calculation of single-molecule entropies

are scarce: Molecules found in predominantly one conformational minimum may be

treated using the simple Rigid-Rotor Harmonic-Oscillator (RRHO) approximation,

which performs well in these cases. Flexible molecules need novel approaches, and

no commonly applied method has been established until now.[13] From the various

entropy estimation approaches which are currently being pursued scientifically, we

have chosen to re-investigate the kth nearest neighbor (kNN) entropy estimator, which

promises high-accuracy due to its non-parametric nature. Although the method is

cautiously being used in some research efforts, it is of a complicated nature and its

mathematical structure presents some difficulties.[14,15] In this work, we give a full

derivation of the estimator from the exact expression of the quantum-mechanical

entropy for a statistical system. Each approximation is highlighted and the effects of

these approximations are mentioned. In a second step, we highlight some pitfalls of

the kNN entropy estimator. A benchmark system built from Gaussian-Mixture (GM)

models is devised and the performance of different variants of the kNN estimator are

Non-standard computational approaches applied to molecular systems
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evaluated.

In summary, the focus of this work lies especially on the investigation of complex

chemical phenomena using sophisticated theoretical and computational approaches.

We strive to make clear for which chemical systems the usage of non-standard compu-

tational approaches becomes necessary and how they differ from routine approaches.

1.2. Computational Modeling of Excitons in Organic

Semiconductors

Due to climate change, robust and efficient renewable energy sources need to be

developed and established in a timely manner.[16,17] Solar cells are widely known

representatives of this new generation of more environmentally friendly energy gener-

ation methods, and the class of organic solar cells appears to have many advantages

over the more established silicon-based solar cells. These include potentially lower

manufacturing costs, increased material flexibility and transparency, and more energy-

efficient (or CO2-neutral) solar cell manufacturing.[18,19] These advantages imply that

once organic solar cells are able to deliver economical electricity yields, they will

become ubiquitous. However, this is not yet the case. After the realization of the

first organic solar cell by Tang in 1985,[20] their performance has been continuously

improved. Nevertheless, the efficiencies of 18% achieved so far (see [21] and [22]) are

not sufficient to compete with existing silicon-based solar-panels from an economical

perspective. These low efficiencies arise because the conversion of light to electricity

involves several very complex processes (see Figure 1), and severe losses can occur in

all processes.[18,19]

Research on organic bilayer solar cells showed that the coupled electron-hole pairs

created upon absorption of light are very short-lived.[23,24] These electron-hole pairs

are commonly refereed to as excitons, which may be treated as a quasi-particle. To

remedy this, the bulk heterojunction (BHJ) concept was introduced, in which acceptor

and donor layers are mixed. This ensures that the nearest interface between donor and

acceptor layer is never far from the location of exciton formation.[25,26] Figure 1 shows

the schematic layout of a BHJ solar cell. To further increase the efficiency of solar cells,

tandem cells as well as ternary cell architectures have been developed.[27,28] The latter

contain three instead of two different chemical compounds paired with each other.

The third compound is usually an additional donor-type molecule which absorbs light

at different wavelengths and thus creates excitons from spectral frequencies which

Non-standard computational approaches applied to molecular systems
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Figure 1: The physico-chemical processes occurring upon light absorption in bulk heterojunction (BHJ)
organic solar-cells are depicted. 1: Absorption of light by the donor material. 2: Formation of
an exciton. 3: Diffusion of the exciton to the donor-acceptor-interface. 4 & 5: Charge-Carrier
Diffusion to the anode and cathode of the cell.

would otherwise not be convertible. Unlike tandem cells, which have two photoactive

layers, ternary BHJ solar cells retain only one photoactive layer (built from three

photoactive substances), which makes their manufacturing easier. The third molecular

substance in ternary BHJ cells might either be of donor- or acceptor-type. Both solar-

cell layouts are shown in Figure 2, which should be contrasted with the classical BHJ

layout depicted in Figure 1. Fullerenes were in the spotlight as acceptor-molecules for

a long time.[29,30] In recent years, the investigation of so-called non-fullerene acceptors

has intensified again, as these acceptor-molecules are often easier to tune towards the

desired end-product specifications.[31]

Theoretical studies on organic solar cells underline the importance of the interface

between acceptor and donor for the efficiency of the organic solar cell.[32,33] It must be

designed in such a way that the excitons actually reach the interface and can efficiently

change into a Charge-Transfer (CT) complex there. At the same time, the design of

the interface must ensure that both charges separate completely from the CT complex

into a charge-separated state. The donor and acceptor moieties should be prevented

from returning to the ground state of the molecules by recombination of the charge

carriers.[19,34] The relative time scales of the competing physical processes are strongly

influenced by the morphology and structure of the interface. Investigations at the

Non-standard computational approaches applied to molecular systems
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(a) Schematics of a tandem solar cell layout

(b) Schematics of a ternary solar cell layout

Figure 2: Two layout of modern OSC variants using the BHJ approach are shown. While both designs
use three distinct molecular substances, they are only fully mixed in the ternary solar cell. In
case of the tandem solar cell, an intermediate layer separates two bilayer BHJ mixtures.

Non-standard computational approaches applied to molecular systems
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interface are complicated by the fact that the various processes are occurring almost

simultaneously. For this reason they are difficult to differentiate experimentally.[35]

Charge separation may occur with low efficiency because the associated process at

the interface is inefficient or because the exciton does not reach the interface at all.

Therefore, special attention must be paid to the interplay of processes.

Within current research, the theoretical description of interfaces in organic solar cells

has been particularly advanced by the work of Brédas and coworkers.[36–41] One focus

of their work is the influence of single-molecule properties on the efficiency of the pro-

cesses leading from photon absorption to electric current generation (see Figure 1). In a

recent research paper, Barbatti and Thiel emphasize the influence of the size, position

and orientation of the molecules on the photophysics.[42] Experimental work by Wang

et al. showed that the size of the donor-acceptor network has a significant influence on

the efficiency of charge separation.[43] This is of high relevance for performing accurate

theoretical simulations of the excitonic processes of organic solar-cells, as this finding

highlights that a suitable aggregate size needs to be taken into consideration. The work

of Heremans confirms predictions of Brédas et al. on energy and charge transport,

which emphasizes the dependence of transport properties at the interface (and thus

cell performance) on the crystallographic environment.[44,45] Beljonne and Castet, like

Heremans, claim that especially so-called “multiscale” methods give good results.

These methods capture a moiety of interest using very accurate theoretical approaches,

while the surrounding area around this center of interest is captured using a less

accurate but computationally faster numerical method.[46] However, depending on the

method used, theoretical predictions may also be in conflict. In contrast to Brédas, who

highlights the great importance of “hot” charge transfer excitons in charge separation,

Van Voorhis postulates the “cold” exciton breakup mechanism for the formation of

free charge carriers at the interfaces of systems he investigated.[47,48] The discrepancy

of both approaches underlines that processes in organic semiconductors are still not

adequately understood. Bässler did early pioneering work on charge transport and

exciton diffusion in disordered organic semiconductors.[49,50] An important recent

contribution by Bässler and Köhler addresses this controversial question of whether

charge-transfer systems decay preferentially by a hot or cold mechanism. Bässler and

Köhler conclude that ”cold” charge-transfer states are more significant.[51]

Andrienko has conducted various theoretical investigations of organic-semiconductor

interfaces in recent years. His work especially highlights the influence of electrostatic

forces resulting from certain long-range arrangements of molecules in layers of or-

Non-standard computational approaches applied to molecular systems
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ganic semiconductors. Andrienko et al. describe that these forces can be exploited

to enhance charge separation at interfaces. From this work, the first rules of thumb

for the efficiency of organic solar cells are emerging, indicating that a compromise

between different energetic and structural parameters must always be found.[52,53] In

review articles, Andrienko describes the state of research and important unresolved

issues in detail.[54,55]

In earlier theoretical investigations of Engels and coworkers on small-molecule organic

semiconductor compounds, material-dependent exciton diffusion lengths could be

attributed to relaxation processes in which two or more monomers move relative to

each other. As a consequence, the exciton may be trapped by this motion.[56,57] The pre-

dicted properties for different organic molecules may be influenced by the morphology

of their crystal structures. An aggregate-based approach has become characteristic for

the investigations of Engels and coworkers, as their numerical simulations showed the

importance of exciton delocalization over aggregates.[58] The so-called ”dimer method”

uses a dimer as the smallest conceivable molecular aggregate. Although it is often-

times important to consider larger aggregates to correctly reproduce experimental

findings and spectroscopic data,[59] the dimer method serves as a conceptually simple

model system. It helps to rationalize the impact of monomer movement on absorption

and emission. It may also efficiently account for the relevant photo-induced relative

motions which influence the relaxation and movement of the excitonic quasi-particles.

In more recent work, a program has been developed that allows all of the processes

described in Figure 1 to be captured simultaneously. Previous theoretical studies

mostly focused on the characterization of one or two processes.[8,9]

In the course of the previous research of Engels and coworkers, the inter-monomer

movement and its impact has been analyzed in detail using quantum chemical meth-

ods. Furthermore, the impact of the choice of the basis-set and the level-of-theory has

been benchmarked.[10,12,60] One often-neglected aspect of the modeling of exciton

pathways in molecular aggregates is the impact of intra-molecular vibrations and

movements on the exciton.

In this work, we conduct a detailed survey of the PES of the PBI molecule. To this

end, we investigate the impact of geometrical distortions on the excitonic properties

of a molecular dimer using interpolation techniques. Detailed results are presented in

Chapter 2, where the associated publication (see [61] “Geometry relaxation-mediated

localization and delocalization of excitons in organic semiconductors: A quantum
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chemical study”) is reprinted. Our results can especially highlight the importance of

intra- and inter-molecular DOFs for exciton localization. For weak coupling strengths

between monomers, a double-well potential of the PES is found for the first excited sin-

glet state. A harmonic potential is predicted for the second excited singlet state. This

in line with considerations derived from a Pseudo Jahn-Teller type interaction,[62] but

can be rationalized using Marcus Theory as well.[63] The exciton is found to be mainly

localized on one PBI monomer for the first excited state. Due to symmetry reasons,

the excitonic state is delocalized over both PBI monomers for the second electronic

excited singlet state. For strong couplings between the monomers, the exciton remains

delocalized in the first three excited singlet states. The character of these states, i.e.

whether they possess charge-transfer character, was evaluated using transition den-

sity matrix analysis.[64] For strong inter-monomer couplings, the energetically lowest

two singlet excited states show no charge-transfer character and are thus so-called

“Frenkel” states,[65] while the third excited state does. The coupling strength can be

influenced and controlled by the placement of the two monomers with respect to each

other. This is done by variation of their longitudinal shift and their inter-monomer

distance. These findings hold for computational modeling in vacuum as well as in a

solvent environment.

1.3. Computational Modeling of Spectroscopic Properties of

Biradical Compounds

Biradicals are open-shell molecules with two unpaired electrons located in degener-

ate or nearly degenerate molecular orbitals. They occur in combustion processes,[66]

astrochemistry,[67,68] and as highly reactive transient intermediate species.[69–71] A

molecule with an even number of electrons usually posseses a closed-shell singlet

ground state. Due to certain electronic properties, this rule-of-thumb may also be

violated and molecular ground-states may be open-shell biradical singlet or triplet

states, or so-called charge seperated states (see Figure 3). The group of biradical

molecules is further subdivided into the subgroup of ”true” biradicals, which have

unpaired electrons at two different centers in energetically degenerate molecular or-

bitals (MOs), and so-called biradicaloids with a closed-shell singlet ground state but

low-lying open-shell electronically excited states. Further chemical species that are

sometimes grouped in the category of biradical-type molecules are carbenes with a

triplet or open-shell singlet ground state, and molecules with long-lived, open-shell, or

Non-standard computational approaches applied to molecular systems
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Figure 4: Possible wavefunctions (eigenstates) of a biradical-type molecule are given in terms of Frontier
Molecular Orbital (FMO) occupation. For Ψ3/4, a linear combination of the two possible
determinants has to be used in order to yield wavefunctions which are eigenfunctions of the
Ŝ2 operator. For Ψ5/6, a linear combination of two determinants has to be considered due to
their energetic degeneracy.

Figure 5: Schematic representation of the Frontier Molecular Orbital (FMO) p-orbitals of a biradical-
type molecule. A localized and a delocalized picture is given. Localized orbitals are denoted
with upper-case letters A and B, while delocalized orbitals are denoted with the corresponding
lower-case letters. Further discussion is given in the text.
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A more detailed, Frontier Molecular Orbital (FMO) based description of the electronic

structure shall now be presented. The explanations are given in the spirit of Michl and

Bonačić-Kouteckỳ (see [76, 78]), and follow the “Discussion of the 4 · 4 CI model to

describe biradicaloid systems” given in the Supplementary Information of [79]. Figure

4 shows all six possible determinants that can result from distributing two electrons

in two degenerate spatial FMOs. The discussion can proceed using either delocalized

or localized spatial orbitals (see Figure 5). While localized spatial orbitals are perhaps

more common in mechanistic chemical discussion, delocalized orbitals resemble the

results of numerical quantum chemical calculations, such as Hartree-Fock (HF) MOs,

more closely. The localized and delocalized orbitals may easily be inter-converted (see

Equation 2).

The determinants given in Figure 4 each correspond to one electronic eigenstate of

the molecule. Three of these states have singlet multiplicity, and three have triplet

multiplicity. While the triplet states are energetically degenerate, the singlet-states

might have different energies, depending on their interaction. It should be noted that

spin-orbit coupling is fully neglected in this discussion. The explicit mathematical

expressions of the wavefunctions of the states are given as

Ψ1 =
1
√

2
α(1)α(2)︸    ︷︷    ︸
symmetric

[φ1 (r1)φ2 (r2)−φ1 (r2)φ2 (r1)]︸                                 ︷︷                                 ︸
antisymmetric

Ψ2 =
1
√

2
β(1)β(2)︸   ︷︷   ︸
symmetric

[φ1 (r1)φ2 (r2)−φ1 (r2)φ2 (r1)]︸                                 ︷︷                                 ︸
antisymmetric

Ψ4 =
1
2

([φ1 (r1)φ2 (r2)−φ1 (r2)φ2 (r1)]︸                                 ︷︷                                 ︸
antisymmetric

· [α(1)β(2) +α(2)β(1)]︸                     ︷︷                     ︸
symmetric

)

Ψ3 =
1
2

([φ1 (r1)φ2 (r2) +φ1 (r2)φ2 (r1)]︸                                 ︷︷                                 ︸
symmetric

· [α(1)β(2)−α(2)β(1)]︸                     ︷︷                     ︸
antisymmetric

)

Ψ5 =
1
2

([φ1 (r1)φ1 (r2)−φ2 (r1)φ2 (r2)]︸                                 ︷︷                                 ︸
symmetric

· [α(1)β(2)−α(2)β(1)]︸                     ︷︷                     ︸
antisymmetric

)

Ψ6 =
1
2

([φ1 (r1)φ1 (r2) +φ2 (r1)φ2 (r2)]︸                                 ︷︷                                 ︸
symmetric

· [α(1)β(2)−α(2)β(1)]︸                     ︷︷                     ︸
antisymmetric

) ,

(1)

where α and β are the spin-functions and φ (r) designates the spatial one-electron

functions. Tables 1 and 2 state the matrix elements of the Hamiltonian of this model
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system in the basis of the three singlet states written in Equation 1 and one arbitrary

triplet state. Localized orbitals are denoted with upper-case letters A and B, while

delocalized orbitals are denoted with lower-case letters. The energy contributions

and associated matrix elements calculated using localized orbitals are given in the set

of Equations 2. The conversion conventions for evaluations of the expressions using

delocalized orbitals are given in Equations 2 (adapted from the SI in [79]) as well.

Table 1: Non-relativistic Hamiltonian matrix elements for the three singlet states and one arbitrary
triplet state of a model biradical. The matrix elements are given in terms of integrals between
localized orbitals. For the corresponding mathematical expressions, see Equations 1 and 2.

1
∣∣∣A2 +B2

〉
1
∣∣∣A2 −B2

〉
1|AB⟩ 3|AB⟩

1
∣∣∣A2 +B2

〉
Etriplet + 2

(
K ′AB +KAB

)
δAB γAB 0

1
∣∣∣A2 −B2

〉
δAB Etriplet + 2K ′AB γ−AB 0

1|AB⟩ γAB γ−AB Etriplet + 2KAB 0

3|AB⟩ 0 0 0 Etriplet

KAB =
"

A(1)B(1)
1
r12

A(2)B(2) dτ1dτ2 = K ′ab

(AA | AB) =
"

A(1)A(1)
1

r12
A(2)B(2) dτ1dτ2

hAB =
∫

A(1) h(1)B(1) dτ1

JAB =
"

A(1)A(1)
1

r12
B(2)B(2) dτ1dτ2 = δab

Etriplet =E0 −
(
K ′AB +KAB

)
E0 =hAA + hBB +

JAA + JBB
4

+
JAA
2

2K ′AB =
1
2

(JAA + JBB
2

− JAB
)

= 2Kab

δAB =hAA − hBB +
JAA − JBB

2
= γab

γ−AB =(AA | AB)− (BB | BA)

γAB =2hAB + (AA | AB) + (BB | BA)

(2)
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Table 2: Non-relativistic Hamiltonian matrix elements for the three singlet states and one arbitrary
triplet state of a model biradical. The matrix elements are given in terms of integrals between
delocalized orbitals. For the corresponding mathematical expressions, see Equations 1 and 2.

1
∣∣∣a2 + b2

〉
1|ab⟩ 1

∣∣∣a2 − b2
〉

3|ab⟩
1
∣∣∣a2 + b2

〉
Etriplet + 2

(
Kab +K ′ab

)
γab δab 0

1|ab⟩ γab Etriplet + 2Kab γ−ab 0

1
∣∣∣a2 − b2

〉
δab γ−ab Etriplet + 2K ′ab 0

3|ab⟩ 0 0 0 Etriplet

Using the interconversion relationships given in the set of Equations 2 and noting that

the expressions

K ′ab ±Kab = K ′AB ±KAB(
K ′ab −Kab

)2
−γ−ab =

(
K ′AB −KAB

)2
−γ−AB

δ2
ab +γ2

ab = δ2
AB +γ2

AB

(3)

hold, the interconversion of the matrix elements in Tables 1 and 2 is possible. It is

important to note that E0 and Etriplet are invariant regarding the choice of localized

or delocalized orbitals. Using the explicit matrix elements, one may analyze which

contributions will lead to a singlet or triplet ground-state in a biradical-type molecule.

If all couplings between the singlet-states (δ,γ) are assumed to be zero, a triplet

ground-state is predicted. If these contributions are non-zero, a singlet-state might

be lowered energetically by a sufficient amount to become the ground-state. In any

case (localized or delocalized MOs), the 1
∣∣∣a2 + b2

〉
and 1

∣∣∣A2 +B2
〉

singlet states are

the energetically highest singlet states and will thus not be the ground-state of the

molecule. In the case of localized orbitals, K ′AB is larger than KAB which leads to the
1 |AB⟩ state being energetically more favorable than the 1

∣∣∣A2 −B2
〉

state. The reason

for this is that the exchange integral KAB depends on the spatial distance between the

radical-carrying atomic centers. If these atoms are far apart, the contribution of KAB

is small or negligible. For delocalized orbitals, the opposite is true and the 1
∣∣∣a2 − b2

〉
state lies below the 1 |ab⟩ state. This can be explained by the switching of the Kab and

K ′AB contributions, as laid out before. In summary, the energetic ordering of a biradical

molecule’s electronic states depends on the interaction of the spin-centers and thus

their separation. The singlet-triplet gap becomes smaller with increasing distance
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between the radical-carrying atoms.[76,79]

Due to their very reactive nature, biradicals are challenging targets for experimental

spectroscopic investigations. One of the central issues of biradical-type molecules

concerns their ground-state spin multiplicity: Whether the molecule has a triplet or

an open-shell singlet ground state or is a closed-shell singlet realized with a low-lying

triplet state (biradicaloid) depends on multiple structural and electronic parameters.

The quantitative details of the electronic states’ energetic ordering has been discussed

in terms of matrix elements in the previous paragraph. Some basic rules with regards

to structural parameters are also known:[73] In aromatic hydrocarbons a linkage of

the radical centers in meta-position leads to triplet ground states, whereas an ortho-

or para-linkage leads to singlet states. However, small perturbations - induced by

substituents or the solvent environment - may lead to the breakdown of these rules-of-

thumb. For ideal biradicals which possess two energetically degenerate FMOs, Hund’s

rule can be applied and a triplet ground-state should result. As the stabilization of

the triplet state with respect to the singlet state is proportional to the overlap of the

involved FMOs, violations of Hund’s rule for biradicals are known.[73] These cases can

be rationalized using the framework devised by Michl and Bonačić-Kouteckỳ.[76,78]

Experimental techniques for investigating biradicals include PES and Electron Para-

magnetic Resonance (EPR). EPR spectroscopy can be used to analyze triplet species

biradicals. It is predominantly performed with the substrate embedded in a matrix at

(ultra)cold temperatures (<100 K).[73] Photoelectron spectroscopy may be performed

in one of its more modern variants such as Threshold Photoelectron Spectroscopy

(TPES) and Threshold Photoelectron-Photoion Coincidence (TPEPICO), which offer

better resolution by an improved signal-to-noise ratio.[80,81] The usage of high in-

tensity synchrotron radiation instead of laboratory light sources, as well as velocity

focusing techniques, enhances the results further.[82]

Computational investigations of the target molecules can assist the interpretation of

spectroscopic measurements of biradical(oid) molecules by providing estimates of

the Ionization Energy (IE). Furthermore, the vibrational progression of the spectral

peak can be modeled using computational techniques. Comparison of the fit of the

approximate vibrational progression of a molecule obtained computationally with the

experimental data can aid the identification of the correct isomeric molecule which

was transiently present in the experiment. To this end, Franck Condon (FC) simulation

may be performed. As this technique was used to identify transient biradical molecules

in this work, a short introduction to the theoretical foundations of the methods is now
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given (following a derivation given in [83]):

Validity of the Born-Oppenheimer approximation is assumed and the wavefunction is

written in a product ansatz. The intensity of a quantum transition is proportional to

the matrix element of the transition dipole moment

Mi→j =
∫

Ψ ∗j µ⃗Ψi d x⃗ . (4)

Inserting Ψ (R,r) = Ω(R) ·Φ(R̄,r) into Equation 4 with µ⃗ = µ⃗R + µ⃗r yields two terms

Mi→j =
〈
Ωj(R) |Ωi(R)

〉〈
Φj(r, R̄)|µ⃗r |Φi(r, R̄)

〉
+

〈
Φj(r, R̄) | Φi(r, R̄)

〉〈
Ωj(R)|µ⃗R |Ω(R)

〉
.

(5)

Due to the orthonormality of the electronic wavefunctions Φi(r, R̄) and Φj(r, R̄), it

holds that 〈
Φj(r, R̄) | Φi(r, R̄)

〉
= 0 . (6)

Now, the Franck-Condon approximation is invoked by setting R̄ = R0, where R0 are

the nuclear coordinates in the equilibrium geometry of the molecule. In

Mi→j =
〈
Ωj(R) |Ωi(R)

〉 〈
Φj(r,R0)|µ⃗ |Φi(r,R0)

〉
(7)

we call the integral
〈
Ωj(R) |Ωi(R)

〉
the Franck-Condon factor. Within in the assumed

approximations, the intensity of a spectral transition is thus directly proportional

to the square of the Franck-Condon factor. If the nuclear potential is assumed to

be harmonic, the nuclear wavefunctions Ωi(R) can be taken to be identical to the

solutions of the quantum harmonic oscillator for a given force constant. The Franck-

Condon factors can then be evaluated in a straight-forward manner (for mathematical

details see [84–86]). If the factors are computed for every conceivable vibronic spectral

transition, the vibrational progression of an electronic transition may be simulated.

Fully integrated software packages for these simulations are available.[83,87]

Some general findings for computational modeling of biradical molecules are now

discussed. Previous research has shown the impact of especially geometrical consid-

erations may be large:[80] Correct equilibrium geometries for biradicaloid-molecules

and their associated ionized species might be difficult to estimate computationally.

Commonly it is desirable that structural optimization procedures are performed us-

ing less-accurate quantum chemical approaches, as the geometry optimization takes

significantly more computational effort than a computation of the electronic structure
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of one given set of atomic positions. Nevertheless, for the case of the cation of the

ortho-benzyne biradical molecule, it was found that different computational method-

ologies might hint towards different minimum structures. In this case, a C2v symmetric

planar minimum geometry of the cation, which was previously proposed in a scientific

report,[88] did not yield predictions of the ionization spectrum or IE in agreement

with experimental data. Only when performing a computationally costly full opti-

mization procedure using the MR CASPT2 approach without symmetry restrictions, a

lower-lying equilibrium geometry with C2 symmetry can be identified. Full numerical

hessian calculations then showed the C2v structure to be a saddle-point of the energy

landscape, with only the novel C2 geometry showing no negative second derivatives

and therefore proving to be an actual minimum structure. Properties computed from

both structures differ significantly. For the ortho-benzyne cation, a proper computa-

tional FC absorption spectrum prediction which agrees with experimental data could

be made only once the newly proposed equilibrium geometry is combined with the

first two excited states. Furthermore, the zero-point vibrational energy (ZPVE) has to

be taken into account to estimate reliable energy differences between the electronic

states.[80]

In this work a number of investigations of biradical-type molecules are presented.

These molecules have been analyzed in a joint computational and experimental re-

search effort. A communication on the first organometallic bismuthinidene biradical

(see [89] “Methylbismuth: an organometallic bismuthinidene biradical”) is reprinted

in Chapter 3. Therein, we report the experimental characterization of the compounds

BiMe, BiMe2, and BiMe3. These reactive molecules were generated from precursor

compounds using pyrolysis. They were subsequently investigated with the TPEPICO

spectroscopic technique, utilizing synchrotron radiation. The preparation of the men-

tioned substances is known to be especially challenging, since low-valent molecules

tend to undergo degradation quickly.[89] In the past, bismuth compounds with the

metal in the oxidation state of +1 could only be prepared by incorporating additional

Lewis bases for stabilization.[90–92] The investigation of these bismuth species promises

important insights for photo-physical and catalytic applications of organobismuth

compounds.[89] While the before-mentioned Lewis base stabilized organobismuth

compounds show singlet ground states, we find a triplet ground-state multiplicity

for BiMe by combining experimental data with computational models. Although it is

clear that relativistic effects are pronounced for heavy metal molecules containing bis-
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muth, our computational modeling show that these effects can well be captured using

DFT calculations in the Effective Core Potential (ECP) approximation. We conducted

scalar-relativistic computations on the organobismuth compound as well, using an

all-electron triple-zeta valence basis-set. The results of both approaches are similar

and in good agreement with the experimentally measured IEs. We assign the Bis-

muthinidene BiMe in a triplet ground-state with C3v symmetry as the lowest energy

structure. This is a surprising finding, as for the structural homologues with E = N,P,

the methylene species HE –– CH2 was found to be energetically favored.[93–96] The

singly occupied molecular orbitals (SOMOs) of BiMe can be reasonably described as

px and py orbitals centered on the bismuth atom. Other contributions to the MOs are

small. Ionization from one of these MOs leads to Jahn-Teller distortion and symmetry

lowering, however, the energy difference between the two possible cationic states is

very small and beyond the spectroscopic resolution in this experiment. By creating a

Franck-Condon simulation of the vibrational progression upon ionization of BiMe into

the two approximately isoenergetic cationic states, the experimental spectrum could

be reproduced. Computational IE estimates are in good agreement with experimental

findings. Lastly, bond-dissociation energies of the organobismuth compounds under

considerations were computed to give further insights into the dissociation of the

BiMe3 molecule.[89]

Our study on the biradical molecule pentadiynylidene and its methyl-substituted

derivatives (see [81] “Pentadiynylidene and Its Methyl-Substituted Derivates: Thresh-

old Photoelectron Spectroscopy of R1-C5-R2 Triplet Carbon Chains”) is reprinted

in Chapter 4 of this work. The experimental investigation of the compounds HC5H,

HC5CH3, and CH3C5CH3 has been carried out by the research group of Prof. Dr. Ingo

Fischer. They have previously investigated many organic molecules involved in soot

formation processes. Among them are the three-carbon-chained analogue molecules of

pentadiynylidene (i.e. R1 – C3 – R2).[97,98] The focus of the investigation of pentadiynyli-

dene is the accurate determination of IEs and the theoretical rationalization of experi-

mentally obtained mass-selective TPES spectra. Some efforts to characterize the linear

five-carbon-chained molecules of type R1 – C5 – R2 with R = H,CH3 , which are the tar-

get of the present study, have been made in the past: Most of the times, low temperature

matrix-isolation techniques were used to render spectroscopy of this highly reactive

and thus short-lived class of molecules feasible. As for the simpler chain-analogue

H – C3 – H, molecular point-group symmetry determination is a non-trivial task for
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these chemical species.[97,98] For H – C5 – H, experimental EPR measurements[99,100]

and ab-initio coupled-cluster computations[101,102] indicate that a linear structure with

D∞v symmetry is the energetically lowest H – C5 – H isomer. This isomer is further-

more predicted to have a triplet ground-state. The first excited electronic state was

determined experimentally using low-temperate matrix-isolation.[103] Peyerimhoff
and coworkers have determined the excitation energy theoretically at 2.76 eV using

the multireference MRD-CI method with a custom Huzinaga–Dunning basis set.[104]

Zhang et al. used a simpler Time-Dependent Density Functional Theory (TDDFT)

approach (B3LYP/cc-pVTZ) to determine the excitation energy at 3.63 eV.[105] Their

CASPT2(8,8) computations place the excitation at 3.02 eV.[105] The performance of

the B3LYP DFT method has furthermore been tested for vibrational spectra of the

ground state of H – C5 – H.[106]

Figure 6: Reaction mechanism of the creation of pentadiynylidene (HC5H) and its derivatives
H3C – C5 – H and H3C – C5 – CH3 from precursor molecules in situ. Taken from [81].

In the present investigation of the reactive pentadiynylidene molecules, they were

generated via flash pyrolysis of diazo-precursor-compounds R1 – C5N2 – R2 (see Figure

6). As the diazo-precursors themselves are not stable at ambient conditions, their

respective sodium-salts were used. Thus, the diazo-compounds were generated in situ
as well. The synthesis was carried out according to [107, 108]. Although pyrolysis gen-

erates both the precursor molecules H – C5N2 – H, H – C5N2 – CH3, H3C – C5N2 – CH3

and the target molecules H – C5 – H, H – C5 – CH3, and H3C – C5 – CH3, their spectra

can be analyzed separately due to the mass-selective spectroscopy approach. Vibra-

tional bands are visible in the experimental TPES spectra of the diazo precursor

molecules. Franck-Condon spectra of the vibrational progression based on DFT cal-

culations of these molecules were carried out using the FCfit 2.8.2 software.[109] The

vibrational frequencies and associated normal modes were determined at the B3LYP/6-

311G(2d,d,p) level of theory. Excitation energies were calculated using the parametric

composite CBS-QB3 approach.[110] Experimental IEs have not been reported in previ-
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ous publications, and have thus been formerly unknown prior to our study. For all

three precursor molecules HC5N2 – H,H – C5N2 – CH3, and H3C – C5N2 – CH3 that are

generated in situ, the experimental spectra match the theoretical predictions qualita-

tively and quantitatively. For every substance, the mass-selective spectra show only

one absorption peak with its associated vibrational progression. This indicates that the

precursor molecules are successfully created in the experimental setup. The structure

of the vibrational bands is well reproduced in the Franck-Condon simulations. For

the pentadiynylidene molecule itself, the experimental spectra show two significant

absorption peaks, one at 8.36 eV, and one at 8.60 eV. Both peaks show clear vibrational

progression bands. It is not immediately clear whether the peak at 8.60 eV presents a

unique electronic transition or belongs to the vibrational progression of the electronic

absorption centered at 8.36 eV. It is furthermore possible that the experimental pyrol-

ysis condition enables the creation of more than one structural isomer of the target

compound HC5H. In order to establish the identity of the peaks in the experimental

spectrum, quantum-chemical computations were performed. Relative energies of the

HC5H isomers shown in Figure 7 in both their lowest singlet and triplet states have

been computed. Furthermore, computational estimates for the IEs of these isomers

were obtained. Both adiabatic and vertical excitations were considered, and all geomet-

ric minima of all isomers in their ground- and excited states were evaluated. A wide

range of quantum-chemical methodologies was used: The well-known hybrid DFT

functionals ωB97xD,[111] M05-2X(D3),[112,113] and M06-2X[114] were tested. The CBD-

QB3[110] composite method was employed to obtain computational estimates for the

adiabatic ionization energies. The ab initio methods Coupled-Cluster Singles Doubles

(CCSD) and Coupled-Cluster Singles Doubles with approximate Triples (CCSD(T)) as

well as the MR CASPT2 (see [115]) method were additionally included in the present

work.
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for isomer 1c across the different quantum-chemical methods. For instance, the value

predicted for IE(S1) at the uCCSD level of theory is 9.82 eV, while the CASPT2(14,14)

estimate is 8.55 eV. This disagreement, which is not observable for the remaining

four other isomers of H – C5 – H, has its origins in small variations in the predicted

equilibrium geometry of the cation 1c+. After careful evaluation of the goodness of

the results, we conclusively assign the second peak in the experimental mass-selected

TPES spectrum to the ionization of isomer 1c. However, the reasons and conditions for

the formation of isomer 1c from the precursor molecule are unclear, especially since

its ground-state is 0.78 eV higher in energy than the triplet ground-states of isomers

1a and 1b. B3LYP DFT calculations of Cong-Jie et al. showed isomerization barriers

between C5H2 isomers in the gas-phase to be significant (> 2.3 eV).[117] Isomeriza-

tion of 1 during the experimental conditions can for this reason be ruled out. Thus,

the formation of the three-ring of compound 1c would have to occur already in the

precursor-molecule, before dissociation of molecular nitrogen. A second precursor iso-

mer at m/z = 90 could indeed be detected experimentally when pyrolysis was turned

on. The low signal-to-noise ratio made a definite identification of this isomer of the

precursor molecule impossible.[81] However, the presence of another isomer by itself

supports the postulated creation mechanism of 1c by isomerization of the precursor

molecule.

Another biradical molecule investigated in the course of this work is diphenylacety-

lene, which is also known as “tolane”. The results of this project are presented in

Chapter 5 of this work, which is a reprint of a scientific publication (see [118] “A

time-resolved photoelectron imaging study on isolated tolane: observation of the

biradicalic 1Au state”). The Lewis structures of interest are presented in Figure 8. This

molecule has been the focus of a number of spectroscopic investigations in the past:

Consideration of a combination of previous experimental and theoretical works leads

to the following assumed scheme for the description of photoexcitation processes in

diphenylacetylene following initial photon absorption:[119,120]

S0→ B1u→ Au→ triplet (8)

The ground-state of diphenylacetylene was previously characterized by means of X-

Ray diffraction.[121] It shows D2h symmetry. This result has been supported by further

spectroscopic investigations.[122,123] The Au state, which is a dark excited state and not
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implications.[128,129] DePinto et al. have then subsequently performed a detailed study

using infrared spectroscopy and EPR measurements in 2007.[130] To this end, the

substance was embedded in an argon matrix at low temperatures. The authors deter-

mined the molecule to first spawn in a bent geometry, which then relaxes to a linear

conformation with a triplet ground state.[130] The creation of diphenylpropynylidene

from a precursor molecule and possible conformations adopted by the target molecule

are summarized in Figure 9. In the present investigation by this author, a different

setting is chosen: The molecule was analyzed in polar- and non-polar solvents using

transient absorption in the ultraviolet/visible (UV/Vis) region of the electromagnetic

spectrum. The measurements have been performed at an initial temperature of 243 K.

Figure 9: Reaction mechanism of the creation of diphenylpropynylidene (Ph – C3 – Ph) from precursor
molecules. Taken from [127].

The various conformations and states of the target molecule and its precursor were

characterized using computational approaches in order to rationalize the experimen-

tally obtained 2D absorption spectra. These results are complimented by novel EPR

measurements of the molecule embedded in a solvent matrix at different temperatures,

where identical solvents to the transient absorption experiments where used. In this

way, the elucidation of the time-dependent relaxation of the excited states, their spin

multiplicity and their solvent dependence was possible. The rhombic zero-field split-

ting parameter was calculated from the EPR spectra. This parameter can be related to

the geometry of the molecule and was useful in determining the geometry of diphenyl-

propynylidene. It was found that at low temperatures (4 K) diphenylpropynylidene is

created in a bent geometry from the precursor molecule. Annealing to higher temper-

atures (70 K) led to the molecule relaxing into a linear geometry which was retained

even after subsequent cooling. For the transient absorption spectra, a striking dis-

similarity of the time-dependent absorption depending on the solvent was found.

For ethanol and dichloromethane with oxygen present, qualitatively similar spectra

are obtained. We attribute all absorption bands not to the target molecule diphenyl-

propynylidene, but to secondary reaction products of diphenylpropynylidene with

molecular oxygen or ethanol solvent molecules. The quenching of the nascent biradical

diphenylpropynylidene thus happens on an ultrafast timescale and is not observable
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in the resolution of the experimental spectroscopic setup. For diphenylpropynylidene

in Cl2C(CH3)2 as a solvent in an oxygen-free environment, a qualitatively different

absorption spectrum is measured. Comparison with computational estimates for the

geometries and exited states for various conformations of diphenylpropynylidene is

able to provide an explanation for the measured absorption bands: The diphenylpropy-

nylidene molecule is created in an excited singlet state, namely the first open-shell

singlet excited state. This was determined by correlating the MOs of the diazo precur-

sor compound with those of the resulting target molecule Ph2C3. A detailed analysis of

both the oscillator strengths as well as vertical and adiabatic absorption energies from

this excited singlet state to all reachable higher excited states of diphenylpropynyli-

dene showed that the single prominent absorption band in oxygen-free Cl2C(CH3)2 is

due to an excitation into the third excited singlet-state. The molecule is subsequently

deactivated into the T0 ground-state, which has a linear geometry. Through detailed

analysis incorporating insights from computational modeling, a concise picture of the

time-dependent relaxation of diphenylpropynylidene after excitation emerges.

1.4. Quantum-Chemical Investigation of Reaction Mechanisms

The detailed rationalization of the mechanisms of chemical reactions is an important

and active area of computational organic chemistry. Calculations may furthermore

be used to explain reaction results, predict how a chemical system will behave, and

thereby influence and inform the design of synthetic routes.[131] Experimental investi-

gation of chemical mechanisms may require sophisticated experimental procedures:

The reaction barrier may be determined using Arrhenius’ equation

k = A e
−Ea
RT (9)

by measuring the impact of temperature changes.[132] Here, k is the rate constant,

Ea the activation energy (which is related to the energetic height of the transition

state), T is the temperature, and R is the gas constant. If k at different temperatures

T is known, Equation 9 may be used to estimate Ea.[133] The identification of transi-

tion state structures or intermediates is often harder, as it may require spectroscopic

observation of the intermediate species. Computational chemistry approaches can

model intermediates as well as transition states directly. If a suitable level-of-theory is

chosen, comparison of the species’ energetics can lead to the proposal of a suitable

minimum-energy reaction path.[134] Computational reaction mechanism investiga-
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tions commonly begin with determining the relative energies of the reactants, their

conceivable transition state, and energetics of the products.[135]. Houk and coworkers

have been especially productive in investigation reaction mechanisms using computa-

tional chemistry techniques.[136–138]

One important area of research in bioorganic chemistry are bioconjugation reactions.

These chemical reactions enable the selective addition of new chemical moieties to

certain amino-acids or related biological compounds. The chemical subgroups bound

to the biomolecules may introduce a range of desirable properties or changes, such as

fluorescence, which can be exploited for spectroscopic investigations.[139] Furthermore,

the modification of biological macromolecules may lead to an altered function, such

as increased or decreased activity, or even altered substrate selectivity. Commonly, the

biomolecule is augmented with a carefully engineered reagent which has been pro-

duced by means of synthetic organic chemistry. The bioconjugation reaction, coupling

the synthetic reagent to the biomolecule, needs to be performed at acceptably mild

reaction conditions (temperature in a physiological range, preferably neutral pH, etc.)

in order to prevent degradation of the biomolecule.[140]

In order to built a set of tailored bioconjugates which serve as tools for modifying

biomolecules, it is desirable to develop and identify bioconjugation reagents which

will selectively bind to certain biomolecules, such as individual amino acids. Addi-

tionally, it is convenient if the synthetic molecule possesses a functional group for

easy addition of further chemical functionalities as payloads. The synthetic reagent

will then act as a warhead scaffold for selective addition to the target biomolecule,

and other functional groups may be coupled to the generic warhead. These may then

introduce further desired properties.[141]

While for amino acid residues such as lysine and cysteine many reliable bioconjuga-

tion protocols have been established,[142] the bioconjugation possibilities of tyrosine

residues are still emergent and not fully explored. According to Szijj et al., tyrosine

bioconjugation offers a range of possibly favorable properties in comparison with

other amino acids: In enzymes, tyrosine is rarely exposed to the solvent-accessible

surface, which makes it a suitable target for site-selective modification. Lysine shows

contrary effects, as it is more abundant and thus a less suitable target for site-selective

modifications. Cysteine has a clear drawback stemming from its high reactivity.[140]

One of the known tyrosine bioconjugation strategies involves the use of the versa-

tile reactant group of diazodicarboxyamides and TADs .[143] This synthetic route

towards tyrosine bioconjugates has been primarily pursued by the late Barbas III. and
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1.5. Computational Modeling of Absolute Entropies for

Single-Molecule Systems

The accurate description of the energetics of chemical reactions is one of the most

important goals of chemical physics and theoretical chemistry. From thermodynamical

arguments, a reaction can be said to be in equilibrium when its associated reaction

Gibbs energy is zero:[132]

∆rG =
(
∂G
∂ξ

)
p,T

= 0 (10)

This implies that the chemical potential associated with the reactants and products

is identical. The variable ξ is the extent of reaction, which is given in mol. For this

reason, the Gibbs energy is a fundamental quantity for the description of chemical

phenomena. Chemical reactions occur spontaneously if the change in Gibbs energy

associated with the reaction is negative at constant temperature and pressure.[132]

We note that in thermodynamics the impact of reaction timescales is fully neglected.

Therefore, by implicitly neglecting kinetic effects, the influence of a possible reaction

barrier does not enter these considerations.[132] The difference in Gibbs energy is

furthermore identical to the maximum amount of non-expansion work which can

be extracted from a system. If reactions at constant temperature and volume, i.e. in

a canonical thermodynamic ensemble, are considered, the Helmholtz free energy A

plays the same role as the Gibbs energy.[132]

The Gibbs energy G and the Helmholtz energy A are state functions of a given system

and can be written as

G = H − T S

A = U − T S ,
(11)

where U is the internal energy of a system, T is the temperature of the system, and S

is the entropy of the system. Thus, in order to state correct predictions about chemical

systems in line with thermodynamic considerations, the internal energy of the system

is not sufficient. The entropy S of the chemical system also has to be taken into account

in order to evaluate the Gibbs energy.[132]

Quantum chemical modeling primarily strives to obtain reliable estimates for the

internal energy U of a molecular system. To this end, sophisticated approximations for

the calculation of the electronic structure of the molecule might be invoked. Although

much progress in the development of computationally fast and numerically reliable
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methodologies for the evaluation of the internal energy have been made, the numerical

evaluation of molecular entropies is still an emerging field.[1]

The entropies of rigid molecules which only possess one relevant accessible confor-

mation (such as benzene or molecular chlorine etc.) are comparably easy to estimate.

If the hessian-matrix of second derivatives with respect to the nuclei of the molecule

can be obtained, the harmonic oscillator approximation may be invoked and force

constants can be computed. Once these force constants are known, the evaluation of

the quantum-mechanical vibrational entropies of each normal mode is straight for-

ward, as analytic mathematical formula are available.[13] Common quantum chemical

software packages provide this functionality.[152]

If one considers larger macromolecules, it will quickly become evident that the as-

sumption of a single harmonic conformational well does not hold, as torsional DOFs

lead to further accessible minima. Prime examples of molecular species which may not

be accurately treated in the harmonic approximation are polypeptides and polymers,

but organic molecules with large side chains may also be troublesome.[153] For these

systems, novel entropy estimation algorithms need to be devised so that computational

researchers may evaluate entropic contributions reliably. Some algorithms working

on different assumptions and methodologies have been presented, but to this day no

single universally applicable method for the computational estimation of absolute

entropy values has emerged.[1] Another point of concern for the computational estima-

tion of entropies is Nernst’s theorem, known as the third law of thermodynamics. It

states that as zero temperature is approached, the entropy of any system will also ap-

proach zero. This law cannot be adhered to in the case of classical statistical mechanics.

Instead, the absolute entropy diverges towards −∞ as the temperature approaches

zero Kelvin.[154]

If - contrary to an absolute entropy - only relative entropies along a pre-designated

reaction coordinate are desired, reliable families of methods are available. One of

these methods is the Umbrella Sampling approach.[155] Therein, the free energy of the

reaction along a chosen reaction coordinate is computed by estimating the partition

function along this coordinate computationally. The Helmholtz free energy of the

reaction along this reaction coordinate ξ is given as

A(ξ) = −1
β

lnQ(ξ) (12)
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with

Q(ξ) =

∫
δ [ξ(r)− ξ] e(−βE) dN r∫

e(−βE) dN r
. (13)

In this context, A(ξ) is often called the Potential of Mean Force (PMF).[156] If ξ is

a generalized coordinate rather than a simple Cartesian spacial coordinate, further

Jacobian-terms may enter the free energy expression. For an ergodic system, the

ensemble average of all conformations is equal to the time-average for infinite sampling

timescales.[157] This implies, that the partition function Q(ξ) can in principle be

estimated from a simple Molecular Dynamics (MD) trajectory. Nevertheless, this is

rarely done as in practice MD simulations have a finite runtime and sampling of

higher-energy conformations or transition-states of interested is insufficient.[158] Thus,

one usually uses non-equilibrium sampling techniques (for example by introducing

suitable bias potentials) in order to enhance the sampling of these rare events, which

are crucial for obtaining reliable Q(ξ) estimates.[159,160] Umbrella Sampling proceeds

by splitting the chosen path along the reaction coordinates into discrete regions

(“windows”) and running non-equilibrium MD simulation for each of them: Bias-

potentials are added to constrain the motion of the molecule to the chosen subsection

of the reaction coordinate. In a second step, an analysis method, such as the Weighted

Histogram Analysis Method (WHAM)[161,162] or Umbrella Integration[163], needs to

be invoked on the simulation data in order to extract the PMF from the biased MD

simulation trajectory. It is important to note that the energies of the conformations

sampled during the MD simulation runs at no point enter the calculation of the PMF.

It is only the relative occurrence probabilities of the conformations from which an

approximation to the partition function Q(ξ) is computed.[155] Considering practical

numerical applications of the Umbrella Sampling technique, You et al. highlight

that Umbrella Sampling is able to yield adequate PMF predictions if the biased

MD simulations are reasonably converged. Nevertheless, some rare-events in the

simulation data, such as abrupt movements during ligand unbinding in the case of

You et al, will lead to to erroneous PMFs.[164]

A conceptually different method to compute free energy differences is Thermodynamic

Integration (TI).[165,166] In TI, one strives to calculate the change in free energy along a

given path as well. However, this path does not need to be a spatial coordinate. Instead,

it may be an arbitrary, nonphysical pathway which does not need to be realizable in

experimental conditions. To this end, a Hamiltonian Hλ for the molecular system at

hand is constructed in such a way that it explicitly depends on a coupling parameter
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λ where 1 ≥ λ ≥ 0. Thus, states characterized by different values of λ differ in their

molecular interaction potentials.[167] An analytic expression for the Helmholtz free

energy difference between the thermodynamic states Hλ=0 and Hλ=1 can be derived as

∆A =
∫ 1

0

〈
dU (λ, q⃗)

dλ

〉
λ

dλ . (14)

Numerical integration schemes for solving this expression have been devised. The

choice in λ is arbitrary in so far as Hλ=0 might correspond to a system only subject

to Lennard-Jones type interaction and Hλ=1 may be a system described by proper

molecular forces. Alternatively, even atoms or functional groups can be inter-morphed

in an alchemical sense, where the path from λ = 0 to λ = 1 might correspond to the

substitution of a hydrogen atom for a methyl-group. In the latter case, the method is

usually termed Free Energy Perturbation (FEP).[165,168] It can be shown that Umbrella

Sampling becomes equivalent to thermodynamic integration in the case of infinitely

strong bias-functions.[169,170]

In the course of this work, we present benchmarks and studies of a certain family of

entropy estimation protocols for molecular systems, termed kNN entropy estimators.

These algorithms are used in related scientific fields such as information sciences and

computer vision as well, as they present many favorable properties.[171,172] In princi-

ple, they are able to estimate the entropy of arbitrary probability distributions and

thus even of flexible molecules with multiple non-harmonic conformational minima.

The method operates by processing data obtained from numerical MD simulations,

which is an already well-established technique in molecular modeling.[13,173]

Nevertheless, the kNN entropy estimators have not yet found widespread application,

although they are being used in focused, specialized studies on molecular properties.

We were able to identify several potential pitfalls embedded in the theoretical frame-

work of the kNN estimators, which are of high relevance especially for application

towards molecular simulation data. These include non-additivity of the estimator

for uncorrelated probability distributions, asymptotic bias of the estimator, and its

failure for multidimensional data with uneven variances. The impact of each short-

coming is evaluated and correction schemes are proposed where possible. In Section

8, we aim at presenting a thorough presentation of the mathematical framework of

the kNN entropy estimators. Implicit and explicit approximations contained in the

estimator are highlighted in this derivation, which starts from the formally correct

entropy expression for a non-relativistic quantum-mechanical system in a canoni-
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cal ensemble. The section concludes with a benchmark of kNN entropy estimators

with a low-dimensional benchmark derived from chemical MD simulation data and a

benchmark using high-dimensional multivariate gaussian probability densities.
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ABSTRACT
Photo-induced relaxation processes leading to excimer formations or other traps are in the focus of many investigations of optoelectronic
materials because they severely affect the efficiencies of corresponding devices. Such relaxation effects comprise inter-monomer distortions
in which the orientations of the monomer change with respect to each other, whereas intra-monomer distortions are variations in the geom-
etry of single monomers. Such distortions are generally neglected in quantum chemical investigations of organic dye aggregates due to the
accompanied high computational costs. In the present study, we investigate their relevance using perylene-bisimide dimers and diindenop-
erylene tetramers as model systems. Our calculations underline the importance of intra-monomer distortions on the shape of the potential
energy surfaces as a function of the coupling between the monomers. The latter is shown to depend strongly on the electronic state under
consideration. In particular, it differs between the first and second excited state of the aggregate. Additionally, the magnitude of the geo-
metrical relaxation decreases if the exciton is delocalized over an increasing number of monomers. For the interpretation of the vibronic
coupling model, pseudo-Jahn–Teller or Marcus theory can be employed. In the first part of this paper, we establish the accuracy of density
functional theory-based approaches for the prediction of vibrationally resolved absorption spectra of organic semiconductors. These inves-
tigations underline the accuracy of those approaches although shortcomings become obvious as well. These calculations also indicate the
strength of intra-monomer relaxation effects.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0028943

INTRODUCTION

Functionalized polycyclic aromatic molecules are in the focus
of a multitude of experimental and theoretical investigations because
they are promising materials in the field of organic semiconduc-
tors.1–5 In this context, perylene-based dyes have been frequently
investigated as they exhibit favorable properties.1 In particular,
3,4,9,10-perylene tetracarboxylic acid bisimides (PBIs) have been
explored as a replacement for fullerenes in organic photovoltaics
as they possess higher electron mobilities6,7 and high extinction
coefficients in the visible region.8 Furthermore, they are relatively
inexpensive and remarkably stable toward light as well as air.1

Eventually, their electronic properties and the packing geometries
can be tuned by varying the substitution pattern.9,10 However,
despite all these advantages, PBI containing photovoltaic devices
show reduced efficiencies in comparison to fullerene analogs.11

Reasons for these shortcomings were attributed to morphological
issues12 and to trapping processes, which arise due to the forma-
tion of excimer states.13,14 For PBI thin films, a fast relaxation of
excitons leading to long-lived immobile states was identified.14 For
α-perylene, the formation of excimers induced by motions of two
monomers with respect to each other was indicated by Raman spec-
troscopy.15 Recent investigations on excimer formation by Hoche
and co-workers,16 as well as Kennehan and co-workers,17 also

J. Chem. Phys. 153, 224104 (2020); doi: 10.1063/5.0028943 153, 224104-1
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indicated a similar mechanism. For amorphous systems, additional
traps are due to the strongly varying excitation energies due to the
relative orientation of the molecules with respect to each other.18,19

Actually, it was shown that the energetic disorder is mostly caused
by these orientation effects and only to a smaller degree by envi-
ronmental effects. In this investigation, the energetical disorder pre-
dicted by using the Bässler model20,21 could only be reproduced if a
delocalization of excimers is assumed.22

A detailed understanding of possible relaxation pathways is
very important for the rational design of materials with improved
functionality.1,23 However, while the mentioned studies agree
with the fact that exciton trapping occurs rather frequently, the
details of the underlying processes are still under debate. Within
H-aggregates, trapping can occur because the exciton is initially
excited to the higher lying Frenkel state (in a dimer system, this
is the S2 state). If the relaxation to the lowest Frenkel state (S1) is
faster than the competing hopping process, the exciton gets trapped
because hopping to the higher lying S2 state is no longer possible due
to the energy loss accompanied with the relaxation to the S1 state.
Furthermore, hopping between the lower Frenkel states—which
is energetically feasible—is very inefficient due to the vanishing
transition dipoles of these states.

Non-negligible contributions of charge transfer (CT) states
result in an even more complex situation. Using the dimer M–M
(M ≡ Monomer) as the most simple aggregate, Frenkel configura-
tions arise from linear combinations of the locally excited M∗M
and MM∗ determinants, while the CT-type configurations stem
from linear combinations of the electron exchanging determinants
M+M− and M−M+. Due to significant couplings between locally
excited- and CT-configurations, the adiabatic states determined by
common quantum-chemistry excited state calculations are generally
strong mixtures of these configurations. The ratio of Frenkel and
CT characters depends on a subtle interplay of the energy differ-
ence and the electronic coupling between the diabatic states.21,24–26

Hence, a rugged potential energy surface (PES) with various con-
ical intersections results, which may provide very efficient decay
pathways to lower lying states.27–30 Going to larger aggregates, the
number of CT states increases considerably (trimer: 3 Frenkel, 6
CT; tetramer: 4 Frenkel, 12 CT), resulting in a decreased energy
spacing between the states. Consequently, transitions into lower
lying states become even more efficient. Note that due to the cou-
plings between states, CT states can influence the position of coni-
cal intersections even if they are higher in energy than the Frenkel
states.

Photo-induced relaxation processes in PBI aggregates repre-
sent one example for the complicated interplay of various electronic
states and geometrical relaxations and distortions.29–32 Model cal-
culations predict that excimer formation is the reason for the mea-
sured strong red shift in the emission spectra of PBI dimers in the
minimum structure of the ground state. This red shift is obtained
by twisting one of the two monomers of an eclipsed arrangement
by 30○ about the symmetry axis parallel to the molecular plane
[RL = RT = 0 Å, Rz = 3.4 Å, and φ = 30○ according to the dimer
structure parameters in Fig. 3(a)].33 According to these model cal-
culations, the excimer formation starts with an exciton relaxation
from the initially populated S2 Frenkel state to the lower lying S1
Frenkel state. However, this first step is not a direct transfer but
is mediated by a CT state, which crosses the initially populated S2

state, resulting in a fast population transfer. The transition between
the transiently populated CT state and the S1 Frenkel state is non-
radiative and also very efficient due to the strong coupling between
both states. The final emission then takes place from the S1 state.29–32

The computations show that intra-monomer (e.g., variations of
interatomic distances) and inter-monomer (e.g., the torsional angle
between both monomers) relaxation effects have to be taken into
account. The relaxation effects not only strongly influence the effi-
ciencies of the relaxation processes but also induce strong red shifts
in the emission. On the basis of these processes, it was possible to
assign the known spectra of PBI aggregates as well as femtosecond
time-resolved experiments.30,31,33 Recently, the model was also suc-
cessfully employed to explain the ambient-stable, bright, steady-state
photoluminescence from long-lived excitons of H-aggregated PBI
crystals.34 Another important example for localization effects is due
to intra-chain dynamics.35,36

While intra-monomer relaxations leading to the CT geometry
were included in the description of the PBI trapping processes, possi-
ble geometry relaxations of the Frenkel states themselves were omit-
ted. Their importance became apparent through our monomer com-
putations, which indicated relaxation effects of about 0.3 eV–0.4 eV.
This is in the range of the Davydov splittings found for aggregates
of these organic semiconductors. The pronounced impact of geom-
etry relaxation raises the question of how their explicit consideration
for Frenkel states may change predictions for aggregate clusters. The
inclusion of such relaxation effects might not only induce a change
in the energetic position of the excited states but may also affect the
individual character of the electronic states. For example, the nuclear
relaxation of a single monomer in an aggregate could lead to a local-
ization of the exciton on that monomer. The energetics associated
with this situation is sketched in Fig. 1 using a dimer as the sim-
plest model for a molecular aggregate. For clarity, we neglect possible
influences of CT states. Figure 1 depicts the coupling between the
two localized S1 states of the monomers if both monomers adopt the
same geometry (blue) or if one monomer adopts a structure leading
to a lower energy of its localized S1 state (red). If both monomers
adopt the same geometry (blue), the exciton is completely delocal-
ized over both monomers due to simple symmetry considerations.
Going to the case given in red, one monomer is relaxed to the

FIG. 1. Comparison of different relaxations. Blue: Both monomers remain in the
geometry of the ground state of the monomer (R0). Red: One monomer is relaxed
to the geometry of the excited state of the monomer (R1) while the second
one remains in the ground state geometry of the monomer (R0). Green: Both
monomers relaxed by the same amount (Rd = optimal geometry for S1-state of
dimer).
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optimal geometry of its localized S1 state (R1), while the other
remains in the geometry of the ground state (R0). Because the energy
of the localized S1 state in the optimal S1 geometry is lower, both
interacting localized states differ not only in their geometry but also
in their associated energies. Due to these inequalities, the spl tting
decreases, and the exciton starts to localize on the monomer in the
S1 geometry for the lower Frenkel state. For the exciton in a dimer, it
could also be that both monomers relax by the same amount (green
situation, Rd is the optimal geometry for the S1 state of the dimer).
Then, the energy of the exciton would also decrease, but the exci-
ton remains delocalized over the whole dimer. Which situation is
most appropriate to characterize the molecular aggregate depends
on the relative energies of the resulting Frenkel states. It might also
be that the exciton becomes localized for the lowest Frenkel state but
stays delocalized for the second Frenkel state. Since CT states are
always delocalized, the degree of delocalization of an exciton may
vary strongly during complex relaxation processes involving several
electronic states.

Localization effects in self-assembled perylene helices were
investigated by Segalina and co-workers.37 Their study offers valu-
able insights into the behavior of such aggregates, but localization
effects resulting from geometrical changes in monomers were omit-
ted. Such localization effects were investigated by Talipov and co-
workers.38 They investigated relaxation effects in polychromophoric
assemblies using covalently linked cofacially arrayed polyfluorenes
as model systems. Their computations show that for these systems,
excitons always localize on dimers irrespective of the number of
chromophores. This behavior is explained by very strong geome-
try relaxation effects of the highest occupied and lowest unoccupied
molecular orbitals (HOMO and LUMO) in this specific case. Thus,
it remains unclear whether these systems can serve as real model
systems.

Possible models were already worked out by Fulton and
Gouterman who successfully described these excitonic effects with
vibronic coupling theory.39,40 They also showed that this theory is
formally equivalent with the pseudo Jahn–Teller (pJT) framework
and similar to the potential energy model used in Marcus theory.
The vibronic coupling theory was later employed by Diehl and co-
workers41 to assign the spectra for a homologous series of oligo(p-
phenylene) bridged PBI dimers with intermolecular center-to-center
distances ranging from 1.3 nm to 2.6 nm. For these dimer systems,
the reorganization effects are in the range of 0.3 eV–0.4 eV, while the
coupling between monomers is small by a factor of 5 or even more.
Consequently, a double minimum potential arises in which the exci-
ton is either localized on one or the other monomer. In simulations,
the monomer on which the exciton remains adopts the S1 equilib-
rium geometry, while the other monomer stays in the S0 structure.
For the fully delocalized situation, both monomers were assumed to
adopt the S0 geometry (blue case in Fig. 1).

Dreuw and co-workers employed the pJT framework to model
relaxation effects in CO and in the benzene dimer.42,43 In both
cases, they varied inter-monomer geometries of the dimers to mod-
ify the coupling between both monomers. They showed that for
larger monomer distances, the coupling is weaker than the relax-
ation, which results in a double-minimum potential. For smaller
distances, a parabolic shape is found because the coupling is stronger
than the relaxation. More details in relation to our study will be given
below.

FIG. 2. Lewis structures of the investigated monomer systems. (1) 3,4,9,10-
perylene tetracarboxylic acid bisimides (PBIs), (2) diindenoperylene (DIP), and (3)
dicyanoperylene-bis(dicarboximide) (PDIR-CN2).

In the present study, we will extend these previous investiga-
tions of the interplay of geometry relaxation and exciton localization.
Whether an exciton is delocalized or localized depends on the sub-
tle interplay between the coupling strength between the units of the
aggregate and the decrease in the associated energy due to the intra-
monomer relaxation of one unit into its S1 geometry. While the
former favors a delocalization of the exciton, the latter induces its
localization. We start the investigations with perylene dimers [Figs. 2
and 3(a)] and vary the inter-monomer geometries (e.g., the longi-
tudinal shift or the distance) and the intra-monomer geometry of
one monomer. In a second step, we investigate the diindenopery-
lene (DIP) tetramer as an example for larger clusters. Variations in
the electronic character are monitored by computing the localization
of the exciton.

This paper is organized as follows: After briefly describing the
details of the used theoretical approaches, we first establish expected
error bars for different quantum chemical approaches by compar-
ing computed vibrationally resolved excitation energies of the PBI
monomer (1) (Fig. 2) with measurements of Klebe et al.44 and
Wewer and Stienkemeier.45,46 For DIP (2) and PDIR-CN2 (3), we
extend these investigations to solvent effects. After establishing the
accuracies of our approaches, we turn to the dimer and trimer com-
putations to investigate the interplay of exciton localization and
delocalization effects.

TECHNICAL DETAILS

Multi-reference approaches would yield ideal reference results
for benchmarks because they provide very accurate results for
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FIG. 3. (a). Description of the varied inter-monomer coordinates for the computed PBI dimer. The coordinates include transversal (RT) and longitudinal (RL) shifts, the distance
between both monomers RZ, and the rotation of the upper monomer around φ. (b) Enlarged sketch of the geometry change between the equilibrium structures of the S0 to
the S1 states of the PBI monomer. The sum of the variations is <0.005 Å. (c) Arrangement of the DIP tetramer.

excited states,47–50 potential energy surfaces,51,52 as well as other
molecular properties.53 For the size of the present system, however,
they are computationally too expensive. Hence, we test the accuracy
of time-dependent density functional theory (TD-DFT) calculations
against SCS-CC254,55 in combination with the SVP (split valence
plus polarization)56,57 and the TZVPP basis sets.56,58 We compared
the TD-DFT-based approaches with respect to SCS-CC2 to keep the
computational costs feasible. SCS-CC2 predicted adiabatic excita-
tion energies with a mean absolute error (MAE) of 0.05 eV and a
standard deviation of 0.06 eV for a test set of 0–0 transitions in
medium-sized and large organic molecules.59 In this work, SCS-CC2
was shown to perform slightly better than its parent approach CC2
(MAE = 0.09 eV). Furthermore, it improves the description of CT
states.60 For the “low-cost” TD-DFT approach, we mainly used the
modern range-separated hybrid ωB97X-D functional61 in combi-
nation with SVP, TZVP, cc-pVDZ, cc-pVTZ, and def2-SVP basis
sets.56,58,62,63 This method is sufficiently efficient to compute aggre-
gates up to tetramers.32,64,65 For the benchmark, we optimized the
ground state and the first excited states within the given approxi-
mation unless stated otherwise. Vibrational effects were computed
using the Franck–Condon approximation alone or in combination
with the Herzberg–Teller correction as implemented in the Gaus-
sian16 program package.66 For the vibrational effects, we used not
only the standard time-independent approach67 but also the time-
dependent formalism.68 For excited state calculations in solution, we
used the equilibrium and non-equilibrium options in the IEF-PCM
(Integral Equation Formalism version of Polarizable Continuum
Model) approach implemented in the Gaussian program suite.69–71

In the non-equilibrium option, only ultrafast solvent processes (e.g.,
polarization of the electron cloud of the solvent) are considered.72

In the equilibrium option, also slower effects (e.g., the reorienta-
tion of solvent molecules) are included.73 An equilibrium calcula-
tion describes a situation where the solvent has had time to fully
respond to the solute. A non-equilibrium calculation is appropriate
for processes that are too rapid for the solvent to have time to fully
respond, e.g., for the energy of the 0–0 excitation in an absorption
spectrum. The vibrational propagation had to be estimated based on
frequencies in the equilibrium model due to technical lim tations.

To mimic intra-monomer relaxation effects, we modulated
the monomer geometry linearly from the monomer ground state

geometry [R⃗(S0)] to the monomer geometry in its S1 state [R⃗(S1)]
using

R⃗χ = R⃗(S0) + χΔR⃗, with ΔR⃗ = R⃗(S0) − R⃗(S1). (1)

We varied χ from −0.5 to 1.5 in 0.5 steps for each monomer of
the dimer. According to Eq. (1), χ = 0.0 gives R⃗(S0), while R⃗(S1)

is obtained with χ = 1.0. An enlarged description of the difference
between R⃗(S0) and R⃗(S1) for PBI is given in Fig. 3(b). The result-
ing 2D surfaces for energy and properties were obtained by spline
interpolation between the resulting 25 points. We only include relax-
ations to the equilibrium geometry of the S1 state of the monomer
because higher electronic states of the monomer units are nor-
mally not relevant for the photo-induced behavior of crystals, thin
films, or amorphous systems.18,19,74 To investigate the interplay
between inter-monomer and intra-monomer changes, we computed
the intra-monomer variations for the longitudinal shifts (RL = 0.0 Å,
0.5 Å, 1.0 Å, 1.4 Å, 1.7 Å, and 2.5 Å) and the distances between both
monomers (RZ = 3.1 Å, 3.31 Å, 3.5 Å, 4.0 Å, 5.0 Å, and 10.0 Å).
Beside the energies, we also computed the oscillator strengths, the
PR value, and the CT value. The PR values give the delocalization of
the exciton, i.e., PR = 2 denotes the situation in which the exciton is
completely delocalized between the two monomers in a dimer, while
PR = 1 characterizes an exciton that solely resides on one monomer.
The CT value gives the percentage of CT character, i.e., CT = 0
corresponds to a pure Frenkel state, and CT = 1 corresponds to a
pure CT state. To determine the PR and CT values, we employed the
TheoDORE program package.75,76

Benchmark for vibrationally resolved absorption
spectra of perylene-based organic semi-conductors

In order to computationally model the relevant processes in
organic semiconductor thin films, sufficiently large molecular clus-
ters have to be used to mimic the high density of states, their energy
shifts, and the important mixing of CT and Frenkel states. Addition-
ally, the experimental absorption and emission spectra exhibit dis-
tinct vibrational progressions, i.e., vibrational effects should also be
considered. Finally, the influence of the environment on the energy
position of the different states can also be important because the
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position of conical intersections or even the energetic order of states
might change due to polarizable environments. Obviously, the com-
putational modeling of large molecular clusters and very accurate
electronic descriptions exclude each other. Computations of such
cluster models are only possible with DFT or even simpler methods
because the system size excludes costly high-level multi-reference
approaches.77–79 The inclusion of vibrational effects—even solely on
the harmonic level—necessitates geometry optimizations and the
determination of the Hessian of the excited state, which is generally
too costly for more accurate approaches.

Table I estimates the error bars arising from the use of TD-
DFT and neglect of the vibrational effects by comparing the com-
puted results for the PBI monomer (1) with measurements of Klebe
et al.44 as well as Wever and Stienkemeier.45 Klebe et al. noted that
the first band peak of PBI monomers dispersed in, e.g., polystyrene
appears at 530 nm (2.339 eV), while Wever and Stienkemeier mea-
sured the 0–0 transition of N–N-dimethyl PBI in He-droplets at
486 nm (2.553 eV). The difference of about 0.2 eV within the exper-
imental spectra may result from the different temperatures, solvent
effects, or the influence of substituents. Because we performed the
computations of single molecules without considering environmen-
tal (solvent) effects, we chose the values of Wever and Stienkemeier
as our reference, i.e., a 0–0 transition at 2.553 eV. In the following,
we focus on the S0 → S1 transition because the vertical energy of
the S2 state is about 1 eV higher. Furthermore, the corresponding
transition moment vanishes.

From our experience, also the range-separated ωB97X-D func-
tional should give reliable results for perylene systems.74,80–82 In
contrast, the B3LYP functional that is very often used for the com-
putations of excited states was less accurate and tends to underes-
timate the excitation energies of CT states.28,81,83 Comparing com-
puted vertical excitation energies obtained for vacuum with mea-
sured 0–0 energies in He-droplets, B3LYP/TZVP deviates by only
−0.122 eV. The discrepancies for SCS-CC2/SVP (+0.418 eV) and
ωB97X-D/cc-pVDZ (+0.287 eV) are considerably larger. The pic-
ture changes if vibrational effects are included and the transitions

between the lowest vibrational states of ground and excited states
(0–0 transition) are compared. While the discrepancies between
the SCS-CC2/SVP and ωB97X-D/cc-pVDZ values and their experi-
mental counterparts decrease to +0.143 eV and +0.008 eV, respec-
tively, the values obtained with B3LYP/TZVP are too low by
about 0.3 eV.

The error found for SCS-CC2 decreases to −0.010 eV if the
larger TZVPP basis is employed, i.e., SCS-CC2 shows a much
improved description with larger basis sets. In contrast, for ωB97X-
D/cc-pVDZ, we find an error compensation because the agreement
to the experimental result of 2.553 eV slightly deteriorates if the
basis sets are enlarged (Table II). Comparing the results obtained
with the cc-pVDZ basis with those computed with the improved
aug-cc-pVDZ basis sets, the 0–0 excitation energy decreases to
2.49 eV, i.e., the deviation from the experimental result increases to
about 0.06 eV. The same trend is also found for other larger basis
sets. Hence, at least for PBI, ωB97X-D/cc-pVDZ represents an excel-
lent choice for the description of the electronic states. The agreement
is much better than expected because various benchmarks indi-
cate larger error bars for the computations of excitation energies of
organic molecules.84,85

The variations going from vertical to vibrationally-resolved
excited state estimations mainly result from the relaxation ener-
gies of the first excited state [ES1(RS1) − ES1(RS0)], which amount to
0.14 eV–0.21 eV depending on the employed method. This explains
the distinct vibrational progression found in experimental absorp-
tion and emission spectra. Figure 3(b) gives an enlarged description
of the geometrical structure difference between the equilibrium
geometry of the S0 state to that of the S1 state. Note that the
sum of all variations is less than 0.005 Å. Table I clearly shows
that the small deviations between theoretical B3LYP/TZVP verti-
cal energies and experimental 0–0 energies stem from error com-
pensation. In comparison to the more accurate approaches, B3LYP
underestimates the excitation energies by about 0.4 eV–0.5 eV.
This error is partly compensated by the neglect of the relaxation
energy of the excited state (0.15 eV–0.2 eV). For SCS-CC2/SVP, the

TABLE I. Comparison of computed and measured excitation energies for a PBI monomer.

B3LYP/ ωB97X-D/ SCS-CC2/ SCS-CC2/
TZVP cc-pVDZ SVP TZVPP Reference 44 Reference 45

Evert (eV)a 2.431 2.840 2.971 2.810b

Eadi (eV)c 2.289 2.631 2.766 2.613b

Erelax (eV)d 0.143 0.209 0.205 0.197
ZPE (eV)e 0.030 0.070
0–0 (eV)f 2.259 2.561 2.696g 2.543g 2.339 2.553
Ecorr (eV)h 0.172 0.279 0.275

aVertical excitation energy.
bSingle point computation on the SCS-CC2/SVP geometrical structure.
cAdiabatic excitation energy.
dRelaxation energy of the excited state (Evert–Eadi).
eEnergy correction due to zero-point vibrational effects.
f(0–0) excitation energy.
gUsing the ZPE of ωB97X-D/cc-pVDZ.
hTotal correction (Evert–E0–0).
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TABLE II. Influence of functionals and basis sets on the computed excitation energies for the S1 state of a PBI monomer. For
more explanations, see Table I and the text.

ωB97X-D/ ωB97X-D/ ωB97X-D/ ωB97X-D/ ωB97X-D/
cc-pVDZ aug-cc-pVDZ 6–311++G(d,p) def2-TZVP def2-TZVPP

Evert (eV)a 2.840 2.763 2.801 2.814 2.811
Eadi (eV)b 2.631 2.554 2.587 2.596 2.593
0–0 (eV)c 2.561 2.494 2.511 2.510 2.512

B3LYP/ CAM-B3LYP/ M06-2X/ LC-ωHPBE/
cc-pVDZ cc-pVDZ cc-pVDZ cc-pVDZ

Evert (eV)a 2.414 2.803 2.820 3.160
Eadi (eV)b 2.297 2.602 2.620 2.878
0–0 (eV)c 2.226 2.531 2.546 2.803

B3LYP/ CAM-B3LYP/ M06-2X/ LC-ωHPBE/
def2-TZVPP def2-TZVPP def2-TZVPP def2-TZVPP

Evert (eV)a 2.383 2.766 2.789 3.118
Eadi (eV)b 2.262 2.556 2.580 2.831
0–0 (eV)c 2.174 2.468 2.489 2.744

aVertical excitation energy.
bAdiabatic excitation energy.
c(0–0) excitation energy.

vertical excitation energies do not coincide with the experimental
0–0 transition because no error compensation takes place. Remain-
ing deficiencies in the basis set (SVP vs TZVPP) even lead to an
overestimation of the vertical energies by about 0.1 eV–0.2 eV.
Assuming SCS-CC2/TZVPP results as a reference value, the ωB97X-
D functional overestimates the vertical excitation energies by less
than +0.1 eV. These estimates are in good agreement with previ-
ous investigations of perylenetetracarboxylic dianhydride (PTCDA)
single crystals.29,32,64

Table S1 shows the results of extended computations employ-
ing additional functionals and basis sets, and Table II summarizes
the influence of the basis set size for ωB97X-D and the influ-
ence of the functionals for the smallest (cc-pVDZ) and the largest
basis sets (def2-TZVPP). Comparing the vertical excitation ener-
gies obtained for the def2-TZVPP basis sets, B3LYP (2.383 eV)
gives the lowest value. The B3LYP excitation energy differs by about
0.74 eV from the excited state energy obtained for LC-ωHPBE
(3.118 eV). The ωB97X-D functional, which seemed to be quite
accurate according to the comparisons given in Table I, predicts a
value of 2.811 eV, which is 0.045 eV higher than that of CAM-B3LYP
(2.766 eV), the long-range corrected version of B3LYP. The M06-
2X functional lies in between (2.789 eV). Comparing the 0–0
transitions with the corresponding experimental values (Table I,
2.553 eV), ωB97X-D/def2-TZVPP shows the best agreement
(−0.041 eV deviation from the experimental value of Ref. 45).
CAM-B3LYP/def2-TZVPP and M06-2X/def2-TZVPP give com-
parable deviations (−0.085 eV and −0.064 eV, respectively).
As already discussed above, B3LYP/def2-TZVPP considerably

underestimates the experimental value by 0.379 eV, and PBE0
behaves rather similar, while LC-ωHPBE/def2-TZVPP overesti-
mates the experimental value by 0.191 eV.

Tables II and S1 also show interesting trends with respect to
basis sets’ selection. Going from larger basis sets to the double-zeta
cc-pVDZ basis set, which represent the smallest employed basis sets,
the computed 0–0 excitation energies increase irrespective of the
used functionals. However, the increments are less than 0.1 eV in
all cases. This shows that the neglect of vibrational effects is a more
severe approximation than the use of smaller basis sets. The aug-cc-
pVDZ basis sets are well adapted to the description of electronically
excited states, and indeed, the corresponding 0–0 excitation ener-
gies are slightly lower than the ones obtained with the def2-TZVPP
basis sets. However, for the most reliable functionals (ωB97X-D,
CAM-B3LYP, and M06-2X), the predicted values become too low
in comparison to the experimental value of 2.553 eV. In summary,
the best agreement is found for M06-2X/cc-pVDZ, which only devi-
ates by 56 cm−1 (0.007 eV). ωB97X-D/cc-pVDZ underestimates the
experimental value by 65 cm−1 (0.008 eV).

Note that while ωB97X-D/cc-pVDZ predicts the 0–0 exci-
tation energy rather accurately, a comparison with the SCS-CC2
benchmark values indicates that it seems to overestimate the relax-
ation energy by about 4%. As indicated by the even larger relax-
ation energies obtained with larger basis sets (Table II), the choice
of the relatively small cc-pVDZ basis set again tends to improve the
performance of the method.

Figure 4 depicts a comparison of computationally modeled and
experimental absorption spectra. We present the spectrum obtained
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FIG. 4. Comparison of the experimental (red full lines) and computed (black dashed line) S0–S1 absorption spectra of the PBI monomer. The computed spectra were shifted
by −117 cm−1 and 275 cm−1, respectively, so that the 0–0 lines of experiment and theory coincide. The computed intensities are adjusted with respect to the experimental
0–0 transition intensity; however, the intensities cannot be compared due to experimental reasons. For more information, see the text.

within the ωB97X-D/cc-pVDZ ansatz as an example. To simplify
the comparison, the computed spectra were shifted so that the 0–0
lines of experiment and theory coincide. Furthermore, the computed
intensities were adjusted with respect to the experimental 0–0 tran-
sition intensity. The overall agreement in the energetic positions
of the quantized absorption peaks is excellent. As mentioned by
Wewer and Stienkemeier,45 the intensities in their laser induced flu-
orescence spectra do not agree with absorption spectra, which are
simulated in our theoretical approach. It is obvious that the sizes of
the employed AO basis sets do not have a relevant influence on the
accuracy of the computational prediction.

Table III and Fig. 5 extend our investigations to the DIP
molecule. Table III summarizes the computed data and compares
the 0–0 band of the S0 → S1 transition with the energy of the lowest
band of the experimental absorption spectrum, measured in ace-
tone at room temperature.87 Figure 5 compares the stick spectrum
and a convoluted version of the computed vibrational transitions
with the measured absorption spectrum. The computed data are
shifted by 0.04 eV to match the maximum of the energetically lowest
peak in the absorption spectrum. More information is given in the
supplementary material. For the DIP monomer, the S2 state is only
slightly higher in energy than the S1 state. Nevertheless, it can be
omitted in regard to the assignment of the absorption spectrum as
the S0 → S2 transition is symmetry forbidden.88 S3 will also not con-
tribute because it is too high in energy and the computed transition
dipole moment vanishes.88 We combine the ωB97X-D/cc-pVTZ
approach with a (non-equilibrium) continuum-solvation approach
to account for solvent effects (acetone) in the absorption spectrum.
We predict the 0–0 band of the S0–S1 excitation at 2.38 eV, which
is in excellent agreement with the energetically lowest peak of the
experimental absorption spectrum of the monomer (2.35 eV). The
corresponding vertical energies are predicted at about 2.7 eV, under-
lining that the neglect of vibrational effects leads to a blue shift in

the absorption spectrum of 0.32 eV in vacuum and 0.34 eV in ace-
tone. Table III shows that for vacuum and acetone, the strongest
contributions to the difference between vertical excitation energies
and the 0–0 peak result from the geometrical relaxation into the
S1 geometry (0.24 eV–0.25 eV). Variations in the zero-point ener-
gies (ZPEs) of both electronic states are about 0.1 eV, i.e., they fur-
ther decrease the excitation energy. All other contributions to the

TABLE III. Monomer calculations on the S0 → S1 transition of DIP. All energies are
given in eV. For more explanations, see Table I and the text.

Acetone

Solvent Vacuum Eq. Non-eq.

Method ωB97X-D SCS-CC2 ωB97X-D

Basis sets cc-pVDZ cc-pVTZ Experiment

Evert (eV)a 2.80 2.77 2.72 2.72
Eadi (eV)b 2.59 2.53 2.29 2.47
Erelax (eV)c 0.21 0.24 0.42 0.24
ZPE (eV)d 0.11 0.10 0.09
0–0 (eV)e 2.48 2.43 2.20 2.38f 2.35
Ecorr (eV)g 0.32 0.34 0.51 0.34

aVertical excitation energy.
bAdiabatic excitation energy.
cRelaxation energy of the excited state (Evert–Eadi).
dEnergy correction due to zero-point vibrational effects.
e(0–0) excitation energy.
fCalculated with the equilibrium ZPE since frequency calculations are not feasible in
non-equilibrium solvation.
gTotal correction (Evert–E0–0).
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FIG. 5. The monomer S0 → S1 absorption spectrum of DIP (ωB97X-D/cc-pVTZ):
The black full line shows the experimental data (in acetone).86 The computational
estimate in acetone is given in red (stick spectrum and its Gaussian convolution,
FWHM = 500 cm−1). For a better comparison, these theoretical data were shifted
by 0.04 eV so that the energetically lowest peak of the theoretical and experimental
spectra coincides. The corresponding data in blue give the computational results
in vacuum. These datapoints are shifted by 0.14 eV.

0–0 energies are smaller. The reduction in the basis set’s size from
valence triple-zeta (cc-pVTZ) to valence double-zeta (cc-pVDZ)
seems to introduce an error of 0.06 eV. In contrast to PBI, an
increase in the basis sets slightly improves the agreement with
the experimental values for DIP. Using the wave function based
SCS-CC2 approach in combination with the cc-pVTZ basis set, the
computed excitation energies change by only about 0.05 eV. In sum-
mary, as for PBI, the explicit consideration of the photo-induced
relaxation of the geometry (vertical excitation vs adiabatic exci-
tation) introduces the strongest shift in the computed excitation
energies.

Figure 5 shows the vibrational structure of the theoretical
absorption spectra in acetone (red) or vacuum (blue) at T = 0 K
and the experimental spectrum.86 For the corresponding convolu-
tion with a Gaussian, we used a FWHM of 500 cm−1 because it
seemed to reflect the overall shape of the bands better than, for
example, a FWHM of 270 cm−1, which is the default option in the
Gaussian16 program. Decreasing the FWHM introduces additional
features in the envelope of the first band, which are not found in
the experimental spectra (Figs. S1 and S2). However, while the com-
puted energy spacings between the first two bands and their widths
agree quite nicely with the experimental results, the intensity ratio
between the two lowest energy (highest intensity) bands is predicted
less well (Fig. 5). The experimental measurements find a decrease in
intensity with an increase in energy. In contrast, the lowest band has
less intens ty than the next higher one in the computed spectrum.
This erratic intensity ratio is found for the theoretical spectra in vac-
uum and even stronger in acetone. Thus, while ωB97X-D/cc-pVTZ
reproduces the excitation energy quite accurately, it overestimates
the relaxation of the DIP molecule due to excitation in the S1 state.

The amount of which the relaxation of the excited state is overesti-
mated can be assessed by approximating the potentials of the ground
end excited states by shifted harmonics. Then, the intensity In of the
vibrational line n is given by a Poisson distribution (In =

Sn

n! e−S
),

with the Huang–Rys parameter S = 1
2(Δu)2. Here, Δu is the dif-

ference between the equilibrium distances in dimensionless coordi-
nates.89 With the observed intensity patterns, it results that ωB97X-
D/cc-pVTZ overestimates the structural change in the excited state
(Δu) by about 20%. This seems sufficiently small to employ this
model for the qualitative analysis of the excited states shown below.
Furthermore, as discussed in the supplementary material, the shape
of the theoretical spectrum changes by modifying the FWHM
of the Gaussian convolution or by including temperature effects
(Fig. S2), while the Herzberg–Teller correction is hardly significant
(Fig. S3).

The corresponding data for the PDIR-CN2 molecule are given
in the supplementary material (Table S2, Fig. S4). We find the
same trends as already discussed for PBI and DIP. Similar perfor-
mance of the quantum chemical models for these molecules could
be expected since the electronic excitations are dominated by the
perylene core.28,65 However, in a recent study, we also find compara-
ble relaxation effects for tetracene, which represents a considerably
larger molecule.90

Intra-monomer relaxation effects in aggregate
structures

The above-mentioned monomer relaxation effects of 0.2 eV
–0.4 eV raise the question how distortions of the monomer geometry
(intra-monomer relaxation) influence the photophysical behavior
of organic semiconductors. The Davidov splitting in such molecu-
lar aggregates is often in a similar range. Previous computational
investigations often neglect intra-monomer relaxation effects since
full optimizations of aggregates are too time-consuming if suffi-
ciently accurate approaches are employed. Hence, to make the com-
putations feasible, the frozen-monomer approximation has often
been used. In this approximation, the geometries of the monomers
are fixed to their S0 equilibrium structures. Using these frozen
monomers, the potential energy surfaces are computed as a func-
tion of the inter-monomer geometrical parameters to model inter-
monomer relaxation effects. The inter-monomer parameters are
shown in Fig. 3(a). To investigate how inclusion of intra-monomer
effects changes the figure, we utilized the PBI-dimer for model cal-
culations. For this model, we took various relative orientations of the
monomers in the dimer and characterized the intra-monomer relax-
ation by distorting each monomer independently from the equi-
librium structure of the ground state of the monomer R⃗(S0) to
the equilibrium structure of the first excited state of the monomer
R⃗(S1). We performed the computations for the vacuum case, an
almost nonpolar environment with a high refractive index (ε = 5
and εinf = 4.45) and water (ε = 78.355 and εinf = 1.776) to inves-
tigate the influences of polarizable environments. However, since
the comparison of the corresponding PESs (Fig. S5) shows very
small changes when changing the polarity of the environment, we
focus the discussion on the values obtained for the almost nonpolar
medium.

Figure 6 summarizes the PESs of the various states as a func-
tion of distortions of the monomers. To differentiate between the
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electronic dimer and monomer states, the dimer states are abbrevi-
ated as D0–D3, where D0 represents the singlet ground state of the
dimer, while Dn stands for its n-th excited singlet state. The white
lines are given for a better overview. Within the figures, the abscissa
and ordinate depict the distortion of the monomers. Moving along
the lowest horizontal white line of the PESs, one monomer remains
fixed at its ground state geometry, while the other monomer varies
its geometry from R⃗−0.5 = R⃗(S0)+ (−0.5)ΔR⃗ to R⃗1.5 = R⃗(S0)+ 1.5ΔR⃗
[Eq. (1)]. In Eq. (1), ΔR⃗ = R⃗(S0) − R⃗(S1) represents the difference
between the equilibrium structures of the monomer in its ground
and first excited singlet states. Consequently, R⃗(S0) is related to
χ = 0.0, while R⃗(S1) corresponds to χ = 1.0. Along the left vertical
white line, the structure of the other monomer changes. The PES
must be symmetric due to the symmetry of the system [Fig. 3(a)].
Along the diagonal, both monomers are equally distorted so that
the exciton must be completely delocalized over the whole dimer.
In the outer diagonal parts, both monomers are differently distorted
so that the exciton can localize on one monomer. Single points on
the PESs are designated as [R⃗A; R⃗B] where the structure of the first
monomer is R⃗(S0) + AΔR⃗, while the second monomer’s geometry is
R⃗(S0) + BΔR⃗.

To make the small variations visible, we choose contour lines
with an energy difference of only 0.02 eV. All energies are given
with respect to the equilibrium geometry of the ground state, and
all dimer structures have a vertical (molecular plane to plane) dis-
tance of RZ = 3.31 Å [Fig. 3(a)]. All calculations were performed
with the ωB97X-D/def2-TZVP approach. Previous investigations
show that the dimer is additionally stabilized by small transver-
sal shifts (RL) or alternatively by a torsion of both monomers with
respect to each other.13,27 Nevertheless, in the scope of the present
work, we only vary the longitudinal shift and the distance between
the two monomers. Figures 6 and 7 compare the energies and the
properties of the various dimer states at their optimal RL orien-
tations. Note that the optimal RZ value is 3.31 Å for all states.
This comparison allows us to differentiate between intra- and inter-
monomer relaxation effects. Figures 8 and 9 focus on the differences
in the behavior of the D1 and D2 states for the same inter-monomer
orientations (the same RL and RZ values).

As expected, the minimum of the D0 surface (Fig. 6, top
left) is found if both monomers adopt essentially the monomer
ground state geometry. The small elongation of the equilibrium
bond distance in the direction of the excited state indicates that the

FIG. 6. PES as a function of the monomer distortions computed for a monomer distance of 3.31 Å and the optimal longitudinal shift RL for the respective electronic state. The
energy color code is given on the left side of each PES. The energy difference between two contour lines is 0.02 eV. R(S0) and R(S1) denote equilibrium geometries for the
monomer in its ground (S0) and first excited states (S1), respectively. The white lines are given for a better overview. For more information, see the text.
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FIG. 7. Variation in the oscillator strength fosc (a.u.) as a function of the monomer distortions computed for a monomer distance of 3.31 Å and the optimal longitudinal shift RL
for the given electronic state. The color code for fosc is given on the left side of each surface. R(S0) and R(S1) denote equilibrium structures for the monomer in its ground
and first excited states, respectively. The white lines are given for a better overview. For more information, see the text.

interaction of the two monomers tends to promote electrons from
the HOMO of one monomer into the LUMO of the other one
and vice versa. Thus, both monomers are partially excited due to
the interaction with the other one, which introduces the observed
departure of the dimer equilibrium geometry from the monomer
values. However, the energy lowering with respect to the monomer
structure amounts to only about 0.02 eV, which is hardly signif-
icant. For the D1 state, our computations predict different inter-
and intra-monomer geometries compared to the ground state. The
optimal inter-monomer orientation for the ground state is found at
RL = 1.4 Å, whereas RL = 1.0 Å gives the lowest computed energy
for the first excited state. In the D1 state, the optimal intra-monomer
geometry is at [R⃗0.7; R⃗0.7]. This indicates that an exciton that is delo-
calized over a dimer influences the geometry of the single monomers
less than it is found for the S1 state of the monomer. This is in line
with the work of Harbach and Dreuw on the CO dimer.42 In the
CO dimer, the CO distance of the dimer D1 state is 1.1875 Å, which
lies between the distance found for S0 (1.126 Å) and S1 (1.222 Å)
of the monomer. In terms of the χ-parameter, they obtain a value
of 0.65, which is surprisingly close to our value of 0.7. Figure 6
also reveals that the D1-PES shows a curved valley ranging from

[R⃗0.7; R⃗0.3] over [R⃗0.7; R⃗0.7] to [R⃗0.3; R⃗0.7]. In this range, the energy
varies by less than 0.02 eV, i.e., all structures are virtually isoener-
getic. For the vertical energy of the D1 state at the structure [R⃗0.0;
R⃗0.0] and RL = 1.0 Å, we compute an excitation energy of 2.452 eV.
Intermolecular relaxation along the longitudinal axis to RL = 1.0
Å decreases the excitation energy to 2.360 eV (Einter

relax = 0.09 eV).
Adding the intra-monomer relaxation ([R⃗0.0; R⃗0.0] to [R⃗0.7; R⃗0.7]) for
RL = 1.0 Å, the excitation energy drops to 2.225 eV, i.e., Eintra

relax
amounts to 0.135 eV. Hence, the intra-monomer relaxations are
slightly larger than the inter-monomer ones. However, for the for-
mer, we only included one degree of freedom, while all possible
relaxations are included in the latter. Note that Eintra

relax computed for
the dimer (0.135 eV) is smaller than the variation found for the
monomer (Table I; 0.201 eV).

For the D2 state, inter- and intra-monomer effects differ from
those computed for the D1 state. The optimal RL value for D0 and
D2 is equal, i.e., inter-monomer relaxation effects vanish. Further-
more, the minimum of the D2-PES lies along the diagonal, i.e.,
structures with equally distorted monomers are favored with respect
to those with unequally distorted monomers. The intra-monomer
relaxation effects for the D2 state are computed to be 0.13 eV. As
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FIG. 8. Comparison of the PESs obtained for the longitudinal shifts RL = 0.5 and 2.5 Å. The horizontal distance between both monomers is always 3.31 Å. The energy color
code is given on the left side of each PES. The energy difference between two contour lines is 0.02 eV. R(S0) and R(S1) denote equilibrium structures for the monomer in its
ground and first excited states, respectively. The white lines are given for a better overview. For more information, see the text.

for the D1 state, the monomers do not fully relax to the S1 geome-
try of the monomer. The minimum ranges from about [R⃗0.5; R⃗0.5] to
[R⃗0.7; R⃗0.7] instead.

The shape of the intra-monomer PES of the D3 state seems to be
a mixture of shapes of the D1 and D2 states. However, while D1 and
D2 possess mainly Frenkel character, the D3 represents a CT state.
Hence, to describe its intra-monomer relaxation effects, we would
have to distort the monomers to the anionic and cationic structures
rather than to the S1 structures of the monomers. Since these addi-
tional variations are out of the scope of the present work, we will
focus in the following on D1 and D2 states of the dimer.

The PES of the D1 states possesses a broad minimum, which
comprises unequally distorted monomers and equally distorted
monomers. For the latter, the exciton must be completely delocal-
ized due to symmetry reasons. Since unequally distorted monomers
can induce exciton localization, it is of interest to investigate the
variation in the PR value obtained from the TheoDORE pro-
gram. The PR value differentiates between completely delocalized
(PR = 2.0) and localized (PR = 1.0) excitons. Hence, for equally dis-
torted monomers, PR = 2 is obtained due to the symmetry. The PR
value for [R⃗0.3; R⃗0.7] is about 1.9, showing that excitons remains

mainly delocalized in the range of the curved valley of the D1
state. For the D2 state, the minimum runs along the diagonal, and
therefore, the excitons are also delocalized.

Another property that differentiates between localized and
delocalized excitons is the oscillator strength fosc. For a completely
delocalized exciton, fosc should vary roughly between twice the
monomer value and zero. For completely localized excitons, all oscil-
lator strengths should resemble the monomer values. For example,
for an H-aggregate, the D1 state should be dark (fosc = 0) if the
exciton is delocalized. If the exciton starts to localize, the oscillator
strength of D1 should increase to the limit of the oscillator strength
of the S1 monomer state. The corresponding data are summarized
in Fig. 7. Indeed, for the D1 state, fosc vanishes for equally dis-
torted monomers. For unequally distorted ones, the values smoothly
increase. For the D2 state, the opposite is found. The variations
found for D3 resemble the behavior expected for a CT state.

In the vibronic coupling theory, the relative size of the Davy-
dov splitting with respect to the monomer relaxation energy deter-
mines whether an asymmetrical distortion of both monomers will
take place or not. The monomer relaxation energy within the pJT
framework is related to the size of the vibronic interactions.42,43
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FIG. 9. Comparison of the PESs obtained for the longitudinal shifts of RL = 0.5 and 2.5 Å. The horizontal distance between both monomers is always 5.0 Å. The energy color
code is given on the left side of each PES. The energy difference between two contour lines is 0.02 eV. R(S0) and R(S1) denote equilibrium structures for the monomer in its
ground and first excited states, respectively. For more information, see the text.

Figures 8 and 9 investigate these interplays. We compare the sit-
uations obtained for RL = 0.5 Å and RL = 2.5 Å in Figs. 8 and 9.
The horizontal distance between both monomers (RZ) is 3.31 Å in
Fig. 8. Thus, the coupling is stronger but should vary due to the
variation in RL. The coupling J is given as half of the energy differ-
ence between D1 and D2 (ΔE = 2 J) for equally distorted monomers.
Using this relationship, for RZ = 3.31 Å and RL = 0.5 Å, our com-
putations predict a coupling of 0.43 eV for [R⃗0.0; R⃗0.0] and 0.39 eV
[R⃗1.0; R⃗1.0]. We compute a coupling of 0.12 eV for both monomer
relaxations for RZ = 3.31 Å and RL = 2.5 Å, i.e., the coupling is
indeed smaller. Figure 8 shows that this variation in the coupling
influences the shapes of the PESs, but the overall energy variations
are small. Figure S6 gives the fosc values. They show that even for
[R⃗0.5; R⃗1.0], fosc behaves as expected for an H-aggregate (RL = 0.5 Å)
or a J-aggregate (RL = 2.5 Å), showing the excitons to be still
delocalized.

For RZ = 5.0 Å, the coupling is only 0.04 eV–0.05 eV for
RL = 0.5 Å and 0.03 eV for RL = 2.5 Å. The considerably smaller cou-
plings are reflected in the PES shapes, as given in Fig. 9. The PESs of
the D1 state possess two distinct minima at [R⃗1.0; R⃗0.0] and [R⃗0.0; R⃗1.0]
for which one monomer remains at the ground state structure,

while the other relaxes to the S1 monomer structure. The exciton
is strongly localized in these positions at the relaxed monomer as
shown by the computed PR value of 1.08. Hence, the system repre-
sents a localized exciton on the relaxed monomer, which is weakly
perturbed by the non-excited PBI monomer at the distance of 5 Å
for both minima. For RL = 0.5 Å, the intra-monomer relax-
ation energy (Erelax) is 0.204 eV, while 0.216 eV is computed for
RL = 2.5 eV. We included environmental effects for these calcula-
tions. The corresponding vacuum environment data are 0.143 eV for
RL = 0.5 Å and 0.155 eV for RL = 2.5 Å. Both values are smaller than
Erelax calculated for the monomer in vacuum (0.218 eV in Table II;
ωB97X-D/def2-TZVP). This implies that the disturbed, non-excited
monomer slightly decreases the relaxation energy, while a polariz-
able environment leads to a small increase. Our computations show
the well-known double-well potential of the Marcus theory or of a
pJT-surface with a strong vibronic coupling for the PESs of the D1
state. The computations also show that an estimate of the barrier
height based on the unrelaxed geometry [R⃗0.0; R⃗0.0] leads to an over-
estimation thereof. The barrier height is estimated at 0.20 eV for
RL = 0.5 Å if [R⃗0.0; R⃗0.0] is taken as top of the barrier. The value
reduces to only about 0.09 eV if the optimal arrangement (≈[R⃗0.7;
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R⃗0.7]) is used. The corresponding values for RL = 2.5 Å are 0.22 eV
(via [R⃗0.0; R⃗0.0]) and 0.08 eV (via [R⃗0.7; R⃗0.7]).

The shapes of the PESs of D1 and D2 differ considerably for RZ
= 3.31 Å and 5.0 Å. Especially the computed shapes for 5.0 Å nicely
reflect the 1D potential curves given by Marcus theory for ground
and excited states of weakly interacting monomers or that of a pJT
effect with strong vibronic coupling. In Fig. 9, the D1 state exhib ts
the double-well potential if both minima are connected, while the
shape of D2 along this coordinate is harmonic. A very similar poten-
tial was obtained by Garcia-Fernandez et al. for the benzene dimer in
D6h symmetry at a distance of 5 Å, emphasizing the generality of our
results.43 As in the Marcus theory picture, the difference between
D1 and D2 in our model results from the required orthogonality
between two solutions of a Hermitian operator such as the elec-
tronic Hamilton operator. The exciton is localized on the relaxed
monomer for the minimum of the D1 state at [R⃗0.0; R⃗1.0]. Due to the
required orthogonality, a localized exciton would reside on the unre-
laxed monomer for D2. If it is localized on the relaxed monomer, it
would populate the S2 state of the monomer, which is considerably
higher in energy. However, if the exciton localized on the unrelaxed
monomer, both monomers exhibit unfavorable geometries for this
localization. Hence, the symmetrical relaxation of both monomers
leading to a delocalized exciton represents the energetically most
stable situation for D2.

For our investigations on a larger cluster, we selected DIP
tetramers in which the monomers take the position of the crys-
tal structure as a first example. While the monomer positions
were taken from the experimental crystal structure (CCDC code
642482),91,92 the intra-monomer coordinates were determined by
full optimizations for the S0 and S1 states of the DIP monomer. As
for the PBI dimer, the intra-monomer geometries were varied by
changing the monomer structures linearly from R⃗(S0) to R⃗(S1). The
energy variations obtained for the four lowest electronic states of the
tetramer (T1–T4) as a function of varying monomer geometries are
collected in Fig. 10. The abscissa gives the distortion of the respective
monomers toward R⃗(S1). To simplify the abbreviations, we intro-
duce a different nomenclature for the tetramers. If all monomers are
equally distorted, the distortion is indicated only once. For example,
“1” denotes the structure in which all monomers are in the S1 geom-
etry, while “0.25” abbreviates the structure in which all monomers
are distorted to R⃗0.25 ([R⃗0.25; R⃗0.25; R⃗0.25; R⃗0.25] in dimer notation).
For differently distorted monomers, the abbreviation denotes which
one is distorted (Fig. 3). For the [0.5 0 0 0.5] monomer, 1 and 4
are distorted to R⃗0.5, while 1000 and 0001 abbreviate the clusters
in which monomer 1 or 4 adopts the S1 geometry. For the cluster
computations, these geometries have different energies because the
corresponding monomers are not transferred into each other by a
symmetry operation. Symmetrically equivalent are only monomers
1 and 2 as well as 3 and 4.

As expected, the global minimum of the tetramer ground state
T0 is obtained for “0.” Distortions of the monomers toward R⃗(S1)

increase the ground state energies. For example, for “0.25,” the
energy slightly increases by 0.05 eV, while an energy increase of
0.81 eV is obtained for “1.” For “1000,” the energy raises by 0.2 eV.
The minimum of the first electronically excited tetramer state T1 is
found for the structure “0001,” i.e., if monomer 4 (Fig. 3) adopts the
S1 geometry, while all other monomers remain in the ground state
geometry. The excitation energy with respect to the energy of the

FIG. 10. Energies of the four lowest excited states of the DIP tetramer (T1 in red,
T2 in blue, T3 in green, and T4 in purple) as a function of the monomer geometries
(for details see text). All energies are given with respect to the energy of the equi-
librium geometry of the ground state. ∗ indicates states with considerable oscillator
strengths. A full ∗ denotes fosc > 0.5, while an empty one gives fosc > 0.2.

equilibrium geometry of T0 (Eadi) is 2.46 eV, and the corresponding
value for “1000” is 2.50 eV. The computed PR values of 1.04 and 1.13
indicate that the unequal distortions lead to a nearly complete local-
ization of the exciton on the distorted monomer. If all monomers
are equally distorted by a quarter of the difference between S0 and S1
(“0.25”), Eadi increases to 2.55 eV. For a tetramer, PR varies between
4 (exciton delocalized over all 4 monomers) and 1 (exciton localized
on one monomer). For “0.25,” the PR value is 3.97. The PR value dif-
fers from 4 because not all monomers are symmetrically equivalent.
The comparison of the “1000,” “0001,” and “0.25” structures shows
that for the T1 state of the DIP tetramer, the localized structures are
about 0.1 eV lower in energy than the delocalized ones. The partially
localized structures “0.5 0.5 0 0” (Eadi = 2.58 eV) and “0.5 0 0.5 0”
(Eadi = 2.52 eV) are sim lar in energy to the delocalized structures
“0.25.” For “0.5 0 0.5 0,” we compute a PR value of 2.09, while 3.17
was computed for “0.5 0.5 0 0.” The difference arises because the
exciton is delocalized over two neighbors for “0.5 0 0.5 0” but not
for “0.5 0.5 0 0.” The structure “0.25” is slightly lower in energy than
“0.5” (Eadi = 2.59 eV). If the distortion increases to “0.75” and “1,” the
Eadi increases to 2.73 eV and 2.97 eV. In all cases, the PR values are
near to 4.

As for the PBI dimer, the T2 state of the DIP tetramer adopts
equally distorted structures. The same holds for the T3 and T4 states.
For the T2 state, the adiabatic excitation energies of the equally dis-
torted structure “0.25” and of the partially unequally distorted struc-
ture “0.5 0.5 0 0” are 2.61 eV. However, the corresponding PR values
are only around 2, indicating that for “0.25,” the exciton is not com-
pletely delocalized as found for the corresponding structure of the
T1 state. A closer inspection, indeed, showed that for the T2 state,
the exciton is only delocalized over the monomers 3 and 4. For T3,
it is delocalized over the monomers 1 and 2. Such a localization

J. Chem. Phys. 153, 224104 (2020); doi: 10.1063/5.0028943 153, 224104-13

Published under license by AIP Publishing

Non-standard computational approaches applied to molecular systems
Page 45



Chapter 2 Geometry Mediated Localization of Excitons

The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

is possible because only 1 and 2 as well as 3 and 4 are symmetri-
cally equivalent. For T4, the exciton is again completely delocalized
for “0.25.” Note that the unit cell of the DIP crystal contains two
monomers, i.e., also for the crystal, not all monomers are identical.
The PR value computed for the “0.5 0.5 0 0” structure of the T2 is also
lower than the corresponding value obtained for T1. For T3 and T4,
the “0.25” structures represent the respective minima (2.67 eV and
2.85 eV). For the T3 state, this equally distorted structure lies about
0.2 eV below the “1000” or “0001” structures and still 0.1 eV below
the structures in which only two monomers are distorted. Even the
“0.5” structure is still lower than the unequally distorted structures.
For the T4 state, energy variations are smaller. The “1000” structure
is in the same energy range (Eadi = 2.88 eV) as the equally distorted
structure “0.25” (2.85 eV), while the partially unequally distorted
structures “0.5 0.5 0 0” and “0.5 0 0.5 0” lie slightly higher in energy
(Eadi = 2.93).

For the T1 state of the DIP tetramer, the unsymmetrical dis-
tortion is clearly favored over the symmetrical one, while for the D1
state of the PBI dimer, both structures were isoenergetic. This can be
explained by the couplings for the DIP tetramer, which are expected
to be smaller because the molecular planes of the monomers are
tilted with respect to each other. To check if differences in the elec-
tronic structure of both molecules also contribute, we performed
test computations for DIP dimers in which both monomers lie on
top of each other. Based on previous investigations of the minimum
structures of such dimers, we choose RL = 1.5 Å and RZ = 3.6 Å.93

For this dimer, the symmetrically distorted [R⃗0.5; R⃗0.5] structure
(Eadi = 2.47 eV) and unsymmetrically distorted [R⃗0.0; R⃗1.0] (Eadi
= 2.46 eV) are again virtually identical. The corresponding val-
ues for the PBI dimer with RL = 1.4 Å and RZ = 3.5 Å are
2.41 eV ([R⃗0.5; R⃗0.5]) and 2.35 eV [R⃗1.0; R⃗0.0], i.e., the variations
are similar. Other structures like [R⃗0.0; R⃗0.0] and [R⃗1.0; R⃗1.0] are
higher in energy for DIP (Eadi = 2.60 eV and 2.55 eV) and for
PBI (Eadi = 2.53 eV and 2.45 eV). In both dimers, symmetri-
cally distorted structures are favored with respect to unsymmet-
rical ones in the D2 state (DIP: [R⃗0.5; R⃗0.5] Eadi = 2.65 eV; [R⃗0.0;
R⃗1.0] Eadi = 2.75 eV; PBI: [R⃗0.5; R⃗0.5] Eadi = 2.51 eV; [R⃗0.0; R⃗1.0]
Eadi = 2.69 eV). This comparison indicates that the favored unsym-
metrically distorted monomers for the DIP tetramer mainly result
from the different orientations of monomers, while differences
between the electronic structure of DIP and PBI are of minor
importance.

Comparing the optimized geometries of the first excited states
of monomer, dimer, and tetramer, respectively, shows that the dis-
tortion relative to the ground state structure decreases. Taking the
factor of 1.0 for the difference found for the monomer, for PBI, DIP,
and the CO-dimer, the delocalized exciton leads to smaller distor-
tions of 0.7, 0.65, and about 0.5. For the DIP tetramer, the structure
in which each monomer is distorted by a factor of “0.25” is already
lower in energy than the “0.5” geometry. This trend indicates that
for the first excited states, the size of the photo-induced geome-
try distortions decreases with an increase in delocalization of the
exciton. Indeed, the trend is supported by test calculations for a clus-
ter consisting of 14 tetracene. In this system, the vertical excitation
energy (factor 0.0) is already lower than the excitation energy to the
geometry in which all monomers are equally distorted by a factor
of 1/14. Computations to investigate if this is a general trend are
under way.

CONCLUSIONS

In the first part of the present publication, we show that DFT-
based descriptions of vibrationally resolved absorption spectra of
perylene-based organic semiconductor monomers such as PBI, DIP,
and PDIR-CN2 are very accurate. The computations show that
photo-induced geometrical relaxation effects are quite important
and have to be included for an accurate description of the spec-
tra. The ZPE also contributes but is of minor influence. For solvent
effects, the non-equilibrium option is important. The most inten-
sive band mainly represents the 0–0 transition. Small errors in the
ratio of the intensities of the various bands indicate that the photo-
induced relaxation effects are slightly overestimated. The Franck–
Condon and harmonic approximations are essentially appropri-
ate, but the inclusion of temperature (hot bands) is in some case
significant.

The size of the photo-induced relaxation effects found for
monomers suggested that the inclusion of intra-monomer relaxation
effects is also important for the description of spectra of aggregates.
Our investigations of the PBI dimer, indeed, underline their impor-
tance. The D1 state shows the expected double well shape for larger
distances for which the coupling is weaker than the intra-monomer
relaxation. Therefore, the exciton localizes on one monomer. How-
ever, even in this situation, the D2 PES exhibits the harmonic form,
i.e., the exciton remains localized. The strong dependence on the
state under consideration results because the wavefunctions of both
states have to be orthogonal to each other for each geometry. For
the optimal distance between both monomers (RZ = 3.31 Å), the
coupling is sufficiently strong that the excitons remain mainly delo-
calized for the D1 as well as for D2 states, but the differences in the
shapes of both PES are obvious. Additionally, the optimal longitudi-
nal shifts (RL) of both states also differ. The results can be modeled
by the vibronic coupling, the Marcus theory or by pJT-effect. All
models represent a two-state system in which the eigenvalues are
determined by an interplay between energy difference of the diag-
onal elements and size of the outer-diagonal elements. The pJT is
closer to the physical nature of the effect. In the delocalized situation
for the dimer, both monomers adopt the same structures, which lie
somewhere between the S0 and S1 structures of the monomer. The
relaxation to a localized exciton is then induced by a force, which
drives one monomer toward the S1 geometry and the other toward
the S0 geometry. Obviously, this force leads to the antisymmetric
motion, which is also obtained from symmetry considerations. The
Marcus theory also allows for a description of these effects; however,
the underlying forces remain more abstract as only one coordinate
is considered.

For the DIP tetramer, the coupling strength is smaller so that
for the lowest electronically excited state T1, the localized structure
is the global minimum. In this structure, one monomer adopts the
equilibrium geometry of the S1 state of the monomer, while all other
monomers remain undisturbed. Structures in which all monomers
are equally distorted are more stable for the T2–T4 states. However,
even for these states, the amount of delocalization varies. For T2
and T3, the exciton is only delocalized over two monomers, while
it is completely delocalized for T4. This finding emphasizes that
intra-monomer relaxation effects strongly depend not only on the
ratio of intra-monomer relaxation and coupling but also on the
electronic state under consideration. Note that the photo-induced
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geometry distortions decrease if the exciton is delocalized over more
and more monomers. For dimers, the distortion is smaller by a
factor of 0.5–0.7 than the distortion found for the monomer. The
distortions shrink to about ¼ if the exciton is delocalized over a
tetramer.
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Chapter 3 Spectroscopic Modeling of Methylbismuth

Here we report the generation and characterization of the rst
free (i.e. non stabilized) organometallic bismuthinidene methyl
bismuth, BiMe, in a gas phase reactionwith implications for related
reactions in condensed phase at moderate temperature. In

addition, dimethylbismuth, [BiMe2]
� was studied to determine the

Bi CH3 bond dissociation energy in BiMe3.

Results and discussion

In order to access the elusive class of non stabilized organo
metallic bismuthinidenes, we aimed at a “top down approach”,
more specically the homolytic cleavage of Bi C bonds from the
well dened organometallic precursor BiMe3 (1) as shown in
Scheme 2. The long known BiMe3 has been investigated from
many different perspectives,19 21 including its application in
chemical vapor deposition, where the abstraction of all its
methyl groups is targeted.22,46

In a recent study, it was demonstrated that the abstraction
of a single methyl group can be achieved by dissociative
photoionization of 1, i.e. the Bi C bond cleavage of the
[BiMe3]

�+ cation in the gas phase.23 Under these conditions,
only a single methyl group was abstracted, yielding the cation
[BiMe2]

+. Here we attempt a thermally induced, controlled
and stepwise abstraction of methyl groups from neutral
BiMe3. Thus, a sample of BiMe3 diluted in Ar was pyrolysed in
a microreactor and analyzed by photoelectron photoion
coincidence spectroscopy (PEPICO) using synchrotron radia
tion.24 This method permits to record photoion mass selected
threshold photoelectron spectra (ms TPE) for each species by
correlating ions and electrons produced in a single photo
ionization event. Isomer selective information is then ob
tained from an analysis of the photoelectron spectrum based
on computations.

Fig. 1 shows mass spectra under various pyrolysis condi
tions. Without pyrolysis (top trace) only the parent ion 1�+ is
visible, thus dissociative photoionization is irrelevant under our
experimental conditions. Already at low pyrolysis power (center
trace) a stepwise methyl loss down to atomic Bi occurs, associ
ated with formation of 2 and one of the products 3 5. The small
intensity of m/z ¼ 239 ([Bi(CH3)2]

+) compared to m/z ¼ 224
([BiCH3]

�+) indicates that cleavage of the secondmethyl group is
more facile than the rst. In addition, Bi2 is visible atm/z¼ 418,
due to dimerization of bismuth atoms (see ESI, Fig. S4†). In
some experiments a further peak appeared at m/z ¼ 478 and is
most likely due to Me2Bi BiMe2. Note that CH3 is not observed
due to its ionization energy of 9.83891 eV.25,26 Traces of BiI from
the synthesis are also present in the spectrum.

Scheme 1 Low valent group 15 compounds: (a) isolable nitrene and
phosphinidene (singlet ground state). (b) stabilized organometallic
bismuthinidenes (singlet ground state; occupied bismuth 6s orbital
omitted for clarity); (c) free (non stabilized) singlet and triplet species
that may be envisaged for BiMe (only two bismuth p orbitals shown;
p orbital used for Bi Me bonding and occupied s orbital are omitted
for clarity). R 2,6 Me2 C6H3; 2,6 iPr2 C6H3; R0 2,6 [(4 tBu
C6H4)2CH]2 4 Me C6H3.

Fig. 1 Photoionization mass spectra recorded at 8.5 eV without
pyrolysis (top trace), low pyrolysis power (Tz 470 K, center trace) and
medium pyrolysis power (T z 600 K, bottom trace). The signal at m/z

91 is due to a background signal from previous experiments.

Scheme 2 Controlled, stepwise abstraction of CH3 radicals from 1 in
the gas phase by flash pyrolysis.

This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, 11, 7562 7568 | 7563
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When the pyrolysis power is further increased (bottom trace)
the precursor is fully converted and experimental conditions are
suitable for studying the molecule formed aer loss of two
methyl groups. Three structures are possible for m/z ¼ 224, the
bismuthinidenes 3 (triplet)/4 (singlet) or the methyl
enebismuthane 5. Threshold photoelectron spectroscopy
provides structural isomer selective information through
comparison with Franck Condon simulated or reference
spectra. Fig. 2 represents the ms TPE spectrum of a species with
the composition BiCH3 at m/z ¼ 224. The rst major band at
7.88 eV is assigned to the adiabatic ionization energy (IEad). It is
followed by several smaller bands that are ca. 40 50 meV apart.
Simulations based on DFT and multi reference calculations
were carried out for 3, 4 and 5. While DFT oen provides very
accurate geometries and frequencies even for molecules with
complicated electronic structures,48 it is in many cases less
accurate for the computation of energy surfaces or excitation
energies.49 Hence, the uB97X D3 50 functional was employed for
frequency computations, but the multi reference NEVPT2 51

approach was used to determine geometrical changes and to
compute ionization energies as well as the energy difference
between the two relevant states of the [BiCH3]

�+ cation (vide
infra). Both methods (DFT and multi reference) were combined
with a scalar relativistic approach and with the SARC ZORA
TZVP basis set which allows for an all electron treatment of
bismuth52 (for computational details, see ESI†). Bismuthini
dene 3 with a C3v symmetry and an X 3E (T0) triplet ground state
is the lowest energy structure (DE ¼ 0 kJ mol 1). The compu
tations on the NEVPT2 level show a very good agreement with
the experimentally determined IE of 7.88 eV (IEcalc ¼ 7.98 eV for
the X+ 2A00) X 3E transition (vide infra)), as compared to singlet
bismuthinidene 4 (DE¼ +0.78 eV/+75 kJ mol 1; IEcalc¼ 7.21 eV)
and methylenebismuthane 5 (DE¼ +0.91 eV/+88 kJ mol 1; IEcalc
¼ 8.68 eV; for energy values obtained through DFT calculations
see ESI†). This shows, that the ground state (electronic) struc
ture of species with the sum formula ECH3 are fundamentally
different, depending on the choice of the element E. For E ¼ Bi
the triplet bismuthinidene 3 is energetically favored and
observed (vide supra), whereas for the lighter congeners (E ¼ N,
P), the formation of the methylene species HN]CH2 and HP]
CH2 has been determined to be more favorable.27 32,53

Upon photoionization of 3, one electron is removed from
either of the two degenerate SOMOs, which correspond in rst
approximation to the px and py orbital on the Bi center. The
computations for the ionic ground state, [BiCH3]

�+ (3�+), yielded
a shortening of the Bi C bond (from 2.27�A in 3 to 2.21�A in 3�+)
and a deformation of the methyl group with a tilt angle of 4�

relative to the Bi C axis. This was ascribed to antibonding
interactions between the unpaired electron and the bonding
electrons of the two C H groups, which are approximately
aligned with the singly occupied p type orbital of bismuth
(Table S18†). This leads to a loss of the C3 axis and a reduction
to Cs symmetry. As a consequence of this Jahn Teller distortion,
the 2E state in the C3v symmetric cation splits into a X+ 2A00 and
a A+ 2A0 component. The computations indicate an energy
difference of only 50 meV between the two states at the geom
etry of the X+ 2A00. Thus, transitions into both states contribute

to the spectrum and have to be included in the simulation in
Fig. 2 (blue curve). Transitions from the T0 ground state of
neutral 3 into the X+ 2A00 ionic ground state are given as grey
bars, while transitions into the A+ 2A0 excited state are shown as
red bars. In addition, there is a vibrational structure evident in
the spectrum with a spacing of around 50 meV, including a hot
band transition at 7.83 eV, which is assigned to the Bi C
stretching motion (corresponding to n00 z 50 meV). Vibrational
activity is expected due to the reduction of the Bi C bond
lengths in the cation by > 0.06 �A (see ESI† for all geometry
parameters). Franck Condon simulations based on computa
tions of isomer 5 further support the triplet bismuthinidene 3
as the carrier of the spectrum (Fig. S3†). First, the computed IE
of 5 is 0.80 eV higher than the experimental value, and second,
a more pronounced vibrational progression with a maximum
intensity for a transition into an excited vibrational state would
be expected for 5. Thus a contribution of 5 to the spectrum can
be ruled out.

The computed IE of 3 (for the lowest state of 3�+) and the
relative energies for the two states of the cation 3�+ are in
excellent agreement with the corresponding experimental data.
This indicates that the neglected spin orbit effects33 do not play
a key role for the determination of the ionization energies,
possibly because they are similar in magnitude for all involved
states. While the experimental and calculated IEs nicely agree,
deviations were observed in the shape of the spectra and were
ascribed to the atness of the potential energy surface (PES) of
the cation. Two factors mainly contribute to the atness of this
PES: (i) the X+ 2A00 state is threefold degenerate due to facile
rotation around the Bi C bond. (ii) The shape of the PES going
from the equilibrium geometry of the X+ 2A00 towards the equi
librium geometry of the A+ 2A0 state is expected to be non
harmonic. Efforts to obtain a better description of the surface
were so far unsuccessful due to strong correlations of the
various internal coordinates, so that high dimensional surfaces
would be necessary for an appropriate description.

To gain additional information on the formation of BiMe (3)
by stepwise abstraction of methyl groups from BiMe3 (1), an ms
TPE spectrum of [BiMe2]

� (2) (m/z(2+) ¼ 239) was recorded at

Fig. 2 Mass selected threshold photoelectron spectrum of m/z
224. The simulation based on 3 as the carrier (blue line) fits the
experiment well. Transitions into the X+ 2A00 ground state of the ion are
given as grey bars, transitions into the A+ 2A0 state as red bars.

7564 | Chem. Sci., 2020, 11, 7562 7568 This journal is © The Royal Society of Chemistry 2020
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a low pyrolysis temperature (Fig. 3; cf. Fig. 1). Simulations of the
spectrum based on DFT calculations indicate C2v symmetry for
both 2 and 2+ as well as a X+ 1A1 ) X 2B1 transition in [BiMe2]

�

(2). The rst major band at 7.27 eV is assigned to the IE, in
excellent agreement with the computed value of 7.35 eV at the
NEVTP2 level of theory. A vibrational progression with a spacing
of 60 meV is visible and is dominated by the symmetric Bi C
stretching mode in the cation. Additional torsional modes of
the CH3 groups may lead to a broadening of the bands. While
there is a good agreement between simulation and experiment,
the vibrational intensities (including hot bands) are somewhat
underestimated in the simulations. This indicates a slightly
larger change of the Bi C bond length upon ionization than the
computed shortening of 0.05 �A (see ESI† for all geometry
parameters).

Bond dissociation energies (BDEs) can be determined via
thermochemical cycles that combine appearance energies (AE)
and ionization energies. The zero Kelvin appearance energy
AE0K for the abstraction of the rst methyl radical from 1 has
been determined with very high accuracy, AE0K(Bi(CH3)3,
Bi(CH3)2

+)¼ 9.445� 0.064 eV.23 According to computations, the
methyl loss in the cation is a simple homolytic bond cleavage
without a reverse barrier. Combined with the IE of 2, the Me2Bi
CH3 bond dissociation energy in 1, BDE(Me2Bi CH3), can be
derived:

BDE(Me2Bi CH3) ¼ AE0K(BiMe3, [BiMe2]
�+) IE([BiMe2]

�)(1)

From eqn (1) a value of 210 � 7 kJ mol 1 is obtained for
BDE(Me2Bi CH3). The bond dissociation energy of the rst Bi
CH3 bond in BiMe3 (BDE(Me2Bi CH3)) can be expected to be the
highest of the three Bi CH3 BDEs in this molecule34 and is thus
crucial for any type of reaction initiation via Bi CH3 homolysis.
However, the value of BDE(Me2Bi CH3) has never been deter
mined explicitly in the primary literature. Based on previous
investigations into the thermal decomposition of 1,34 36 an
estimation of BDE(Me2Bi CH3) can be made, which yields
a value of 182 kJ mol 1 as the upper limit that would be possible
for this parameter.37 Thus, our results substantially revise the
bond dissociation energy of the rst Bi Me bond in 1, which is

key to the radical chemistry of 1 and related bismuth
compounds. The calculated isodesmic reaction provides a value
of 226 kJ mol 1 in good agreement with the experimental
ndings.

Our correction of the BDE in a fundamentally important
organometallic compound such as BiMe3 raised the question,
whether homolytic Bi C bond cleavage is possible at moderate
reaction temperatures in the condensed phase, making this
process relevant for synthetic chemistry under conventional
experimental conditions. To test for methyl radical abstraction
from BiMe3, a benzene solution of BiMe3 and the radical trap 6
was heated to 60 �C and subsequently analyzed by EPR spec
troscopy (Fig. 4). Indeed, a resonance was detected with giso ¼
2.006 and a(14N) ¼ 41.6 MHz, a(1H) ¼ 9.63 MHz, a(13C) ¼ 12.9
MHz, indicating the formation of 7 by methyl radical
transfer.38,54,55

In order to gain further hints at the generation and subse
quent trapping of BiMe in the condensed phase, neat BiMe3 was

Fig. 4 Abstraction and spin trapping of methyl radicals from BiMe3.

Fig. 5 (a) Synthesis of BiMe(SPh)2 (8) from BiMe3 and (SPh)2 with
methane as a detected by product. (b and c) Molecular structure of 8
in the solid state with one formula unit shown in (b) and a cutout of the
coordination polymer shown in (c). Displacement ellipsoids are shown
at the 50% probability level. Hydrogen atoms and one set of split
positions of disordered atoms are omitted for clarity. For detailed
discussion of structural parameters see ESI.† Selected bond lengths (�A)
and angles (�): Bi1 C1, 2.208(10); Bi1 S1, 2.736(2); Bi1 S2, 2.699(2);
C1 Bi1 S1, 89.6(3); C1 Bi1 S2, 89.4(3); S1 Bi1 S2, 93.18(7).

Fig. 3 Ms TPE spectrum of Bi(CH3)2, m/z 239. The vibrational
progression is due to the symmetric bismuth carbon stretch and its
combination with torsional motion. The blue line represents the
simulated spectrum based on 2.

This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, 11, 7562 7568 | 7565
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reacted with stoichiometric amounts of (PhS)2 at 120 �C
(Fig. 5a). BiMe(SPh)2 (8)39 41 was isolated as the product of this
reaction in 41% yield and fully characterized (Fig. 5b and c; for
details see ESI†). Methane was detected in the headspace of the
reaction by IR spectroscopy (Fig. S5†), suggesting the appear
ance of methyl radicals in this reaction.

This together with literature reports42 supports the
potential of BiMe to act as a transient reactive species in this
reaction. The thioether MeSPh was also detected, suggesting
that methyl radical attack at sulfur or s bond metathesis/
disproportionation sequences may also be operative as
a parallel reaction pathway.41 In the solid state, compound 8
forms a coordination polymer through bridging coordination
modes of the thiolate ligands (Fig. 5c). This is a unique struc
tural feature within the small number of literature known
compounds BiR(SR0)2 (R, R0 ¼ aryl, alkyl; for details see
ESI†).42 45

Conclusions

In conclusion, we have generated methylbismuth (BiMe),
a fundamental organometallic compound and the rst example
of an organometallic non stabilized bismuthinidene. BiMe was
accessed via controlled thermal homolysis in the gas phase. The
title compounds shows a triplet (biradical) ground state and an
ionization energy of 7.88 eV, as revealed by combination of
photoelectron spectroscopy and computations. The homolytic
dissociation of the rst Me2Bi CH3 bond in BiMe3 is crucial to
the radical chemistry of this compound (and related species)
and is the initiating step in the formation of BiMe. Our results
reveal a Me2Bi CH3 homolytic bond dissociation energy of 210
� 7 kJ mol 1, i.e. the previously reported value is revised by
more than +15% (+28 kJ mol 1). Nevertheless, reactions in the
condensed phase demonstrate that the abstraction of methyl
radicals from BiMe3 is possible at moderate reaction conditions
and suggest that BiMe may act as an intermediate in reactions
with suitable trapping reagents. Future research will be directed
towards the generation of non stabilized bismuthinidenes and
their exploitation in synthetic chemistry.

Methods and experimental

Details of experimental conditions for synchrotron experi
ments, for calculations with DFT and multi reference methods,
for the preparation of compounds 1 and 8 (including two
methods for the preparation of 1 19), and for IR and EPR spec
troscopic experiments are given in the ESI.†

All calculations were performed with the ORCA program
package, version 4.1.1 and 4.2.56

The spectroscopic experiments were carried out at the VUV
beamline of the Swiss Light Source (SLS) at the Paul Scherrer
Institute, Villigen/CH. In most experiments the photon energy
was scanned in 5 meV steps and calibrated using autoionization
resonances in Ar. The ionization energies reported in the main
paper are accurate to within�20meV and were corrected for the
Stark shi by the extraction eld (8 9 meV). Note that in some

experiments 10 meV steps were used. A detailed description of
the beamline is given in the literature.47

[MeBi(SPh)2] (8).39

Neat trimethyl bismuth (100 mg, 0.394 mmol) and diphenyl
disulde (85.9 mg, 0.393 mmol) were heated to 120 �C for 3 d.
Aer cooling to ambient temperature, a green solid was ob
tained, which was dissolved in benzene (1.5 mL) and layered
with n pentane (1.5 mL). Aer 16 h at ambient temperature, the
product could be isolated by ltration and dried in vacuo as
yellow needles. Yield: 70.8 mg, 0.160 mmol, 41%.

1H NMR (500 MHz, C6D6): d¼ 0.94 (s, 3H, CH3), 6.86 (dd, 2H,
3JHH ¼ 7.4 Hz, 3JHH ¼ 7.5 Hz, p C6H5), 7.03 (t, 4H, 3JHH ¼ 7.6 Hz,
m C6H5), 7.48 (d, 4H, 3JHH ¼ 7.8 Hz, o C6H5) ppm.

13C NMR (126 MHz, C6D6): d ¼ 40.40 (br, CH3), 127.29 (s, p
C6H5), 128.60 (s, m C6H5), 135.62 (s, o C6H5), 136.06 (s, ipso
C6H5) ppm.

Elemental analysis: anal. calc. for: [C13H13BiS2] (442.35 g
mol 1): C 35.30, H 2.96, S 14.50; found: C: 35.12, H 2.90, S 14.40.
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methyl-substituted compound 2 the dominant carbene
character has also been confirmed.12 Further interest in 2
and 3 is due to the increased stability compared to 1 and the
additional photochemistry observed.12

Several C5H2 isomers exist, and it has been computed that
all but pentadiynylidene possess a singlet ground state.17−20 A
number of them have been investigated by Fourier transform
microwave spectroscopy,21−23 but electronic transitions have
only been investigated computationally. For pentadiynylidene
a weak band at around 400 500 nm was computed to
correspond to the A 3Σu → X 3Σg

− transition.24,25 In contrast,
for the cation HC5H

+, 1+ and the cation of the isomer
pentatetraenylidene electronic absorption spectra were re-
corded.26 However, the ionization energy (IE) of 1 has not yet
been determined.
Here, we employ photoelectron spectroscopy to explore the

photoionization of 1, 2, and 3, using threshold photoelectron-
photoion coincidence techniques (TPEPICO).27 This method
permits the photoion mass-selected threshold photoelectron
spectra (ms-TPES) to be recorded for each molecule present
in a reaction mixture by correlating ions and electrons; thus,
contributions from the precursor or possible side products with
different molecular mass can be excluded, in contrast to
conventional photoelectron spectroscopy. Spectra of numerous
reactive intermediates have been recorded by TPEPICO,
including reactive species like allyl,28 propargyl,29 benzyl,30

fulvenallenyl,31 c-C3H2
32 CHx,

33−35 CF3,
36 C3H,37 and

HBBH.38 The method also permits to distinguish different

isomers as shown for example for picolyl,39 xylyl,40,41 and
xylylenes.42 Since TPEPICO recently evolved into a versatile
chemical analysis tool to probe elusive intermediates in
reactive environments such as model flames,43−45 catalytic
reactors,46,47 or in kinetics experiments48,49 clean and isomer-
specific spectroscopic data of radicals and carbenes are much-
needed.

■ METHODS

The experiments were carried out at the x04db beamline of the
Swiss Light Source (SLS) storage ring in Villigen, Switzerland.
The CRF-PEPICO instrument has been described in detail
elsewhere; thus, only a brief overview on the setup50 and the
beamline51 is given here. The molecules were ionized by
vacuum ultraviolet (VUV) synchrotron radiation provided by a
bending magnet and collimated onto a 150 lines mm−1 plane
grating monochromator. The photon energy resolution of E/
ΔE is about 1.5 × 103 and higher order radiation was absorbed
by a MgF2 window. The energy was calibrated using the 11s′
13s′ argon autoionization resonances in first and second order.
All spectra are corrected for photon flux.
The PEPICO endstation contains velocity map imaging

(VMI) spectrometers for both photoelectrons and photo-
ions.51−53 Cations and electrons were extracted vertically in
opposite directions, accelerated by electric fields, which are
designed to allow for simultaneous Wiley McLaren space
focusing as well as velocity map imaging conditions. The
charged particles are detected by position sensitive delay-line

Figure 1. Pentadiynylidene 1, methylpentadiynylidene 2, and dimethylpentadiynylidene 3 were generated by flash pyrolysis from 1-diazo-penta-2,4-
diyne 4, 1-diazo-hexa-2,4-diyne 5, and 2-diazo-hepta-3,5-diyne 6.

Figure 2. From top to bottom: Mass spectra of 1-diazo-penta-2,4-diyne 4, 1-diazo-hexa-2,4-diyne 5, and 2-diazo-hepta-3,5-diyne 6 without
pyrolysis (left-hand column) and with pyrolysis (right-hand column). Efficient conversion to the carbenes is visible upon pyrolysis. Note that for
each compound a photon energy only slightly above the IE of the precursor was employed.
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anode (Roentdek DLD40) detectors. Cations and electrons
were correlated employing a multiple start/multiple stop data
acquisition scheme and thus analyzed in coincidence.54

Threshold photoelectrons were selected with a resolution of
5 10 meV and the contribution of hot electrons was
subtracted as described in the literature.55 Averaging times
were between 60 and 150 s per data point.
As indicated in Figure 1, pentadiynylidene 1, methylpenta-

diynylidene 2, and dimethylpentadiynylidene 3 were generated
by flash pyrolysis of diazo precursors (1-diazo-penta-2,4-diyne
4, 1-diazo-hexa-2,4-diyne 5, and 2-diazo-hepta-3,5-diyne 6).56

These precursors were synthesized following a procedure
similar to the one described in the literature.11,57 Since 4, 5,
and 6 are unstable under ambient conditions, we employed the
sodium salts of the corresponding tosylhydrazones and
synthesized the diazo compounds in situ. The sodium salts
were heated to 60 70 °C in an in-vacuum sample container to
produce the diazo compounds directly in the gas phase. For
part of the discussion below it is important to point out that
due to this approach we could not determine the purity of the
diazo compound. Subsequently the vapors were picked up by
Ar carrier gas and expanded through a 100 μm nozzle directly
into the pyrolysis reactor, an electrically heated silicon carbide
(SiC) tube of 1 mm inner diameter.56 Here the diazo
compounds were pyrolyzed to the carbenes 1, 2, and 3. The
resulting jet was skimmed and directed toward the ionization
volume of the CRF-PEPICO endstation.
DFT (ωB97xD,58 M05-2X(D3),59,60 and M06-2X61), CBS-

QB3,62 and coupled cluster (CCSD) calculations were
performed using the Gaussian 16 program package.63 The
single-reference methods were used in their unrestricted
variant in all cases. CASPT2 evaluations64,65 used MOLCAS
7.866 with the active space being iteratively built from
pseudonatural orbitals of smaller spaces, starting at (2,2). All
reported stationary geometries were evaluated to be true
minima of the potential energy surface by computation of the
molecular Hessian using the respective method, except for the
numerical CASPT2(10,10) optimization of compound 9+ (see
below for definition). Values of the 1 diagnostic are obtained
from converged CCSD amplitudes.67

The TPE spectra of the precursors were modeled by
Franck Condon simulations at 0 K with the program FCfit68

version 2.8.20, while ms-TPE spectra of the carbenes 1, 2, and
3 were simulated at 600 K using the program ezSpectrum,
which takes hot and sequence band transitions into account.69

■ RESULTS AND DISCUSSION
Mass Spectra. Figure 2 shows selected mass spectra with

and without pyrolysis. Without pyrolysis (left-hand column)
the precursor signals of 4, 5, and 6 dominate the spectrum. In
addition, a small peak originating from dissociative photo-
ionization (N2 loss) is observed in all three spectra. The mass
spectra recorded with pyrolysis turned on (right-hand column)
show a complete conversion of the precursor even at low
pyrolysis power and generation of the carbenes 1 (m/z = 62,
top right), 2 (m/z = 76, center right), and 3 (m/z = 90,
bottom right). For 1-diazo-penta-2,4-diyne 4 (top row) further
peaks appear at m/z = 57 and 104, identified as styrene by ms-
TPES. Both originate from previous experiments, are
independent of the pyrolysis temperature, and will thus not
be discussed further. Signals at m/z = 63 and 124 are due to
C5H3 (H-addition to the carbene) and the dimerization
product of 1, C10H4. A ms-TPE spectrum of the dimer,

identified as tetraethynylethene (C10H4) is presented in the SI.
While efficient dimerization of 1 has been observed before,11,70

signals for the dimers of 2 and 3 are small. Stabilization of the
carbene by the CH3 group and/or steric effects might be
responsible. In the pyrolysis of 6 a small peak appears at m/z =
91. It originates from the 13C isotope of m/z = 90 as evident
from the relative peak intensities in the mass spectrum and not
from a H atom addition product.

Photoionization of Precursors 4, 5, and 6. In the next
step photoionization and dissociative photoionization of the
precursors 4, 5, and 6 were investigated without pyrolysis. As
the loss of N2 in the cation was computed to be associated with
a reverse barrier, no binding energies could be derived.
Therefore, the breakdown diagrams are only discussed in the
SI.
The threshold photoelectron spectrum of 4 (black line with

open circles) is depicted in Figure 3. Based on CBS-QB3

calculations of the neutral 4 and the cation 4+, a Franck
Condon simulation (blue line) was carried out. Hot and
sequence band transitions were ignored; nevertheless, the
simulation shows a good agreement with the experiment.
While the band positions are well represented, there are some
deviations in the band intensities. The first major band at 8.15
eV ± 0.01 eV is assigned to the adiabatic ionization energy IEad
and is in excellent agreement with the computed value at 8.14
eV. The error is derived from the full width at half-maximum
(fwhm) of the band. Further peaks are found at 8.27 (+970
cm−1) and 8.41 eV (+2100 cm−1). The first one corresponds to
the fundamental of the C N stretching mode with a computed
value of 1001 cm−1. The second band (computed value 2172
cm−1) is a combination of the C C and the N N stretching
motions. At 8.35 eV the H C N bending vibration (1437
cm−1) also contributes to the TPE spectrum. This is in line
with the most pronounced change in geometry upon ionization
affecting the length of the C N bond, RC−N and the C C
bond, RC−C next to the diazo (N2) group. While RC−C
decreases from 1.40 to 1.35 Å, RC−N increases from 1.32 to
1.36 Å. All other geometry parameters change only slightly and
in particular RN−N and RCC remain almost constant. All

Figure 3. TPE spectrum of 1-diazo-penta-2,4-diyne 4 and
corresponding Franck Condon simulation for the precursor (blue
line: stick spectrum convoluted with a Gaussian of 20 meV fwhm)
shows a reasonable agreement. The ionization energy of 4 is
determined to be 8.15 ± 0.01 eV.
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geometry parameters are summarized in the Supporting
Information. Note that the intensity of the band at +970
cm−1 (around 8.25 eV) is significantly underestimated by the
simulation. Contributions of another isomer may be a plausible
explanation for this observation. Indeed, an isomer of 4 with
the N2 at the central carbon atom possesses a computed IEad of
8.20 eV (CBS-QB3). Interestingly, when the pyrolysis was
turned on, the spectrum shown in Figure 3 disappeared and a
second band appeared around 8.70 eV, see Figure S2.
Obviously an isomer of C5H2N2 is formed at elevated
temperature, most likely from the tosyl hydrazone salt
employed as the sample. This will be further discussed below.
The threshold photoelectron spectrum of 5 is shown in

Figure 4. The Franck Condon simulation (blue line) agrees

again well with the experimental data and the simulated
intensities match the experimental ones. However, the
spectrum is broadened due to the torsion of the methyl
group, which is not properly represented in the simulation that
is based on the harmonic approximation. It is included in the
simulations by simply using a Gaussian with a larger fwhm of
25 meV. Again, the first major band at 7.86 ± 0.02 eV
represents the IEad in agreement with the computed value of
7.81 eV. Two features are visible in the experimental TPES at
7.95 and 8.10 eV, which correspond to a excitation of the C N
stretching mode (897 cm−1) and a combination of CC and
NN stretching vibrations (2153 cm−1), similar to what was
found for 4. Further combination bands with the methyl
torsional mode occur (106 cm−1), which lead to an additional
broadening of the experimental features. Similar to 4 we also
find changes in RC−C and RC−N upon ionization. The latter
increases from 1.32 to 1.37 Å, while the former decreases from
1.40 to 1.36 Å. In addition, the C C bond to the methyl group
decreases from 1.52 to 1.50 Å, while the remaining bond
lengths differs only slightly; see the SI for details. Note that the
simulations performed for 5 do not differ from the experiment
as found for 4 for the band at +970 cm−1

Figure 5 depicts the TPE spectrum of 6 (black line) and the
corresponding Franck Condon simulation (blue line). From
the Franck Condon (FC) fit a reasonable agreement with the
experimental data is visible. An IEad at 7.53 ± 0.03 eV is

derived from the first major peak in the experiment, agreeing
again well with the value of 7.48 eV, calculated on the CBS-
QB3 level of theory. Beside the first major band, two broad
features around 7.65 and 7.79 eV are visible in the
experimental spectrum and are accounted for by the
simulation. Those bands can again be assigned to a C N
stretching (1135 cm−1) mode and to a combination of CC and
NN stretching vibrations at 2123 cm−1. A low frequency
methyl torsion (39 cm−1) is responsible for the peak
broadening. In 6 we find again that RC−N increases from
1.31 to1.37 Å and RC C decreases from 1.40 to1.36 Å upon
ionization, almost identical to compounds 4 and 5, confirming
the small influence of the methyl group on the structure of the
carbon chain. As visible in the mass spectra in Figure 2
dissociative photoionization sets already in at around 7.5 eV,
therefore all electrons were collected.

Photoionization of the Carbenes 1, 2, and 3. After the
photoionization and the dissociative photoionization of the
precursors 4, 5, and 6 have been investigated, the pyrolysis was
turned on to study the three carbenes pentadiynylidene 1,
methylpentadiynylidene 2, and dimethylpentadiynylidene 3.
Figure 6 depicts the ms-TPE spectrum of m/z = 62 recorded

upon pyrolysis of 4. Due to the low signal/noise ratio, 5-point
smoothing was employed. Two intense bands are observed at
8.36 and 8.60 eV, and in addition, several smaller bands are
identified at 8.53, 8.75, 8.87, and 9.10 eV.
CBS-QB3 computations predict an ionization energy of 8.41

eV for 1, in excellent agreement with the band at 8.36 eV.
However, the FC-simulation (blue line) shows little vibrational
activity in the ion, as expected for ionization from a
nonbonding p-type orbital. Only the CC stretching vibration
at 783 cm−1 along with some hot- and sequence band
transitions contribute to the band, which is well reproduced by
a vibrational temperature of 600 K. Thus, the second band at
8.60 eV cannot be reasonably assigned to ionization from the
triplet ground state (T0) of pentadiynylidene 1. For the S1 state
of 1 on the other hand an IE of 7.70 eV was computed, in
strong disagreement with any of the major bands in the
spectrum. A possible source for this band is dissociative
photoionization of the precursor. We rule this explanation out
for two reasons. First, the precursor was completely converted

Figure 4. TPE spectrum of 1-diazo-hexa-2,4-diyne 5. An IEad of 7.86
± 0.02 eV can be extracted from the first major peak. For comparison,
the Franck Condon simulation (blue line: stick spectrum convoluted
with a Gaussian of 25 meV fwhm) is given.

Figure 5. TPE spectrum of 2-diazo-hepta-3,5-diyne 6. An IEad of 7.53
± 0.03 eV can be extracted from the first peak. For comparison, the
Franck Condon simulation (blue line: stick spectrum convoluted
with a Gaussian of 35 meV fwhm) is given.
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in the pyrolysis, and second, the kinetic energy distribution of
the ions in the images with pyrolysis on shows that the band
originates from a species in the molecular beam and not from
fragment ions. The ion images with pyrolysis on and off are
depicted in Figure S7. Interestingly the band at 8.60 eV
becomes smaller, when the temperature of the sample
container is lowered at a constant pyrolysis temperature.
Since the band cannot be due to dissociative ionization, we
computationally investigated the other C5H2 isomers depicted
in Figure 7 as potential carriers of the band at 8.60 eV. Initial

CBS-QB3 computations did not yield satisfactory agreement
for any of the isomers. To validate the IE’s predicted by these
computations, we systematically investigated them on a using a
variety of computational methods, ranging from density
functional theory (DFT) up to CASPT2(14,14). The results
are summarized in Tables 1 and 2. While Table 1 shows the
relative energies of the neutral isomers, Table 2 compares the
adiabatic IE’s. For most isomers the deviation from the CBS-
QB3 results is small, as expected due to the accuracy of the
approach.
The only isomers with a predicted ionization energy in the

range of the second band at 8.60 eV are 7 and 9. As the S0

ground-state of 7 is almost isoenergetic with the T0 of 1, it
might be formed in the pyrolysis and was therefore
investigated first. Although the predicted IE’s do not vary
much with the computational method and are not too far off
the experimental peak, all methods consistently predict an IE
that is at least hundred meV higher than the measured IE of
8.60 eV. Franck Condon (FC) simulations of the TPE-
spectrum of 7 are given in the SI. They qualitatively agree for
all methods but show a pronounced vibrational progression
and are thus in disagreement with the experimental data. In
fact they strongly resemble the spectrum obtained for c-
C3H2,

32 because in both cases ionization occurs at the carbene
center. We therefore conclude that the second band of m/z =
62 in Figure 6 does not originate from the ionization of isomer
7.
We now focus on isomer 9: Interestingly, for the singlet

ground-state of 9 the various computational approaches
predict vastly different ionization energies (see Table 2).
They result from small variations in the predicted equilibrium
geometry of 9+ and problems in the convergence of the
geometry optimization due to a very flat potential energy
surface (see SI Table S9). For a CCSD(T) calculation of the
cation with the geometry being obtained at the ωB97xD level
of theory, the 1 diagnostic, which is a measure for the
multireference character of a wave function,67 has a value of
0.16. This indicates that a single-reference method is unable to
predict the equilibrium geometry correctly.71−73 Further
informations are given in the SI. Therefore, we optimized
the geometry of 9+ by CASPT2(10,10)/cc-pVDZ. Table S7 in
the SI compares the single-reference approaches to the
CASPT2 geometry and shows that density functional methods
are able to reproduce the CASPT2 geometry, while CCSD fails
to predict a correct geometry for 9+. Using the uωB97xD
optimized geometry for the cation, the ionization energy of 9
from the singlet ground state is predicted to be 8.55 eV at the
CASPT2(14,14)/cc-pVTZ level of theory (including ZPE-
corrections taken from ωB97xD Hessians). Using the
CASPT2(10,10) optimized geometry an IE of 8.58 eV is
obtained. This is in excellent agreement with the second band
in the spectrum at 8.60 eV. Furthermore, FC-simulations
including transitions from the T0 of 1 and the S0 of 9 (red line
in Figure 6) show very good agreement with the experimental
spectrum. Vibrational transitions are assigned to a progression
of the CC stretch between the three-membered ring and the
adjacent carbon chain (2260 cm−1) located at 8.88 and 9.14
eV. In addition, the small feature at 8.77 eV can be described
by a C C C ring bending vibration at 1400 cm−1.
This leads to the question how 9 is formed, although it is

0.78 eV (75 kJ mol−1) less stable compared to 1. A previous
theoretical investigation predicted all isomerization barriers
between C5H2 isomers to be larger than 2.3 eV,74 as confirmed
by our own DFT calculations. These barriers are significant,
and therefore rearrangements to higher lying isomers are
unlikely under mild pyrolysis conditions. The best explanation
relies on the in situ preparation of the diazo precursor 4 from
the sodium salt of the tosyl hydrazone. This is supported by
our investigations of C5H2N2: Here a second C5H2N2 isomer
appears in the ms-TPES when the pyrolysis is turned on, see
Figure S2. Hence, we suggest that the in situ generation of the
diazo-precursor is responsible for the appearance of other
C5H2N2 isomers, which upon pyrolysis may yield the singlet
carbene 9.

Figure 6. Ms-TPE spectrum of m/z = 62 (black line with open
circles). A Franck Condon simulation including pentadiynylidene 1
(blue line) and 3-(didehydrovinylidene)cyclopropene 9 (red line)
agrees well with the experimental spectrum. From the two major
peaks IEad of 8.36 ± 0.03 eV for 1 and 8.60 ± 0.03 eV for 9 can be
extracted.

Figure 7. Five C5H2 isomers: Penatadiynylidene 1, ethynylcyclopro-
penylidene 7, pentatetraenylidene 8, 3-(didehydrovinylidene)-
cyclopropene 9, and ethynylpropadienylidene 10.
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Note that for the sake of completeness, we also computed
IE’s for the isomers of C4N, which also have m/z = 62, are
known to be stable75,76 and might be formed during pyrolysis.
However, the computations ruled out any contributions to the
spectrum. Details are therefore only given in the SI (Figure
S4).
For comparison and to study the influence of a methyl group

on the carbene, we recorded ms-TPE spectra of the methyl-
substituted carbene 2 and the dimethyl-substituted one 3,
which are presented in Figure 8. Again 5-point smoothing was
employed to account for the small signal intensity and the
subsequently low signal/noise ratio. The spectrum of H3C
C5-H (Figure 8, left-hand column, average over five spectra) is
dominated by a broad band at 7.77 eV, which was assigned to
the ionization energy of methylpentadiynylidene 2. From the
fwhm of the major peak, error bars of ±0.04 eV are assumed.
CBS-QB3 calculations yield a value of 7.80 eV for the IEad,
again in excellent agreement with the experimental value. The
geometry change upon ionization is small and the bond length
of RC−CH3 decreases only from 1.45 to 1.42 Å.
The FC-simulation at an estimated temperature of 600 K

shows a very good agreement with the experiment. The peak at
7.77 eV is broadened due to hot and sequence band transitions
and contributions of the CC stretching vibration (609 cm−1).
The fact that the spectrum of 2 shows only one dominant peak,
confirms that the second peak in the ms-TPE spectrum of 1 is
due to a second isomer and not due to an unaccounted
vibrational or electronic transition.

The right-hand side of Figure 8 depicts the corresponding
TPE spectrum of dimethylpentadiynylidene 3 m/z = 90, which
constitutes an average of ten spectra. The FC-simulation

Table 1. Relative Energies Erel of the C5H2 Isomers in Their Lowest Singlet and Triplet States Using a Variety of Quantum-
Chemical Approachesa

molecule
uωB97xD/

6-311++G(d,p)
uM05-2X(D3)/
6-311++G(d,p)

uM06-2X/
6-311++G(d,p)

uCCSD/
cc-pVTZ

uCCSD(T)/cc-pVTZ//
uCCSD/cc-pVTZ

CASPT2(14,14)/cc-pVTZ//
uωB97xD/6-311++G(d,p)

1 Erel (S1) 0.41 0.50 0.55 1.07 0.87 0.70
1 Erel (T0) 0.0 0.0 0.0 0.0 0.0 0.0
7 Erel (S0) 0.04 0.01 −0.16 −0.08 −0.15 0.01
7 Erel (T1) 2.02 2.05 1.93 2.16 2.06 2.03
8 Erel (S0) 0.72 0.73 0.67 0.65 0.40 0.72
8 Erel (T1) 1.50 1.56 1.57 1.57 1.51 1.84
9 Erel (S0) 0.78 0.74 0.63 0.80 0.67 0.78
9 Erel (T1) 3.09 3.13 3.04 b b 3.15
10 Erel (S0) 0.81 0.82 0.75 0.62 0.47 0.67
10 Erel (T1) 1.93 2.49 1.25 1.68 1.72 1.76

aThe energy of the thermodynamically most stable isomer 1 in its T0 ground state is set to zero. Relative energies are given in eV. bGeometry
optimization does not converge.

Table 2. Ionization Energies (IEs) of the C5H2 Isomers in Their Singlet (S) and Triplet (T) Ground State Using a Variety of
Quantum-Chemical Approachesa

molecule
uωB97xD/

6-311++G(d,p)
uM05-2X(D3)/
6-311++G(d,p)

uM06-2X/
6-311++G(d,p)

uCCSD/
cc-pVTZ

uCCSD(T)/cc-pVTZ//
uCCSD/cc-pVTZ

CASPT2(14,14)/cc-pVTZ//
uωB97xD/6-311++G(d,p)

CBS/
QB3

1 IE(S1) 8.07 8.16 8.04 7.36 7.36c 7.55 7.70
1 IE(T0) 8.43 8.68 8.60 8.30 8.26c 8.20 8.41
7 IE(S0) 8.82 8.93 8.92 8.78 8.77c 8.70 8.90
7 IE(T1) 6.96 7.01 6.94 6.65b 6.68c 6.82 6.95
8 IE(S0) 9.57 9.32 9.32 9.25 9.40c 9.10 9.44
8 IE(T1) 8.49 8.56 8.49 8.40 8.36c 8.06 8.47
9 IE(S0) 8.85 9.02 8.80 9.82 9.96c 8.55 8.80
9 IE(T1) 6.64 6.73 6.49 b b 6.28 7.08
10 IE(S0) 9.74 9.94 9.68 9.71 8.92c 9.62 9.84
10 IE(T1) 8.64 8.30 9.20 8.67 8.61c 8.55 8.71

aZero-point vibrational energy corrections are included. Energy differences are given in eV. bGeometry optimization does not converge. cZPE
contribution from uωB97xD/6-311++G(d,p).

Figure 8. ms-TPE spectrum of m/z = 76 and Franck Condon
simulation of methylpentadiynylidene 2 (blue line) is shown in the
left-hand column. The ionization energy is determined to be 7.77 ±
0.04 eV. In the right-hand column the ms-TPE spectrum of m/z = 90
(black line with open circles) and Franck Condon simulation of
dimethylpentadiynylidene 3 (blue line) is pictured. An ionization
energy of 7.27 ± 0.06 eV can be extracted.
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another transient appears at 1970 cm 1 that was assigned to the
triplet state.17 Thus the C C bond strength is lowered in both
excited states, but is still in the region of a C C triple bond.
Interestingly no signals from the unidentified intermediate state
were found in the C C stretch region, but transient peaks with
lifetimes of 200 ps were observed in the spectral region between
1550 cm 1 and 1580 cm 1.21,23 It was therefore concluded that this
pronounced shift to lower wavenumbers indicates the presence of a
C C double bond and thus a stilbene like biradicalic trans bent
structure with C2h symmetry was suggested (Fig. 1, right hand
structure).

A comprehensive theoretical analysis was recently published
by Krämer et al.33 Computations revealed an excited singlet
state of 1Au symmetry showing a trans bent minimum energy
geometry.31 34 The potential of this state along the trans bent
motion crosses the 1B1u potential and can thus be populated via
fast internal conversion (IC) after photoexcitation of 1B1u.34 This
deactivation pathway explains the abrupt drop of fluorescence10,11

and the strong temperature dependence16 of the 1B1u lifetime,
because an activation barrier has to be surmounted to reach the
conical intersection.31 Although there is a large body of work on
the photophysics in solution as discussed above, no time resolved
studies in the gas phase have been carried out so far. It was the
goal of the present work to experimentally analyse the role of
the trans bent 1Au state in isolated tolane after 1B1u excitation
and enable a direct comparison with theory. Since a ps laser is
employed, zero order vibronic states are excited and their
dynamics are studied as a function of excitation energy.39 42

Photoionisation and photoelectron spectroscopy are chosen as
probe methods, because information on the electronic states
involved in the relaxation processes can be extracted from the
photoelectron kinetic energy as has been discussed in several
review articles.43 45

2 Experimental and
computational methods

Diphenylacetylene (tolane) was purchased from Sigma Aldrich
und used without further purification. Experiments were conducted
in a differentially pumped vacuum chamber. The sample was
heated up to 70 1C in a home built oven attached to a solenoid
pulsed valve, seeded in argon as a carrier gas (p0(Ar) = 1.2 1.4 bar)
and expanded into the source chamber through a 0.3 mm diameter
nozzle. After around 2 cm, the generated supersonic jet passed a
conical skimmer with an aperture of 2 mm and reached the
main chamber. For excitation and ionisation, we employed a
10 Hz Nd:YLF based picosecond laser system from Ekspla,
described earlier.46 The fundamental wavelength of 1053 nm
was frequency tripled and 85% of the third harmonic (4 5 mJ)
were used to produce tuneable pump pulses (40 100 mJ) in an
optical parametric generator (OPG). The residual part of the
third harmonic (351 nm, 400 500 mJ) was sent over a motorised
delay stage and used as the probe pulse. Alternatively, probe
pulses of 263.5 nm (25 30 mJ) were obtained via frequency
doubling of the second harmonic (527 nm, 0.9 1.0 mJ) in a BBO

crystal. The instrument response function (IRF) was found to be
around 4 ps and the bandwidth of the pulses was on the order
of 20 cm 1. The vertically polarised pump and probe pulses
were overlapped on a dichroic mirror and slightly focused into
the molecular supersonic jet. Rotation of the polarization did
not change any of the results reported below. Ions or electrons
were accelerated in the charged particle optics of a longitudinal
velocity map imaging (VMI) spectrometer47 and passed a 50 cm
field free flight tube shielded with a 1.5 mm thick m metal tube
before being registered in a VMI detector, consisting of two
microchannel plates (Chevron assembly) and a P43 phosphor
screen. Ion signals were detected in a home built current monitor.
For the REMPI spectra the OPG was scanned in 0.1 nm steps
and each data point was typically averaged over 50 laser shots.
In photoelectron VMI experiments, the light emitted from the
phosphor screen was imaged onto a progressive scan camera
with a 2/3’’ CCD chip by an achromatic object lens. To obtain a
better signal to noise ratio, the applied voltage at the second
microchannel plate of the detector was gated by a push/pull
switch with a gate width of 150 ns. The exposure time of the
camera was additionally triggered with a gate width of 1 ms.
Each 2D raw image was averaged over up to 5800 laser shots and
reconstructed via the pBASEX48 algorithm, employing Legendre
polynomials up to the second order. Two digital delay genera
tors were employed for temporal synchronization.

All quantum chemical calculations were performed using
the Gaussian 16 program package.49 Where necessary the
orientation of the molecule was chosen based on the IUPAC
recommendation38 (see Fig. 1). The z axis is directed along the
central C C triple bond and the x axis is perpendicular to the
molecular plane. The geometry of the linear D2h symmetric
structure of tolane was optimised by density functional theory
(DFT) employing the oB97xD functional50 combined with the
cc pVDZ basis set.51 Electronically excited states were calculated
using TD DFT with the same functional and basis set. For the
calculation of vibrational frequencies, the excited state structure was
subsequently optimised. DFT calculations concerning the C2h trans
bent geometry were performed on the (u)oB97xD/def2 TZVPP level
of theory.50,52 The optimised structures have been confirmed to be
true minima by frequency calculations. CASPT253 calculations using
Dunning’s cc pVTZ basis set54 were carried out using MOLCAS7 in
C2h symmetry.55 The (6,6) active space was built by considering
the canonical Hartree Fock orbitals predicted to contribute most
to ionisation and excitation processes by prior SCS ADC(2)/def2
TZVPP calculations.

3 Results
A REMPI experiments

As mentioned above tolane exhibits at least two excited states
(1Ag and 1B1u) in the region of 4.3 4.4 eV. While the 1B1u state is
optically active, the totally symmetric doubly excited 1Ag state is
one photon forbidden. Nevertheless, several b1u vibrational modes
become active by vibronic coupling with the 1B1u state.11 In a first
step we recorded [1+1] REMPI spectra (Fig. 2, black) to compare
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them with the earlier LIF spectra of Okuyama et al. obtained with a
ns laser (Fig. 2, grey).10 The authors also reported that the [1+1]
REMPI spectrum is identical to their LIF spectrum. As an ionisa
tion energy (IE) of 7.9243 eV has been determined for tolane,18 two
photons are sufficient for ionisation. The most intense bands are
summarised in Table 1. Based on quantum chemical calculations,
higher energy bands can be tentatively assigned to totally sym
metric vibrational modes of the 1B1u state showing mainly activity
on the phenyl rings. As computations reveal no low frequency ag

modes of the 1B1u state, those bands might arise from vibronic
coupling of the excited 1Ag and 1B1u states. Note that all transitions
are accompanied by combination bands with the phenyl torsion.18

Due to the smaller spectral bandwidth (1 cm 1) compared to
our ps laser setup (ca. 20 cm 1) the LIF spectrum shows a better
resolution and narrower bands than the REMPI spectrum,
which cannot resolve the torsional structure. The centre of
the first band at 35 238 cm 1 is in good agreement with the
reported value of 35 248 cm 1 for the 1B1u origin.10 The most
remarkable difference between the two spectra is the presence
of intense transitions above 35 600 cm 1, which are absent in

the LIF spectrum. This fluorescence cut off indicates the onset
of a non radiative decay channel and a decrease of the excited
state lifetime.

In order to investigate the dark 1Ag state, corresponding
mainly to a (HOMO 1) - LUMO transition,11 we also recorded
[2+2] REMPI spectra and reproduced the spectra recorded by
Okuyama et al.10 However, our studies revealed no additional
information on this electronic state. The spectrum is therefore
given only in the ESI,† Fig. S1.

B Time resolved measurements

To study the lifetimes of the observed one photon active bands
and the underlying dynamics, we excited tolane to several of the
bands observed in the REMPI spectrum and ionised them in a
[1+10] REMPI process with a 263.5 nm probe pulse. Recording the
photoion signal at different pump probe delay times yielded time
resolved decay traces, a selection depicted in Fig. 3. The traces were
fitted by a function including a Gaussian shaped instrument
response function (IRF, around 4 ps) and an exponential decay.
Bands located up to 700 cm 1 above the 1B1u origin showed a
lifetime on the ns timescale (see Fig. 3, upper trace) in agreement
with the high fluorescence quantum yields reported earlier.10,11

Excitation of bands with excess energies above +700 cm 1 leads to
a rapid decrease of lifetime to 162 ps at +983 cm 1 and finally to
35 ps at +1448 cm 1. The observed lifetimes are also summarised in
Table 1. Interestingly, all traces decay to zero monoexponentially,
whereas a number of time resolved studies in solution observed a
two step decay.16,21,23,25,26

A possible reason for a monoexponential decay is a probe
energy that is insufficient to ionise the final electronic state. To
elucidate possible further steps of the dynamics, we therefore
switched to a probe wavelength of 351 nm (third harmonic of
Nd:YLF laser), which provides significantly higher pulse energies
and thus a higher probability for multiphoton ionisation in the
probe step. At the 1B1u origin, the total energy of a [1+10] REMPI
process (7.90 eV) is only slightly below the IE (7.92 eV18), but due
to the Stark shift of the IE in the 1000 V cm 1 field, ionisation
with only one probe photon is nevertheless possible. Decay traces
for selected bands are given in Fig. 4.

Fig. 2 Picosecond [1+1] REMPI spectrum (black) of tolane in the region of
the lowest excited singlet states and fluorescence excitation spectrum (LIF,
grey) recorded by Okuyama et al 10 The origin of the 1B1u transition was
assigned to the band at 35 238 cm 1

Table 1 Summary of the most intense vibrations of isolated tolane and corresponding lifetimes obtained in pump probe experiments employing 263 5
and 351 nm probe pulses, respectively Mode assignments are based on computed totally symmetric (ag) vibrational modes of the 1B1u state scaled with a
factor of 0 971 (oB97xD/cc-pVDZ)

Vib. energy (cm 1) Calc. values (cm 1) Tentative assignment t (ps) (lprobe = 263.5 nm) t1/t2 (ps) (lprobe = 351 nm)

�198 41 ns 41 ns
35 238 1B1u origin 41 ns 41 ns
+339 41 ns 41 ns
+440 41 ns 41 ns
+684 +684 n12 ring breathing 41 ns 41 ns

Cut-off of fluorescence10,11

+983 +968 n10 ring deform. 162 � 10 163 � 10
+1128 +1125 n8 ring deform. 65 � 5 70 � 10

225 � 25
+1314 +1322 339 cm 1 + n10 46 � 5 37 � 5/188 � 20
+1448 +1443 n6 ring deform. 35 � 5 32 � 5/121 � 20
+2120 +2119 n4 CRC-strech 18 � 2/133 � 15
+3106 +3103 n4 + n10 10 � 2/153 � 15
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Low energy bands show the same time dependence as the
traces recorded with 263.5 nm probe pulses, apart from an
additional contribution at time zero that decays within the

pulse duration. At higher excitation energies, differences between
both probe wavelengths become visible. First, the signal does not
drop to zero but a constant signal offset remains, which indicates
the population of a long lived state. Second, a biexponential fit
function is required to describe the time dependence. The first
time constant t1 strongly depends on the excitation wavelength
and is in excellent agreement with the values obtained with
263.5 nm probe pulses, as shown in Table 1. The second time
constant t2 however lies between 100 and 200 ps and depends
only weakly on the excitation energy. The time constants agree
well with those recorded in previous solution phase studies16

and the biexponential decay is in accordance with a sequential
relaxation process.16,21,23

C Time resolved photoelectron imaging

To gain further information on the nature of the electronic
states involved in the relaxation process, we recorded time
resolved photoelectron images (TR PEI) as a function of time
delay. Fig. 5 shows the transient photoelectron map recorded at
lpump = 267.7 nm (+2120 cm 1), corresponding to excitation of
the 1B1u C C stretch mode, and lprobe = 351 nm. The most
important features are better recognised in the photoelectron
spectra shown in the lower part of Fig. 5, which are averaged
over a range of delays. An unstructured signal at higher

Fig. 3 Decay traces at different excitation energies employing a probe
wavelength of 263 5 nm The lifetime drops monoexponentially at higher
excitation energies

Fig. 4 Decay traces at different excitation energies employing a probe wave-
length of 351 nm The lifetime drops at higher excitation and a biexponential
decay with a constant signal offset at long delay times is observed

Fig. 5 Transient photoelectron map at an excitation wavelength of 267 7 nm
(1B1u origin +2120 cm 1) employing a probe wavelength of 351 nm One-
colour signals before time zero were subtracted in order to obtain the pure
transient signal The lower trace shows photoelectron spectra at different
delay intervals Two peaks A and B with different temporal behaviour can be
resolved

Paper PCCP

 
 

 
 

 
 

 
 

 
 

 
 

 
View Article Online

Non-standard computational approaches applied to molecular systems
Page 70



Chapter 5 Photochemistry of the Diphenylacetylene Biradical

This journal is© the Owner Societies 2019 Phys. Chem. Chem. Phys., 2019, 21, 13157--13164 | 13161

energies up to 3 eV is present and decays with time. In addition,
two prominent peaks appear in the spectra: an intense transient
at electron kinetic energies (eKE) close to 0 eV (peak A in Fig. 5)
is present at time zero. It is due to threshold electrons from
[1+10] ionisation of the initially excited 1B1u state. This signal
decays quickly within roughly 20 ps. On the same time scale a
peak at 1.57 eV gains intensity (peak B in Fig. 5) and maximises
at around 60 ps (green trace). Its eKE shows that it originates
from a [1+20] process. The peak decreases at long delay times
with t2 and an unstructured long lived transient (purple trace)
remains. Its temporal profile shows that it originates from
ionisation of a transient state, populated from 1B1u state within t1.
Note that TR PEI with 263.5 nm probe pulses only showed the first
decay associated with t1 and thus provided no information beyond
the photoion (PI) signal, see Fig. S2 and S3 in the ESI.†

We performed a global fit using the Glotaran56 software,
assuming a sequential two step relaxation to a long lived state,
in agreement with previous solution phase studies.16,21,23,25,26

This fit yields time constants of 18� 1 (t1) and 121� 6 ps (t2) in
excellent agreement with the values obtained from time
resolved REMPI measurements (18 and 133 ps, see Fig. 4,
bottom trace). Furthermore, the global fit reveals the evolution
associated spectra (EAS) depicted in Fig. 6. In case of a
sequential relaxation scheme with increasing lifetimes (t1 o
t2 o. . .o tn) the EAS can be directly interpreted as the
spectrum of the intermediate species.57 As depicted in Fig. 6,
the EAS shows the two distinct peaks A at around 0 eV,
originating from [1+10] ionisation of the initially excited 1B1u

state and B at 1.57 eV, representing ionisation from the inter
mediate state populated by non radiative deactivation of the
1B1u state. Analysis of the photoelectron angular distribution
provides additional information on the two photon probe
process, see Fig. S4 (ESI†). Peak B exhibits a pronounced
positive anisotropy of b = +0.84. In this plot of b vs. eKE two
further peaks with a similar b appear that are difficult to
discern in the photoelectron spectra. In the spectrum recorded

at the 1B1u origin peak B is absent (Fig. S5, ESI†), confirming
that it is not related to ionisation of this state. Note that we
recorded TR PEI at different excitation wavelengths, but peaks
A and B appeared at same electron kinetic energies (see Fig. S6
and S7 in the ESI†). This issue will be discussed in detail in the
next section.

4 Discussion

The most obvious difference between the one colour [1+1] REMPI
spectrum and the fluorescence excitation spectrum is the absence
of transitions above 700 cm 1 in the latter one. This drop in Zfl

already indicates a rapid lifetime decrease with excitation energy
and thus also an inefficient ionisation with ns laser pulses.10 This
interpretation is supported by the lifetimes of the bands depicted
in Fig. 3 and summarised in Table 1. Bands located close to the
1B1u origin show lifetimes in the ns region while nonradiative
relaxation sets in 0.12 eV above the origin and higher excited
vibrational bands deactivate on a ps time scale (e.g. 162 ps at
+983 cm 1 and 35 ps at +1448 cm 1). Energetically the drop in
lifetime coincides with the quenching of fluorescence.

As visible in the EAS, at longer delay times a second peak (B,
see Fig. 6) at 1.57 eV grows in with time constant t1 (18 ps), due
to ionisation from an intermediate state with a lifetime of 121 ps (t2)
that is populated by deactivation of the 1B1u state. Computations
identified a curve crossing with the 1Au state that has a biradicalic
trans bent structure31 34 (C2h symmetry). A barrier of 0.17 eV31,33

above the 1B1u minimum energy geometry was calculated for
the crossing point, in agreement with measured drop in life
time. However, there is no information available on the ionisation
of the trans bent 1Au electronic state. Therefore we calculated
the IE of trans bent tolane and obtained values from 9.46 (DFT)
and 9.35 eV (CASPT2), assuming the linear ground state as
the reference point. The energies of the electronic states are
depicted in Fig. 7.

Based on the computed IE, one 263.5 nm (4.71 eV) probe
photon is not sufficient to ionise trans bent tolane in a [1+10]
process even at the highest employed pump energy (272.6 nm,
4.55 eV, see Fig. 7) and at least two photons are required for
ionisation. At 263.5 nm the probe pulse energy is relatively low
(25 30 mJ), multiphoton ionisation is suppressed and the 1Au

state cannot be ionised. In contrast, the much higher pulse
energy at 351 nm (300 350 mJ) enables multiphoton ionisation
processes, and provides enough energy to ionise the intermediate
trans bent state, leading to transient signals in the time resolved
TR PEI experiments (see Fig. 5).

As mentioned above, the position of the surprisingly sharp
peak B (1.57 eV) in the EAS does not depend on the excitation
energy (see Fig. S6, S7 in the ESI†). This indicates that the
excited state vibrational energy is conserved in the ionisation
step. In principle it is possible that ionisation takes place
directly from the vibrationally highly excited trans bent state
via non resonant two photon absorption. Since the trans bent
1Au state lies 3.31 eV above the planar ground state,27 one UV
photon (e.g. at 272.6 nm, 4.55 eV) deposits 1.24 eV of vibrational

Fig. 6 Evolution associated spectra (EAS) of the species corresponding to
time constants t1 (18 ps) and t2 (121 ps), respectively Spectra were obtained
from a global fit of the photoelectron map at an excitation wavelength of
267 7 nm (1B1u origin +2120 cm 1) using the Glotaran56 software A two-
step sequential relaxation model was assumed
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energy (Evib) in the 1Au state. As the IE of the trans bent structure
lies at around 9.4 eV relative to the D2h symmetric ground state
and assuming that vibrational energy (Evib(1Au), 1.24 eV) is
conserved in the ionisation step, a [1+20] REMPI process with
a total energy of 11.61 eV is unlikely to generate photoelectrons
with a kinetic energy of 1.57 eV (see Fig. 7). Instead three probe
photons would be required for ionisation.

However, the comparably sharp feature B (Fig. 5 and 6) and
its pronounced anisotropy (Fig. S4, ESI†) suggest that ionisation
takes place via an intermediate Rydberg state (Ryd), populated by the
first probe photon, followed by ionisation from this state with the
second one, as indicated in Fig. 7. The final ionisation step occurs
from an atom like orbital, resulting in a pronounced anisotropy and
b values that significantly deviate from 0. Multiphoton ionisation via
intermediate Rydberg states is regularly observed in time resolved
experiments relying on multiphoton probe processes.42,58 61 The
binding energy of the Rydberg state (EB) and its quantum defect d
can be calculated from the peak position according to eqn (1) and (2)
with R being the Rydberg constant (13.606 eV).

EB = h�nprobe Ekin(e ) = 1.96 eV (1)

n d ¼ R

BE

r
¼ 2:63 (2)

As b depends on the excess energy in the ion, a detailed
analysis requires high level computations. However, large positive
values are in agreement with ionisation from s or p states.62

Interestingly Zgierski and Lim32 assigned ps* character to the
1Au trans bent state. Such ps* states can often be considered as 3s
Rydberg states,63 so ionisation via intermediate p Rydberg states
can be expected. In contrast, Krämer et al.33 recommended to view
the 1Au as a pn* state. In either case the excitation is localised at
the C C bond and ionisation occurs from a linear combination of
non bonding orbitals located at the carbon atoms, which have
notable s Rydberg character. Employing eqn (1) and (2) and
assuming n = 3, the resulting quantum defect (d = 0.37) supports
the assumption that ionisation from the 1Au trans bent state might
take place via an intermediate 3p Rydberg state, in agreement with
the interpretation above.

Previous computational work backed by solution phase data
suggests deactivation of the 1Au state by ISC to the T1 state as
the final step of the nonradiative relaxation. The experiments
revealed a lifetime of 100 ps to 200 ps for the 1Au state. It deactivates
to a long lived state that is also ionised in a two photon process and
gives rise to a broad and featureless band at long delay times. Such a
behaviour is expected for ionisation from a highly vibrationally
excited triplet state (Evib = 1.83 eV at 272.6 nm). The dynamics
elucidated from our gas phase data confirm the available computa
tional work and agree with the majority of solution phase data. Note
that no evidence was found for deactivation of the 1B1u state via the
2 1Ag state. Presumably, the density of states is too low for an
efficient competition with IC to the Au state.

5 Conclusion

In this work we investigated the excited state dynamics of zero
order vibronic bands in jet cooled tolane by ps time resolved
multiphoton ionisation and photoelectron imaging. The data
allow a direct comparison with high level computations. While
bands located close to the 1B1u origin show in agreement with
earlier fluorescence work no time dependence on the ps time
scale, the lifetimes drops remarkably at excitation energies
above +700 cm 1, becoming as short as 10 ps at +3106 cm 1.
This behaviour is in agreement with the reported low fluores
cence quantum yield above +700 cm 1 in the 1B1u state.10,11 The
band at +983 cm 1/0.12 eV is the first one that shows a sub ns
lifetime (162 ps) and thus provides evidence for nonradiative
deactivation. The observations are in accordance with internal
conversion (IC) to the biradicalic trans bent 1Au state as pre
dicted by theory.31 34 Computations revealed a barrier of
0.17 eV,31,33 i.e. a value that agrees well with the experimental
one. It is ionised via an intermediate Rydberg state, possibly a
3p state. The time domain data reveal a lifetime of 100 200 ps
for the 1Au state, which depends only weakly on excitation
energy. It relaxes to a long lived excited state that gives rise to
a signal offset at long delay times. The data are in agreement
with ISC to the triplet manifold as found in solution.16,27

In summary our data fully support the picture of the excited
state dynamics developed by theory and confirm the importance
of the trans bent motion for the photophysics of tolane.32,33

Fig. 7 Possible ionisation processes after 1B1u excitation and relaxation to
the trans-bent 1Au state Energy arrows are scaled and processes asso-
ciated with grey arrows are unlikely to take place (a and b) Values are
adopted from literature 18 27 (c) Value obtained from quantum chemical
calculations using DFT (9 46 eV) and CASPT2 (9 35 eV), respectively
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multi-reference-approaches [32,33] but recent investigations
showed that DFT also delivers quite accurate insights [34]. The
hybrid dispersion-corrected density functional xB97xD was used
[35] in combination with the 6-311G(d,p) basis set [36,37]. In all
cases, polarizable contiuum models (PCM) were employed using
the integral equation formalism [38]. We always used the param-
eters for the respective solvent. For all structures, minimized
geometries were verified to be true minima by computation of
the molecular hessian. Excited-to-excited-state absorption fre-
quencies and oscillator strengths were obtained using the Mul-
tiWFN program suite [39]. Computations of the EPR parameters
employing the modern coupled-perturbed (CR) method [40] failed
due to convergency problems. Hence, we had to use the quasi-
restricted orbital (QRO) method [41]. Because it is only strictly
valid for pure GGA DFT functionals we employed the PBE func-
tional [42] in combination with def2SVP basis sets [43,44] for the
EPR parameter computations. The computations were performed

on top of the geometries obtained with xB97xD/6-311G(d,p). For
these calculations, we used the ORCA4.2 [45] program suite.

3. Results

a) EPR Spectra
For 1 in Ar matrix a bent geometry 1awith a triplet ground state

was found [26]. However, the ground-state multiplicity can
depend on the solvent, as found by Knorr et al. [21] and discussed
above. We therefore investigated the spin multiplicity of 1a at 4 K
in frozen ethanol and DCM by irradiating precursor 2 at 305 nm
and analyzed the transformation to 1 at higher temperatures.

Fig. 1 shows the resulting spectra in DCM (upper trace, black
line) and ethanol (lower trace, black line) upon irradiation at
305 nm. In both solvents, a triplet ground state is found for 1a.
Red traces present EasySpin simulations [46] based on axial (D)
and rhombic (E) zero-field splitting parameters given in Table 1.

nt
en

s
ty

DCM (4K)
 Simulation

nt
en

s
ty

800600400200

magnetic field /mT

 EtOH (4K)
 Simulation

Fig. 1. EPR spectra (black) of 1a as produced upon irradiation (305 nm) of the precursor 2 at 4 K. In frozen solutions of both DCM (upper trace, black line) and ethanol (lower
trace, black line) 1a is formed in the triplet state. Axial (D) and rhombic (E) zero-field splitting parameters were determined by simulations (red traces).

Table 1
Experimental (‘‘exp”) and calculated (‘‘calc”) values of the axial (D) and rhombic (E) zero-field splitting parameters for 1a and 1 under various solvent and temperature conditions.
WRONG IMAGES FOR GEOMETRY!! PLEASE SEE MANUSCRIPT!

Ethanol
4 K

DCM
4 K

DCM
> 70 K

Ar
10 K[26]

Ar
> 40 K[26]

Geometry

Dexp /cm 1 0.464 0.460 0.460 0.484 0.468
Eexp /cm 1 0.010 0.005 < 0.002 0.00423 < 0.0002
Dcalc /cm 1 – 0.2631) 0.2582) – –
Ecalc /cm 1 – 0.0041) 1.1�� 10 6 2) – –

1) Structure optimized for the triplet state for a fixed \CCC 130�.
2) Linear equilibrium structure of the triplet state.
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[47]. When the MOs of the diazo compound are correlated with
those of bent Ph2C3, one finds that dissociation of the diazo group
forms Ph2C3 in its bent open-shell (OS) excited singlet state S2, OS
(see Table 3). Note that spin conservation necessitates formation
of 1 in a singlet state, because N2 can only be formed in the X 1Rg

+

state due to its energetically inaccessible lowest triplet state. Thus,
an open-shell singlet arises, because the former p electron remains
in a carbon-centered orbital, which is out-of-plane with respect to
the planar Ph2C3 fragment (SOMO 1, Table 3), whereas the former
C-Nr electron remains in a different orbital in the molecular plane
of Ph2C3 (SOMO 2, Table 3). These two MOs become energetically
degenerate at the triplet and open-shell-singlet equilibrium
structures.

4. Discussion

We will now relate the experimental data with the computa-
tional results to describe the photoinduced dynamics of 2. In a first
step we will assign the simplest TA spectrum recorded in DCM
without the presence of oxygen, which shows a single band that
ranges approximately from 560 to 660 nm (1.88–2.21 eV). This
band appears within s2 � 1 ps and decays with a time constant
s4 � 80 ps.

The 295 nm pump pulse excites the molecule into the S2 state,
which is dissociative along the C–N2 coordinate. Elimination into a
nitrogen molecule and 1 occurs presumably on a sub-100 fs time
scale, which cannot be resolved in the present setup, and thus
the dissociation of 2 is probably included in the fastest decay time
constant s1. The TA signal disappears, because the precursor leaves
the Franck–Condon window when the C–N2 bond is elongated.
Nevertheless, s1 also contains a signal contribution from the coher-
ent artifact, which renders an assignment difficult. As already men-
tioned, the correlation diagram in Fig. 5 shows that 1 is formed in
the S2 open-shell (OS) singlet state, but in the bent structure 1a
because relaxation to the linear structure is slower than N2 disso-
ciation. However, the minimum energy of S2,OS corresponds to a

linear carbon chain with twisted phenyl rings (Figs. 5, 1c). Hence,
the lifetime of the bent structure will be only short, because a
vibrational relaxation to the linear structure sets in.

Based on the computations, a vertical excitation energy of
2.35 eV is predicted for the S2,OS ? S3 absorption in 1 at the bent
geometry (1a). For the corresponding adiabatic excitation energy
(red line in Fig. 5) to the equilibrium geometry of the S3 state a
value of 1.96 eV is computed. This is in very good agreement with
the peak in the TA spectrum (Fig. 2a) centered at 635 nm (1.95 eV).
The molecule is expected to possess a high excess energy and will
be highly vibrationally excited after the dissociation of the N2 frag-
ment. Note that based on the values given in Table S2 and Fig. 5,
the S1,CS ? S2,OS transition at the bent geometry 1a is expected at
much lower energies, while the S1,CS ? S3 transition will appear
at much higher energies. Thus S1,CS can be ruled out as the carrier
of the band.

As apparent from Fig. 2a and the red and blue traces in Fig. 4a,
the TA spectrum shifts to longer wavelengths (lower energies) with
time. This is due to the relaxation of the S2,OS, which is formed with
considerable vibrational excitation that is transferred to the sol-
vent. We assign the time constant s3 � 7 ps to this vibrational
relaxation, i.e., the transition from the bent (1a) to the linear birad-
ical 1c (see Fig. 5). The time constant s4 � 80 ps corresponds to
non-radiative deactivation of the linear S2,OS. The EPR spectra show
that finally the molecule decays into the triplet ground state by
intersystem crossing (ISC). Note that S1,CS is energetically above
S2,OS at this geometry, thus a two-step electronic deactivation is
excluded.

After assigning the simplest TA spectrum recorded in DCM in
the absence of oxygen, we turn to the corresponding EPR results
(Table 1 and Table S1). For T > 70 K the experimental EPR data
taken in a matrix indicate a linear triplet ground state as the E-
value becomes smaller than 0.002 cm 1. In contrast, for T = 4 K
an E-parameter of about 0.005 cm 1 indicates a bent geometry.
The observation of an EPR spectrum confirms a triplet ground state
at both geometries. A singlet ground state with a slightly higher

Table 3
Dominant orbital contributions to the first two excited singlet states of the precursor 2 and the dissociation product 1.
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1,3-diphenyldiazopropyne by excitation to the S2 state around
300 nm. EPR spectra at 4 K revealed a triplet ground state in both
solvents. Computations indicate that dissociation of the diazo
group in the S2 state initially leads to a biradical in the S2,OS
open-shell singlet state. This is in line with the non-zero rhombic
zero-field splitting which showed that the biradical is initially
formed in a bent geometry. Annealing to 70–80 K led to a linear
carbon chain in DCM without oxygen. This agrees with the compu-
tations which predict the linear structure as global minimum of the
triplet PES. The similarities of the D-parameters measured for 4 K
and 70 K is reflected in the theoretical results which show the
same trend. The similarity of the D-parameter measured in ethanol
and DCM for 4 K indicate that pure solvent effects do not influence
the electronic structure of C3Ph2 considerably. The picture changes
if a reaction with the environment becomes possible.

Transient absorption spectra in deaerated DCM showed a deac-
tivation of the biradical to the T0 state within 80 ps, accompanied
by a fast relaxation of the bent to the linear geometry at early delay
times. In the presence of oxygen, a rapid reaction is observed that
leads via a carbonyl oxide intermediate to a dioxolane, which does
not decay further on the time scale of the experiment. Spectra in
ethanol recorded in the presence of air resemble those in DCM
strongly, thus the same mechanism should be active, although
with slightly different time constants. In deaerated ethanol, reac-
tion with the solvent is assumed to dominate. A number of possible
products have been identified, but an unambiguous assignment is
difficult because the computed absorption spectra are very similar.
In ethanol, the differences between the spectra recorded in the
presence and absence of air is small, which is plausible when the
similarity of the chromophores of possible reaction products is
considered. Oscillations in the TA spectra at short delay times are
presumably due to bending-mode wave packets.

To summarize, in an unpolar and non-protic solvent like DCM
the photodynamics of the biradical diphenylpropynylidene is sim-
ilar to the one expected for the isolated molecule. In contrast, in a
polar and protic solvent like ethanol, as well as in the presence of
air the biradical reacts rapidly. However, in both solvents a triplet
ground state is observed, thus no influence of the solvent on the
spin multiplicity has been found.
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of TAD and phenols is also not efficient and is, for example,
outcompeted by background reactions such as a slow
hydrolysis of TAD.31 Interestingly, the reaction of phenols
and TADs in buffered aqueous media (pH 7 10) is
remarkably and selectively accelerated (compared to other
nucleophiles which do not show this solvent dependence).24

This key finding led Barbas to investigate the use of TADs as
selective covalent labeling reagents for tyrosine residues on
protein and peptide substrates in aqueous buffers. Plausible
reaction mechanisms are indicated in Figure 1, employing p-
cresol as a model compound for the reaction of tyrosine with
4H-1,2,4-triazole-3,5(4H)-dione (HTAD). The reaction might
proceed via an electrophilic aromatic substitution reaction
(SEAr). In a first step, the σ-complex is formed in which the
positive charge can be delocalized over the aromatic ring, while
the negative charge at the PTAD fragment is stabilized through
the carbonyl bond. In vacuo, the proton transfer to the final
product has to occur by means of an energetically unfavorable
four-membered ring. In solution, rearomatization should be
readily mediated by another reactant, a solvent molecule, or
product species. For example, a cresol molecule could act as a
bridge to form a six-membered ring for the isomerization.
Furthermore, the proton transfer could result from two
consecutive intermolecular acid/base reactions. Overall, the
barriers for such tautomerizations are enthalpically very
feasible, although the reaction rate will depend on the
concentration of reactant and product. For protic solvents
(e.g., water), the proton transfer can proceed along a six-
membered ring including one solvent molecule. Thereby, the

time scale of the rearomatization is expected to become
independent of the concentration of reactant and product. In
addition to the standard SEAr reaction path, the σ-complex can
also pass to the intermediate 3 by an internal proton transfer
from the positively charged OH group to the negatively
charged nitrogen. This transfer would proceed through a six-
membered transition state as indicated in Figure 1.
For p-cresol and TADs, a pericyclic group transfer pathway

(pericyclic ene reaction) that proceeds along a highly ordered
six-membered transition state (TSene) is also possible. The
concerted step leads to the same intermediate adduct 3, which
then can readily tautomerize to the favored aromatic isomer.
The pathway for this tautomerization is determined by similar
effects as discussed for the rearomatization of the σ-complex to
the product and is expected to be very feasible under ambient
conditions. For the reaction of PTAD with alkenes, such a
concerted ene reaction was not found,32 but Lu reported the
first concerted nitroso ene reaction that occurs between o-
isotoluene and nitroso compounds.33

Beside the mechanisms described above, two further
mechanisms are conceivable. The first one (BR) resembles
the now classical mechanism for TAD ene reactions, which was
found by Houk and co-workers32,34 for the reactions of HTAD
with propene. For propene, the mechanism proceeds via
formation of a biradical intermediate. This intermediate then
reacts again to the previously described intermediate 3 via a
1,5-hydrogen shift. In a last mechanism, HTAD is attacked by
cresol, but the hydrogen is not transferred to the second
nitrogen center but relayed to the carbonyl group neighboring

Figure 1. Summary of possible reaction pathways for the reaction of p-cresol (1) and HTAD (2).
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to the electrophilic nitrogen center (CO mechanism).
Through a kind of pericyclic 10 e-TS35−37 the proton transfer
leads to intermediate 4. The final product is obtained from 4
by a double tautomerization reaction. This mechanism is quite
unusual but was already discussed by Houk for the reaction of
HTAD with propene.32

Previous experimental findings of Barbas and co-workers
indicate that the SEAr mechanism most likely takes place.24,38

While conversions to the product were found for aqueous
buffered solutions (NaH2PO4 Na2HPO4 MeCN buffer, pH
7 7.4), no reactions are found if MeCN or a mixture of
MeCN and H2O (1:1) are taken as solvents. Additionally,
further literature examples showed that the reaction also takes
place for phenolate for which no ene reaction is possible.39

Nevertheless, the experiments do not exclude competing
mechanisms in different environments.
To shed some light on this important topic, we computed

the various possible mechanisms for the reaction of p-cresol
with HTAD for different environments in the present work. In
addition to vacuum calculations, we also included the influence
of a polarizable environment through the polarizable
continuum model (PCM). In addition, we characterized the
influence of explicit solvent effects by adding water molecules.
Water may catalyze the SEAr path considerably because of its
hydrogen-bond-donating capacity (Figure 1). To ensure that
the mechanisms are described on equal footing, we employed
CCSD(T) as well as CASPT2 beside DFT. The multireference
approach CASPT2 was used because the intermediates of the
stepwise reaction of HTAD with propene possessed severe
biradical character.40 We mainly report CCSD(T) energetics in
this report, while comprehensive results of all computational
methods can be found in the accompanying Supporting
Information. Using these high-level approaches as benchmark,
we investigated the applicability of the density functional
approach. We extended the investigation toward the reactions
of the cresolate anion to study how a basic environment
influences the barriers of the SEAr mechanism. In order to
investigate which effects determine the energetics, we studied
the influence of the aromatic system of cresol by comparing its
reaction with the corresponding reactions of vinyl alcohol. For
the reaction of TADs with xylene, mesitylene, or anisole,

Breton and Hoke have recently provided conclusive evidence
that a radical mechanism takes place.19,41 To elucidate possible
differences between OH and CH3 substituents, we further
compared the reactions of HTAD with vinyl alcohol and
propene.

■ COMPUTATIONAL METHODS
All geometries were obtained at the B3LYP42 44/aug-cc-pVDZ45 and
ωB97xD46/aug-cc-pVDZ45 level of theory using the Gaussian09 Rev.
E software package.47 For ωB97xD optimizations, structures have
previously been optimized at the B3LYP/aug-cc-pVDZ level of
theory. In the case of the TAD ene reaction with p-cresol and vinyl
alcohol, the B3LYP potential energy surface (PES) includes
superfluous stationary geometries near transition states. This failure
of B3LYP for some organic chemical reactions has previously been
reported.48,49

For all stationary geometries, frequency calculations were
performed to validate them as true minima or first-order saddle
points of the PES. For transition states, intrinsic reaction coordinate
(IRC) calculations were performed to find the minima connected by
the transition state. All energy calculations at the ωB97xD, MP2, and
CCSD(T) levels of theory were performed using Gaussian09. 1
diagnostics have been obtained from converged CCSD amplitudes.50

Single reference approaches are often sufficiently accurate; however,
in some cases, multireference approaches are needed to obtain
accurate PES,51 electronically excited states, or even properties.52 On
the basis of the previous studies of Houk and co-workers, for the
present study multireference effects could be expected to be
important.32 Hence, we used the Complete Active Space (CAS)
approach in which dynamic correlation effects are taken into account
in second-order perturbation theory (PT2).53,54 All CASPT2
calculations were performed using the MOLCAS 7.8 program
package.55 The active space of the CASPT2(14,14) calculations was
built iteratively starting from canonical HF orbitals in the [4,4] case
and building larger CAS spaces from pseudonatural average orbitals of
each smaller CI space. The energies of separated reactants were
calculated for both molecules spaced more than 10 Å apart in the case
of CASPT2 calculations. Solvent effects were included using the
Polarizable Continuum Model (PCM), as implemented in Gaus-
sian09 Rev. E and MOLCAS 7.8. For the CT states and all
intermediates we checked for alternating open-shell species using
unrestricted singlet and triplet optimizations at the ωB97xD46/aug-cc-
pVDZ45 level of theory. In no case were relevant open-shell species

Table 1. Relative Energies (kcal/mol) with Respect to the Fragments (to the CT Complex) of the Stationary Points of the
Various Reaction Paths of the Reaction of HTAD with p-cresola

CCSD(T) in vacuo CCSD(T) + PCM CCSD(T) + PCM + H2O

CT complex −12.1 −10.0 −9.3c/ −8.8d

TS1SEAR 16.2 (28.3) 14.4 (24.4) 14.4 (23.2)

σ-complex 16.2 (28.3) 12.6 (22.6) 11.3 (20.1)
TSσ→3 8.2 (20.3) 22.7 (32.7) 21.7 (30.5)
TS2SEAR (4-mem) ncb ncb ncb

TS2SEAR (6-mem) 8.1 (17.4)c/ 14.8 (23.6)d

TSene 14.4 (22.9) 10.8 (20.8) 11.2 (20.0)
TSSolvent

e 15.9 (25.2)c/ 22.6 (31.4)d

3 −24.5 (−16.0) −20.1 (−10.1) −18.9 (−10.1)
TS1 27.4 (35.9) 24.8 (34.8) 24.6 (33.4)
TS2 23.1 (31.6) 21.7 (31.7) 20.1 (28.9)
4 −0.8 (7.7) −2.8 (8.2) ncb

product −43.3 (−32.8) −35.9 (−25.9) −34.9 (−26.1)
aFor all calculations, the aug-cc-pVDZ basis sets were used. The geometries were optimized using the ωB97xD DFT functional. In addition to the
CCSD(T) results, CASPT2(14,14) and ωB97xD energetics have been calculated (see Tables S4 S6 in the SI). bNot computed. cRelative energies
with respect to fragments or CT complex which are not stabilized by a water molecule. dRelative stability with respect to the fragments (or CT
state) which are stabilized by a water molecule. eSee Figure 6.
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observed. Details regarding the influence of the considered open-shell
structures are found in Table S7.

■ RESULTS AND DISCUSSION
As a first step, we investigated possible paths of the reaction of
p-cresol with HTAD which are summarized in Figure 1. Within
this search, which was performed on the ωB97xD/aug-cc-
pVDZ level of theory, we could indeed identify the
corresponding stationary points of all four different mecha-
nisms. The geometries of the various stationary points are
given in Figures S1 S4. Additional single-point energy
differences of these geometries were computed using CCSD-
(T) and CASPT2 to elucidate the influence of the theoretical
approach on the relative energies (see the first column of Table
1 and Table S4). All energies are given with respect to the
separated reactants. For CASPT2, which is not strictly size
consistent,56 the reactants were computed within a distance of
10 Å.
Our calculations indicate that the fragments form a stable

prereactive complex. To check the accuracy of this binding
event, we computed the basis set superposition error (BSSE).
It is only about 1 kcal/mol at the ωB97xD/aug-cc-pVDZ and
5.5 kcal/mol on the CCSD(T)/aug-cc-pVDZ level of theory,
showing that the binding is not an artifact of the calculation.
To investigate if this complex corresponds to the charge-
transfer (CT) complex described previously by Breton and co-
workers18,19 and also by other groups,6,57 we computed its
lowest lying electronically excited states for polar media
employing PCM. These computations were performed using
the TDDFT approach at the ωB97xD/aug-cc-pVDZ level of
theory because range-separated functionals are needed for the
description of CT states.58−60 This level of theory predicted
electronically excited states at 469 and 425 nm and various
states between 350 and 320 nm with quite low or vanishing
transition dipole moments. Taking the standard error of 0.1
0.2 eV into account, these findings agree nicely with the broad
band (430 350 nm) described by Breton and Hoke for
MeTAD and substituted benzenes. Hence, in the following
passages this complex is named CT complex and the
discussion will mainly focus on the relative energies with
respect to this CT state. It is formed without any barriers, and
due to the subsequent high reaction barriers, its lifetime is
sufficiently long for the binding energy to be dissipated before
the reaction takes place. The binding of the CT state mainly
results due to dispersion effects as shown by comparing the
binding energies obtained with B3LYP/aug-cc-pVDZ (0.9
kcal/mol) and with B3LYP-D3/aug-cc-pVDZ (7.6 kcal/mol).
This is in line with previous investigations of Scheiner and co-
workers.61 It should also be noted that due to the computed
basis set superposition error (BSSE) the relative heights of the
reaction barriers are overestimated by 1 5 kcal/mol depend-
ing on the theoretical approach.
All hitherto-reported experimental investigations of TAD-

tyrosine click reactions are performed in polar protic solutions.
Nevertheless, we will briefly discuss the results obtained for
vacuum conditions to see the influence of polar aprotic or
protic solvent and to investigate differences to the reaction
between HTAD and propene which were characterized in
vacuo. In the CT complex found for the vacuum computations,
both fragments are separated by about 2.75 Å. They are in a
face-to-face orientation but slightly shifted with respect to each
other so that the N N bond of HTAD lies above the CO
bond of the cresol (see Figure S1 and Figures 3 5). The

computed binding energies of the CT complex vary between
12 kcal/mol for CCSD(T) and +5 kcal/mol for CASPT2-

(14,14). Due to the relative orientation of the two fragments
with respect to each other two CT complexes with different
geometries are possible. In the first one, the OH moiety is
placed below the five-membered ring of HTAD while it is
oriented away from it in the second geometry. The influence of
both orientations on the reaction mechanism will discussed
below because most experiments were performed in solution.
In summary, our computations predict that in vacuo the
pericyclic ene mechanism is energetically most favorable. The
computed barrier heights (TSene) with respect to the CT
complex vary between 21 kcal/mol (CCSD(T)) and about 8
kcal/mol (CASPT2(14,14)). The differences may arise
because as indicated by the 1-diagnostic multireference
effects seem to be non-negligible. Similar variations are
found for all other stationary states.
While the absolute values of the computed barrier heights

differ, all approaches agree that the corresponding barriers for
the SEAr mechanism (TS1SEAR) are considerably higher than
those found for the pericyclic ene reaction (see Table S4). All
approaches also agree that the barriers for the two stepwise
reactions are even higher than those of the SEAR barriers. It is
important to note that the pericyclic ene reaction might only
proceed to the intermediate 3 because the proton transfer
necessary to reach the final product will have a quite high
barrier in vacuo. This is indicated by the failure of all our
attempts to determine the corresponding transition states. We
refrain from further investigations because we are mainly
interested in the reactions taking place in aqueous solution.
The data given in the second column of Table 1 contains

solvent effects within the framework of the PCM continuum
approach which includes polarization effects but neglects
molecular effects of a given solvent. The structures of the
stationary points are given in Figure S2. In the CT complex,
with a binding energy varying between 6 and 12 kcal/mol,
both fragments are separated by about 3.2 Å (see the
Supporting Information); i.e., the separation is slightly larger
than for a vacuum. The energy difference between the two
possible orientations of the CT complexes is only 0.2 kcal/mol
( 6.1 vs 6.3 kcal/mol). This could be expected because the
binding energy mainly results from dispersion effects and
donor/acceptor interactions which should not be influenced by
the orientation of the OH moiety. A switch from one
minimum to the other minimum is possible through a rotation
of the OH group toward the HTAD fragment or away from the
HTAD fragment. To gain insights if the transfer is a fast
motion, we computed the barrier of the rotation away from
HTAD because the system approaches the transition state of
the pericyclic ene reaction if the OH group is rotated toward
the HTAD. The barrier of the former rotation is about 4 kcal/
mol. The small barrier indicates that the resulting fast
equilibrium will not influence which path is taken according
to the Curtin Hammett principle.62

As expected, the inclusion of solvent effects stabilizes the
stationary points with a large degree of charge separation along
the SEAr pathway. In comparison to the gas phase the TS1SEAR
is stabilized by about 3 4 kcal/mol (relative energy with
respect to the CT complex), while the corresponding relative
stabilization of the σ-complex is even larger. Starting from the
σ-complex, the SEAr mechanism can proceed along three
different paths (Figure 1). The first one proceeds along a four-
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membered transition state going directly to the final product. It
is expected to be a very unfavorable one. Indeed, a constraint
optimization procedure varying the bond length of the C H
bond of the σ-complex incrementally at the ωB97xD/aug-cc-
pVDZ + PCM level of theory predict a barrier height of 36.7
kcal/mol.
The proton transfer from the formally positively charged

OH moiety to the formally negatively charged nitrogen of the
HTAD, which represents a connection between the σ complex
and intermediate 3, is the second pathway of the SEAr
mechanism. This route passes through a relaxed six-membered
ring as indicated in Figure 1. Starting from the situation in
which the proton H2 (see Figure 1) is oriented away from the
HTAD moiety the reaction is induced by a rotation of the OH
group around the CO bond. Our computations indicate that
this rotation possesses a barrier of about 23 kcal/mol while the
subsequent proton transfer possess no barrier. This shows that
a σ-complex in which the OH group is oriented toward the
HTAD will not be stable but will directly proceed to 3. From a
closer look on the orientation of the transition state of the
pericyclic ene reaction (TSene see Figure S2) it becomes clear
that such an orientation of the OH group indeed closely
resembles the transition state of the pericyclic ene-mechanism
(see below). From 3, the final product is reached through the
tautomerization from the keto to the enol form which will be
discussed in connection with the pericyclic ene mechanism.
As a final branch in the SEAr mechanism, the proton transfer

leading to the final product can proceed through a six-
membered ring which within an aprotic solvent includes a
reactant or a product molecule as bridge (TS2SEAR (6-mem)).
The barrier height of this proton transfer will be similar to the
barrier height including water as a bridge (10 14 kcal/mol),
which is shown in Table 1. This is considerably lower than the
barrier height of the TS1SEAR transition state (20 25 kcal/mol)
so that entropic effects are not expected to shift the relative
energy of the TS2SEAR (6-mem) above that of the TS1SEAR
transition state. Considering that the final product could also
be formed within two consecutive intermolecular acid/base
reactions the formation of the σ-complex is predicted to be the
rate-determining step of the SEAr mechanism in aprotic
solvents. The energetic and structural properties of the SEAr
mechanisms which were determined for the reaction of TAD
and p-cresol are showcased in Figure 2.
While the barrier to the σ-complex is considerably lowered

by polar solvents, the barrier of the pericyclic ene reaction is
influenced to a lesser extent. Consequently, while the pericyclic
ene reaction was by far the most favorable pathway in vacuo,
the differences shrink for a polar environment. Again, although
the computed barriers vary to some extent, all methods agree
that the barrier heights of the first step of the ene- and SEAr
mechanism differ only by 3 4 kcal/mol. Additionally, all

methods predict that the TSene is lower in energy than TS1SEAR.
They also agree that the barriers of the two remaining reaction
mechanisms are considerably higher in energy. Within the
pericyclic ene mechanism the final product is formed from
intermediate 3 by a keto enol tautomerization. As it will not
take place in vacuo, but in solution, the same arguments
previously discussed for the final step of the SEAr mechanism
apply. We therefore conclude that this step is not kinetically
important as well. Hence, the barrier (TSene) leading to the
intermediate 3 is predicted to be the rate-determining step of
the pericyclic ene mechanism. This is underlined by the fact
that the high barrier (>30 kcal/mol) prevents any backward
reactions from 3 at room temperature. This may lead to an
initial mixture of ketone and phenol forms in aprotic solvents if
the product tautomerization is slow. The mechanistic pathway
of the ene reaction is showcased in Figure 3.

We are mainly interested in the reaction of PTAD
derivatives with tyrosine within aqueous solutions. Hence, it
is necessary to investigate if a water molecule catalyzes the
various mechanisms differently. For the SEAr mechanism
(Figure 1) a protic solvent simplifies the formation of a 6-
membered transition structure for the proton transfer
connecting the σ-complex with the final product due to the
excess of solvent molecules. To estimate this barrier height, we
computed the TS2SEAR (6-mem) using a water molecule as
model for the bridging molecule. In such calculations, it is very
important to balance the stabilization effects of the single water

Figure 2. Surface charge densities for the three selected stationary points of the SEAr reaction path.

Figure 3. Intermediates and transition states present in the ene
reaction pathway of the reaction of HTAD with p-cresol. Energies are
taken from Table 1 at the CCSD(T) + PCM + H2O level of theory.
*For the CT complex, two energy estimates depending on the
placement of the explicit water molecule have been calculated. They
serve as an upper and lower error bound. For more information, see
the text and Table 1.
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molecule for the different stationary points. This becomes
obvious from variations in the charge distributions for selected
stationary points of the SEAr mechanism which are
summarized in Figure 2. They indicate that the charges of
the carbonyl moieties vary considerably along the SEAr
mechanism. Hence, if the additional water molecule forms a
hydrogen bridge to the carbonyl center whose charge varies
mostly along the reaction path the reactivity of the HTAD
should be influenced. For the TS2SEAR (6-mem) transition
state, however, the water molecule has to be involved in the 6-
membered transition state. Consequently, the relative energy
of this transition state is overestimated if the water molecule is
connected with the carbonyl group for all other stationary
points. The error is reduced because we include polarization
effects by the PCM continuum approach. To estimate
connected error bars, we give two relative energies for the
TS2SEAR (6-mem) transition state. As an upper bound for the
barrier height of the second step of the SEAr mechanism we
give the relative energy of the TS2SEAR (6-mem) transition state
with respect to the fragments HTAD + cresol in which the
water molecule is placed at one carbonyl group of HTAD. This
can be considered as an upper bound because due to the
position of the water molecule the fragments should be more
stabilized than the TS2SEAR (6-mem) transition state. As a
lower bound we give the relative energy of the transition state
with respect to the fragment energy without the stabilization
through the additional water molecule. This is a lower bound,
because only the TS2SEAR (6-mem) transition state undergoes
some stabilization due to the water molecule. Comparable
values are given for the relative energies with respect to the CT
complex. They will be discussed below. The same consid-
erations hold for a seven-membered ring of the TSSolvent (see
Figure 6). For all other stationary points, the additional water
molecule is always positioned at the carbonyl group possessing
the highest negative partial charge. The structures of the
various stationary points are given in the Figure S3. The
various conceivable mechanisms are visualized including the
error estimates in Figures 3 5.
According to ωB97xD and CCSD(T), the stability of the

CT complex does not change much if a water molecule is
added to the carbonyl group of HTAD. Without any water
(see second column of Table 1 and Table S5) the computed
values vary between 6 kcal/mol (ωB97xD) and 10 kcal/
mol (CCSD(T)), while 7 and 10 kcal/mol are computed if
one water molecule is added (Table 3). This is expected
because the stability of the CT complex results from dispersion
effects which are not strongly influenced by the additional
water molecule. One might expect that the additional water
molecule stabilizes the σ-complex with respect to the CT
complex, but these effects are small. Using water as a model for
the bridging molecule, ωB97xD computations predict the
lower and upper bounds for the height of the TS2SEAR (6-mem)
transition state with respect to the CT complex to be 7 and 12
kcal/mol, respectively (see third column of Table 1 and Table
S6). The CCSD(T) approach predicts a higher barrier (17.4
and 23.6 kcal/mol for lower and upper limit, respectively),
while CASPT2(14,14) comes to a similar conclusion as
ωB97xD (7.5 and 14.1 kcal/mol, respectively). All approaches
predict that the barrier for the proton transfer connecting the
σ-complex with intermediate 3 is higher than the TS2SEAR (6-
mem) transition state; i.e., the reaction will proceed along the

latter TS. Summarizing, all theoretical approaches agree that
the formation of the σ-complex remains the rate-dependent
step in protic solvents because the height of the TS1SEAR barrier
with respect to the CT complex is considerably higher
(ωB97xD: 23.2 kcal/mol; CCSD(T): 23.2 kcal/mol;
CASPT2 (14,14) 20.6 kcal/mol) than the subsequent barriers.
As expected, the relative transition-state energies of the

pericyclic ene mechanism with respect to the CT complex are
only slightly influenced by an additional water molecule. We
also tested if a bridging water molecule leads to a lower barrier
for the ene mechanism (TSSolvent Figure 6); however, the
seven-membered transition state is similarly high or even
higher than the six-membered concerted transition state

Figure 4. Intermediates and transition states occurring for the SEAr
mechanisms of the bioconjugation reaction. Energies are taken from
Table 1 at the CCSD(T) + PCM + H2O level of theory. *For the CT
complex and TS2SEAR (6-mem) two energy estimates depending on
the placement of the explicit water molecule have been calculated.
They serve as an upper and lower error bound (gray bar for TS2SEAR
(6-mem)). For more information, see the text and Table 1.

Figure 5. Intermediates and transition states present in the stepwise
reaction pathways of the reaction of HTAD with p-cresol. Energies are
taken from Table 1 at the CCSD(T) + PCM + H2O level of theory,
except for 4, in which the CCSD(T) + PCM energy difference is
displayed. *For the CT complex, two energy estimates depending on
the placement of the explicit water molecule have been calculated. For
more information, see the text and Table 1.
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without an additional water molecule. Consequently, also in
protic solvents the barrier for the formation of the intermediate
3 remains so high that only a slow reaction is expected. This
agrees well with the available experimental data, as we will
discuss below. Finally, the additional water molecule also does
not change the barriers heights of the stepwise mechanisms
(see Figure 5) with respect to the CT complex so that they
remain considerably less favorable than the pericyclic ene or
the SEAr reaction (see Figures 3 and 4). In summary, for protic
solvents the pericyclic ene reaction remains slightly more
favorable than the SEAr reaction; however the computed
barriers (20 21 kcal/mol) are quite high so that only very
slow reactions are expected.
Experimental data indicate that PTAD also reacts with

cresolate or phenolate,38 for which no ene reaction is possible.
To investigate differences between cresol and cresolate we also
characterize the SEAr reactions of p-cresolate with HTAD

(Figure 7 and Table 2). The corresponding computed
structures are given in Figure S4, and the comprehensive
mechanism is visualized in Figure 8. As for the previous
calculations, we used one water molecule which is either
attached to the carbonyl group or used to form the 6-
membered transition state TS2SEAR (6-mem). A lower and
upper estimate of this barrier are given as well. Because
negatively charged oxygen species are often troublesome if
solvent effects are only described by a continuum approach,63

we added another water molecule which for the whole reaction
remained at the oxygen center of the cresol moiety. We only
employed the ωB97xD/aug-cc-pVDZ approach because the
system became too large for the computationally more
expensive approaches. Furthermore, the previous computations
for cresol have shown that ωB97xD/aug-cc-pVDZ gives the
right trends. According to our calculations, all of the barriers
nearly disappear (Table 2). The barrier for the formation of
the σ-complex is predicted to be only about 4 kcal/mol with
respect to the CT complex. Due to the increased reactivity of
the cresolate the formation of the σ-complex is already
exothermic and even the TS2SEAR (6-mem) transition state is
slightly more stable than the CT complex (between 3 and 6
kcal/mol). Nevertheless, it is about 12 16 kcal/mol higher in
energy than the σ-complex. Consequently, the second step of
the SEAr mechanism becomes the rate-determining step of the
overall reaction. However, this step is still considerably faster
than the reaction of the cresol with HTAD because this barrier
is 5 9 kcal/mol lower than the lowest barrier in the reaction of
the cresol (12- 16 vs 21 kcal/mol (ωB97xD), respectively).
Furthermore, even if a large amount of the released energy is
dissipated after the formation of the σ-complex, the system will
still have a considerable amount of excess energy which

Figure 6. Seven-membered transition state of the ene reaction
involving one water molecule as bridge.

Figure 7. SEAr reaction pathways for the reaction of p-cresolate (1a) and HTAD (2). The water molecules shall only indicate to which centers the
hydrogen bond is formed. The computed molecular geometries can be seen in Figure 8 and Figure S4.
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additionally accelerates the formation of the product. Taking
this into account by inserting the computed barriers into the
Arrhenius equation, it can be estimated that the rate constant
of the cresolate reaction is about 104 107 times larger than
that of the cresol reaction. This nicely matches the available
experimental results as we will discuss in the conclusion.
HTAD Reaction with Propene and Vinyl Alcohol. Our

computations predict that for the reaction of HTAD with
cresol the ene and SEAr mechanism possess barriers of similar
heights, while the barriers of the stepwise reactions are
considerably higher in energy. In contrast for the reactions of
PTAD with xylene, mesitylene or propene radical mechanisms
were found.19 To elucidate the underlying differences we
compared the reactions of HTAD with cresol with its reaction
with vinyl-alcohol or propene. For vinyl alcohol the same
chemical motive as p-cresol is involved in the ene reaction but
the aromatic ring is lacking. For propene the aromatic ring is
missing and additionally the alcohol-moiety is replaced by an
alkyl group. The propene reaction was already carefully
characterized by Houk and co-workers.32,34 We simply
repeated these computations using CCSD(T), CASPT2 and
ωB97xD, all in combination with the aug-cc-pVDZ basis to

have consistent data for all systems. To investigate possible
solvent effects, we performed optimizations in vacuo and
included solvent effects through the PCM continuum model
for water. Solvent-dependent changes in the ene reaction of
RTAD with alkenes were investigated by various groups.64−67

The mechanisms computed by Houk and co-workers for the
propene reaction are sketched in Figure 9. The corresponding

computed structures of the stationary points are summarized in
the SI (Figure S5). To name the various stationary points we
adopted the labels coined by Houk and co-workers. For vinyl
alcohol we investigated all similar possibilities by replacing the
CH2

− moiety of the methyl group by an oxygen atom. The
results obtained for propene are summarized in Table 3 (in
vacuo) and Table 4 (in solvent) while those computed for
vinyl alcohol are collected in Table 5.
We could not identify a transition state for the concerted

pathway in the case of propene and TAD. Accordingly, we
assume that the barrier of the corresponding reaction path is
too high. Our computations predict two possible mechanisms.
The first reaction mechanism (Figure 9) proceeds to OI via
TS1 and then to compound 8 via TS2. Using ωB97xD or
CCSD(T) TS1 and TS2 are higher in energy than OI so that
these approaches also predict a two-step mechanism. This is in
line with the MP2 computations of Houk and co-workers.32

However, in accordance with the Lewis structure given in
Figure 9, the 1-diagnostics indicate some multireference
character for various stationary points. This effect is especially
pronounced for the intermediate OI and the transition state
TS2. Because this might lead to errors in the single-

Table 2. Relative Energies (kcal/mol) with Respect to the Fragments (to the CT Complex) of the Stationary Points of the SEAr
Mechanism of the Reaction of TAD with p-cresolate Including Two Explicit Water Moleculesa

CT complex TS1SEAR σ-complex TS2SEAR (6-mem) product

−14.8 −11.0 (3.8) −33.5 (−18.7) −17.5 (−2.7)b −53.2 (−38.4)
−13.6 −22.0 (−6.4)c

aCalculations were performed at the ωB97xD/aug-cc-pVDZ level of theory. Additional polarization effects of the water environment were included
via the PCM approach. For more information, see Table 1, Figures 7 8 and the text. bRelative energies with respect to the fragments or CT
complex (in parentheses) in which the water molecule is positioned at the carbonyl group. cRelative energies with respect to fragments or CT
complex (in parentheses) which are not stabilized by a water molecule.

Figure 8. Intermediates and transition states present in the SEAr
reaction of HTAD with the p-cresolate anion. Energies are taken from
Table 2 at the ωB97xD level of theory. Solvent effects are accounted
for by the inclusion of two water molecules as well as by using the
PCM approach. *For the CT complex and TS2SEAR (6-mem) two
energy estimates depending on the placement of the explicit water
molecule have been calculated. They serve as an upper and lower
error bound (gray bar for TS2SEAR (6-mem)). For more information,
see text and Table 2.

Figure 9. Overview of the possible mechanistic pathways of the ene
reaction of TAD with propene, adapted from Houk and Leach.34
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configuration approaches (CCSD(T) and ωB97xD) we also
employed the multireference method CASPT2(14,14). In
contrast to the single reference approaches, it predicts the OI
to be higher in energy than the following transition-state
geometry TS2. Hence, CASPT2(14,14) predicts that after
passing TS1 the reaction proceeds to compound 8 without any
further barrier, i.e., a one-step mechanism with TS1 as barrier
maximum is computed. It is important to note that the
absolute differences within the predictions are too small for a
definitive answer. CCSD(T) computes the TS2 to be 1 2

kcal/mol higher than the OI intermediate, while CASPT2-
(14,14) calculates it to be 1 2 kcal/mol lower in energy; i.e.,
the differences in the predictions are only about 3 4 kcal/mol.
All approaches agree that the reaction process along TS1

becomes more complicated due to the minimum AI. Our
computations predict that the path from the reactants to OI
but also the path to AI1 proceed via TS1 or at least via
structurally and energetically very similar transition states. This
finding originates from IRC calculations performed at the
B3LYP, MP2, and ωB97xD levels of theory in vacuo.
Employing MP2 or ωB97xD, IRC calculations starting from
TS1 connect the reactants with the AI1 intermediate.
Employing B3LYP a connection between the reactants and
the OI intermediate is computed. Using ωB97xD or
unrestricted ωB97xD, no OI minimum geometry is located
at all, which would be in line with the CASPT2(14,14)
computations. The unrestricted MP2 method locates the OI
geometry, but only as an intermediate structure along the
reaction path to AI1. These ambiguous results indicate that the
PES of the reaction is very complex and probably possesses
various flat minima. This flatness also explains why the
different theoretical approaches comes to different conclusions.
Our computations find no direct transition state between AI1
and 8, which supports a previous assumption that the AI1 is an
impasse in the TAD reaction.34,68,69

Finally, our computations predict that the second mecha-
nism which proceeds through TS3 to the intermediate Al2 and
to 9 is less important. All methods agree that its barrier height
is about 3 5 kcal/mol higher than the barrier height of the
first mechanism running through TS1. Note that the
approaches predict different barrier heights for both paths
but agree in the differences between both paths.
Including solvent effects, the PCM continuum approach

does not change the picture. All barriers get smaller, but the
relative heights remain. As for a vacuum, single reference
approaches predict a two-step mechanism while CASPT2-
(14,14) indicates a single-step mechanism. But again, the
absolute differences between the various methods are too small
for a definitive answer. For a polar environment the ene
mechanism can be ruled out because no transition state is
found. In summary, our computations agree with previous
experimental and theoretical findings that the ene mechanism
does not take place for the reaction of HTAD and propene.
To investigate the question of whether the aromatic ring or

the OH group leads to the strong stabilization of the ene
mechanism, we investigated the reaction between HTAD and
vinyl alcohol. The corresponding mechanisms are indicated in
Figure 10, while the relative energies of the stationary points

Table 3. Results of Quantum Chemical Calculations of the
Reaction of TAD with Propene in Vacuoa

ωΒ97xD CCSD(T)
CCSD 1
diagnostic

CASPT
2(14,14)

CT complex −5.3 −5.6 0.016 −6.8
TS1 10.3 9.1 0.019 9.6
OI 5.8 2.8 0.024 6.1
TS2 0.6 4.3 0.026 0.9
8 −43.3 −34.5 0.016 −30.5
AI1 −13 −4.4 0.017 −5.9
TS3 15.8 15 0.024 10.4
AI2 −11.3 −2.8 0.016 −4.2
9 −11 −3.3 0.027 −13.5
aAll geometries were optimized at the ωB97xD/aug-cc-pVDZ level of
theory. For more information, see Table 1 and text. Note that the
geometry “OI” is not a minimum on the ωB97xD PES. The structure
was thus obtained from an unrestricted MP2/aug-cc-pVDZ
optimization.

Table 4. Results of Quantum-Chemical Calculations of the
Reaction of Tad with Propene Including Implicit Solvation
at the PCM Level of Theory for the Solvent Watera

CCSD(T) CASPT2(14,14)

CT complex −4.4 −5.9
TS1 9.9 0.8
OI 3.9 −4.2
TS2 4.4 −4.9
8 −34.7 −49.7
AI1 −9.7 −9.4
TS3 15.2 10.8
AI2 −8.4 −12.4
9 −14.3 −32.5

aStructures have been obtained at the ωB97xD/aug-cc-pVDZ level of
theory in vacuo. For more information, see Table 1 and the text. We
note that structure OI was not a stationary point on both the ωB97xD
and uMP2 PES when the PCM implicit solvation model is used.

Table 5. Results of Quantum-Chemical Calculations of the Reaction of TAD with Vinyl Alcohola

ωB97xD CCSD(T) CCSD 1 diagnostic CASPT2(8,8) ωB97xD + PCM CCSD(T) + PCM CASPT2(8,8) + PCM

CT complex −6.7 −7.3 0.017 −7.6 −5.2 −5.8 −7.1
TSene 5.7 (12.4) 5.7 (13.0) 0.021 1.9 (9.5) 5.4 (10.6) 6.0 (11.8) 0.7 (7.8)
TS1 10.6 10.5 0.020 8.8 6.6 7.4 −1.9
AI1 −10.4 −2.1 0.017 −2.7 −12.9 −4.3 −12.4
TS2 −7.6 0.2 0.020 −4.4 −10.8 −1.9 −10.7
TS3 11.7 12.3 0.023 8.0 10.7 12.3 6.6
9 −25.8 −17.4 0.019 −16.6 −34.0 −25.2 −26.5
Product −52.4 −43.9 0.017 −43.0 −52.7 −43.6 −46.5

aThe PCM implicit solvation model was used to model solvation effects in water. All geometries were optimized at the ωB97xD/aug-cc-pVDZ level
of theory in vacuo or in PCM. Energies are given in kcal/mol relative to the separated reactants.
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are summarized in Table 5. It shows that the OH group
considerably stabilizes the ene reaction path. For a vacuum,
this reaction path possesses a reaction barrier of about 6 kcal/
mol, which is about 4 kcal/mol lower in energy than the
corresponding barriers of the stepwise reaction paths. If solvent
effects are taken into account, however, the barriers of the ene
(TSene) and the stepwise reaction (TS1) are nearly the same;
i.e., the reaction would proceed along both mechanisms.
Considering that for cresol the barrier of the ene reaction was
considerably lower (Table 1, CCSD(T) + PCM: TSene = 11
kcal/mol) than the barrier of the stepwise mechanism (Table
1, CCSD(T) + PCM: TS1 = 25 kcal/mol) it becomes obvious
that the OH group and the aromaticity contribute to the
stabilization of the ene reaction path for the reaction of cresol
with HTAD. The stationary points of the stepwise reaction
paths of vinyl alcohol and HTAD resemble the corresponding
points of the HTAD reaction with propene.

■ CONCLUSION
Using high-level quantum chemical approaches, we computed
various possible reaction paths of the reaction of HTAD with
cresol and with cresolate. Solvent effects were included to be
able to interpret available experimental results which are
mainly obtained in a polar protic solvent (e.g., water). Our
computations come to the following conclusions: The stepwise
mechanisms which take place in the reaction of PTAD and
propene or aromatic hydrocarbons do not play a role of
significance for the reaction of PTAD with phenol, cresol or
tyrosine. For these compounds, the reaction either proceeds
along the pericyclic ene or along the SEAr mechanism. The
stabilization of the transition state of the ene mechanism,
which seems to be very high for the reaction of HTAD with
propene, results in the replacement of the CH group by the
OH group but is also influenced by the aromatic ring as shown
by the comparison of the reaction of vinyl alcohol with HTAD
and the reaction of cresol with HTAD.
The computations of the reaction of HTAD with cresol

predict that the reaction should be rather slow in aprotic as
well as in protic solvents at room temperature because of the
prohibitively high activation barriers of 20 21 kcal/mol for the

ene reaction. The barriers of the other possible reaction
mechanisms are even higher. The barriers of the ene reaction
are slightly lower than those of the SEAr mechanism, but the
differences are too small for a definitive answer regarding
which of the mechanism takes place. Central for the
rationalization of the experimental results is our prediction
that the barriers of the SEAr mechanism for reaction of
cresolate with HTAD are considerably lower than the
corresponding barriers of the reaction with cresol. The
ωB97xD/aug-cc-pVDZ approach predicts that the barrier of
the rate-determining step of the SEAr-reaction (TS1SEAR) drops
by at least about 5 9 kcal/mol (Table 3 vs Table 4).
Additionally, the intermediates have a considerable amount of
excess energy because the formation of the σ-complex is
already exothermic. Taking this into account the Arrhenius
equation predicts that the rate constant of the cresolate
reaction is about 104 107 higher than the corresponding cresol
rate constant.
This strong difference nicely explains various experimental

findings.24,25,38 The fact that no conversion is found for the
reaction in pure MeCN or in a MeCN H2O (1:1) mixture can
be explained by the high barriers in aprotic as well as protic
solvents. For protic solvents, one has to take into account that
PTAD rapidly decomposes in aqueous solution,15,16 explaining
the nonformation of product in water or simple aqueous media
(CH3CN/H2O mixtures). Barbas and co-workers could show
that efficient conversion and rapid product formation is only
found within different phosphate buffers around pH 7.
According to our computational results, this remarkable
difference can be traced back to the relative amount of
phenolate in these solutions whose reaction rate constant is
considerably higher. Assuming a pKa value of about 10 for
cresol and ignoring possible increased acidity by the formation
of CT complex, the ratio of cresolate to cresol is concentration

dependent, and will approach 10 Kp a− (= 10−5) for
concentrated solutions, although a higher degree of protolysis
is possible upon dilution. Combining this lower limit for the
relative concentration of cresolate anions with the above-
mentioned acceleration factor for the reaction constant (104

107), the overall rate of the cresolate reaction is expected to be
0.1 100 times that for its nondeprotonated cresol counterpart.
Hence, the measured conversion rates are expected to
primarily result from the reaction of cresolate. This also
explains the experimental finding that the reaction of PTAD
with phenols can be accelerated if a base is added and that the
conversion rates at pH 2 are considerably lower than those at
pH 8 10.24,25 It also explains the absence of product
formation in neutral water. The reaction product (urazole) is
itself also a weak acid (pKa ∼ 5), which will further raise the
concentration of hydroxonium upon reaction (drop in pH),
pushing the protolysis equilibrium of cresol even more to the
protonated form, and significantly slowing down the TAD-click
reaction, favoring the background hydrolysis reaction of TAD.
In a buffered solution, however, the relative concentration of
cresolate is kept at a constant, concentration-independent
level, as given by the buffer formula, thus fixing the ratio of
cresolate to cresol at 10pH−pKa (i.e., approximately 1/1000 at
pH 7) throughout the course of the reaction. Combining this
value with the calculated acceleration factor of 104 107, the
reaction of cresolate is predicted to be 10 10,000 times faster
than the reaction of cresol. These considerations together with
our calculated barriers readily explain all experimental

Figure 10. Overview of the possible mechanistic pathways of the ene
reaction of HTAD with vinyl alcohol. To simplify the comparison, the
stationary points are labeled according to the reaction with propene.
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8. Entropy Estimation

In this section various entropy estimation methodologies are evaluated and their theo-

retical foundations are presented. A special focus of this work is on the investigation

of entropy estimation approaches applicable to larger, macroscopic chemical systems,

such as the kth nearest neighbor (kNN) entropy estimator, which is the primary target

of the present investigation. To this end, various concepts from classical and statistical

thermodynamics as well as Normal Mode Analysis are used.

8.1. Theoretical Foundations

8.1.1. Entropy Derived from Statistical Assumptions

The term entropy refers to a measurable state function originally defined within the

framework of classical thermodynamics. Rudolph Clausius first used the term (see for

example [174]) to describe a function S whose differential satisfies

dS =
δqrev

T
. (15)

As entropy is a state function, it holds that for a reversible cyclic process∮
δqrev

T
= 0 . (16)

For non-cyclic reversible processes, the entropy is evaluated as a path-integral of

Equation 15. According to the second law of thermodynamics, the entropy change due

to an irreversible process performed on a isolated system is always positive, i.e. the

entropy of the system increases.

We now consider chemical systems which can be said to be in statistical equilibrium

(or equivalently thermodynamic equilibrium). According to Lanau & Lifshitz (see

[175]) this is the case when the system is made up of a large number of macroscopic

subsystems whose statistical distribution does not depend on their initial value. Fur-

thermore, the physical quantities associated with the subsystems need to be equal to

the mean value across all subsystems “to a high degree of accuracy”. This is equivalent

to stating that, “if a closed macroscopic system is observed for a sufficiently long

period of time, it will be in a state of statistical equilibrium for much the greater part

of this period. If, at any initial instant, a closed macroscopic system was not in a state
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of statistical equilibrium [...], it will necessarily enter an equilibrium state”.[175]

To begin a mathematical derivation of statistical entropy, we consider the time-

dependent density matrix W of an arbitrary subsystem in the energy representation

with entries wnm(t). In statistical equilibrium, this matrix becomes diagonal, as the

interactions between quasi-closed subsystems tend to zero when the system becomes

more macroscopic and statistical. One intuitive example of this emerging macroscopic-

ity is obtained when the number of particles of a system is increased, but the number

of subsystems is kept constant (their size may be increased as well). If W can be

assumed to be diagonal, the entries wn can be rationalized as probabilities of being in

a certain microstate. These probabilities are a function of the energy alone:

wn = wn(E) (17)

We define Γ (E) as the number of quantum states with an associated energy eigenvalue

equal or smaller than E. The so-called statistical weight ∆Γ is then given as

∆Γ =
1

w(Ē)
=

dΓ (Ē)
dE

∆E , (18)

where Ē is the mean energy value of the subsystems. The entropy S in the spirit of

Boltzmann may then be defined as the logarithm of the statistical weight:

S = ln∆Γ . (19)

If ∆E is assumed to be “in order of magnitude of the mean fluctuation of energy of

the [entire] system”, the statistical weight is “the size of the region of phase space in

which [a] subsystem will almost always be found”.[175]

Since subsystems of a macroscopic system are assumed to be independent and thus

uncorrelated, it must follow that the probability density of the macroscopic system

can be strictly expressed as a product of the individual subsystem’s densities:

ρmacroscopic =
∏

ρsubsystem (20)

It follows from Liouville’s theorem that the probabilities ρsubsystem are solely a func-

tion of constants of motion. Taking the logarithm of Equation 20 implies that the

logarithm of ρmacroscopic can be expressed as a linear combination of additive constants

Non-standard computational approaches applied to molecular systems
Page 101



Chapter 8 Entropy Estimation

of motion. The seven known additive constants of motion (or equivalently, the additive

conservation laws originating from Noether’s theorem) are energy, components of the

momentum vector and the three components of the angular momentum vector. As this

derivation is only strictly valid within non-relativistic mechanics, we neglect further

additive conservation laws resulting from Galilean relativity. For more information on

this topic, see [176]. Assuming translation and rotation to be negligible as they depend

on the chosen reference frame, we find that lnρsubsystem in statistical equilibrium can

be written as

lnρsubsystem = αsubsystem + β Esubsystem , (21)

where αsubsystem and β are constants. Using the same line of argumentation, the

quantum probability wn of a subsystem being in a quantum state n can be written as

lnwn = αn + βEn . (22)

We now write the mean value of lnwn using Ē as

⟨lnwn⟩ = lnwn

(
Ē
)

= α + βĒ . (23)

Using Equation 18, the entropy S may be expressed as a mean-value:

S = −⟨lnw (En)⟩ (24)

Expressing the mean as a sum over all quantum states, we get

SQM = −kB

∑
n

wn ln wn , (25)

where by convention we inserted the Boltzmann constant kB to render the unitless

expression defined for probabilities into the physical units required by Equation 15.

As we will move forward considering various numerical and conceptual approxima-

tions for the entropy of molecular systems, we highlight that Equation 25 contains

no approximation and is strictly valid for all macroscopic non-relativistic physical

systems in statistical equilibrium. This definition is similar to the one given by Shan-

non in the realm of information theory.[177] Jaynes has shown this definition to be

reconcilable with the original definition given by Clausius (Equation 15).[178]

In classical statistical thermodynamics, the volume of continuous phase space corre-

sponding to one quantum state can be derived to be exactly (2πℏ)d with d being the
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number of degrees of freedom (DOFs).[179] It follows that in classical thermodynamics

SClassical = ln
∆p∆q

(2πℏ)d
(26)

holds, using

∆ΓClassical =
∆p∆q

(2πℏ)s
, (27)

with ∆p∆q being the phase space region corresponding to a certain subsystem.[175]

Throughout this text, p will be used for momentum contributions and q for spatial

coordinates.

8.1.2. Calculating the Entropy from the Partition Function

We now focus on the nature of the probability function wn of a quantum system.The

function wn which maximizes the entropy according to Equation 25, fulfilling the

second law of thermodynamics, is sought. Jaynes gives a derivation of wn using the

method of Lagrangian multipliers in [180]. λ and µ are the Langrangian multipliers

and the Lagrangian function is given as

L =

−kB

∑
n

wn lnwn

+λ

1−
∑
n

wn

−µU −∑
n

wnEn

 . (28)

One obtains

0 = −kB lnwn +λ−µEn − kB

wn = e−1+λ−µEn
kB ,

(29)

where En is the internal energy of the subsystem n.[180] For the derivation, a canonical

ensemble (macroscopic system in contact with a heat bath) is assumed, implying

conservation of the average total energy as

⟨E⟩ =
∑
n

wnEn ≡U . (30)

We note that the entropy expressions given in Equation 26 and Equation 25 only hold

for a microcanonical ensemble, i.e. a closed system where conservation of the total
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energy applies. Changing the notation by introducing the partition function Z as

Z(µ) =
∑
n

e
− µ
kB

En (31)

yields

λ = kB (− lnZ(µ) + 1)

⟨E⟩ = − ∂
∂µ

lnZ(µ) ,
(32)

where ∑
n

wn = 1 (33)

has been used. wn can now be expressed using Z:

wn =
1
Z

e
−µEn
kB (34)

The entropy S (Equation 25) can then be written using the partition function:

S = −kB

∑
n

wn lnwn

= −kB

∑
n

wn

(
−µ
kB

En − ln(Z)
)

= µU + kB ln(Z)

(35)

The first law of thermodynamics dU = TdS − PdV (the total energy of an isolated

system is conserved; energy can only be supplied as heat or work) is used to obtain

an explicit expression for the Lagrangian multiplier µ by differentiating Equation 35

with respect to U :
dS
dU

=
d(µU + kB ln(Z))

dU
= µ =

1
T

(36)

Equation 31 then becomes

Z(µ) =
∑
n

e−
En
kBT . (37)

In the literature, the fraction 1
kBT

is often termed β = 1
kBT

as a shorthand. We may now

write wn as

wn =
1
Z

e
−En
kBT . (38)
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The total energy U may be calculated from the partition function Z as well:

U = ⟨E⟩ =
∑
n

Enwn =
1
Z

∑
n

Ene−βEn = − 1
Z

∂
∂β

Z . (39)

Finally, we arrive at

S =
U
T

+ kB lnZ =
∂
∂T

(kBT lnZ) (40)

Knowledge of the internal energy U and the value of the partition function Z (which

yields a dimensionless number) thus permits the exact calculation of the entropy

S of a physical system. The important feature of Equation 40 in comparison to the

Shannon-type entropy expression (Equation 25), is that the probabilities wn do not

need to be known explicitly.

8.2. Entropies of Chemical Systems

8.2.1. Additive Decomposition of Entropic Contributions

We now introduce some common nomenclature for different entropic contributions

which are derived from an additive decomposition of the total entropy into separable

components. Additive separability only holds strictly for the translational contribution.

If the Born-Oppenheimer approximation is assumed, electronic contributions might

be separated as well. Nevertheless, coupling terms between rotational motion and the

other contributions are usually assumed to be small in magnitude and thus negligible.

The rotational entropy contribution may then be factorized as well. What is left is the

so-called configurational entropy, which encompasses vibrational and conformational

motion. The total entropy of a molecular system S is thus commonly decomposed as

S = Stranslation + Srotation + Svibration + Selectronic + Snuclear−spin + Scouplings , (41)

with

Scouplings ≊ 0 . (42)

The nuclear-spin contribution Snuclear−spin is in general non-zero, but never changes

in chemical reactions and is thus irrelevant for chemical purposes.[181] The additive

decomposition of entropic contributions directly implies that the partition function of
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the molecular system can be expressed as a product of the individual contributions:

Z = Ztranslation ·Zrotation ·Zvibration ·Zelectronic (43)

The electronic partition function is

Zelectronic =
states∑
n=1

gn e−βEn , (44)

with the degeneracy of the energy level En given as gn. If electronic excited states are

energetically well separated and the Born-Oppenheimer approximation is valid, we

can approximate

Zelectronic ≃ gn=1 . (45)

The electronic entropy contribution can then be approximated by means of the ground

state degeneracy. If gn=1 = 1, then Selectronic = 0. If the molecular system can be assumed

to be found in the electronic ground state at all times, the electronic contribution to

the total entropy vanishes.

In order to derive analytical expressions for the contributions Stranslation, Srotation, and

Svibration, the partition functions for a free particle (translation), a non-linear rigid

rotor (rotation), and a harmonic oscillator (vibration) are used in Equation 40. For a

full derivation, see [132] or [182]. The following expressions are obtained:

Stranslation = R

5
2

+ ln

(2πMkBT

NAh2

) 3
2 RT
NAp


 (46)

Srotation = NAkB

ln√πIAIBICσrot

(
8π2kBT e

h2

)3/2 (47)

Svibration = NAkB

3Nat−6∑
i=1


ℏωi
kBT(

e
ℏωi
kBT − 1

) − ln
(
1− e−

ℏωi
kBT

) (48)

At a fixed temperature, pressure p and number of particles, the translational contribu-

tion can be determined from the molar mass M of the molecule alone. The rotational

contribution Srotation is a function of the temperature T , the moments of inertia I

and the rotational symmetry number σrot rot. For the vibrational term Svib, we have
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implicitly assumed in Equation 48 that the vibrational models are harmonic. Further-

more, the rotational contribution given in 47 assumes the molecules’s rotation to be

describable as a rigid rotor. Both mentioned facts need not to be the case and constitute

an approximation. Calculating the total entropy of a molecule using Equations 46, 47,

and 48 is called the Rigid-Rotor Harmonic-Oscillator (RRHO) approximation:

SRRHO = Stranslation + Srotation + Svibration (49)

For the evaluation of Svibration the frequencies ω of all normal modes are needed. If

the second derivatives with respect to the nuclear coordinates can be calculated, the

normal mode frequencies ω can be calculated from the Hessian matrix of second

derivatives.[13,181]

The RRHO approximation abides the third law of thermodynamics only in the sense

that - although

lim
T→0K

Srotation = −∞ (50)

and

lim
T→0K

Stranslation = −∞ , (51)

it holds that

lim
T→0K

Svibration = lim
ω→∞

Svibration = −0 . (52)

This is the case because in the derivation of Equations 46 and 47 the partition functions

were devised under the assumption of classical, non-quantized phase space.

If the molecule under consideration possesses more than one relevant accessible con-

formations α⃗ = {αi}, the RRHO approximation needs to be applied to the equilibrium

geometry of each minimum separately. Then, the mixture of conformers approach (see

[13]) can be invoked to calculate the total entropy of the molecule by proper weighting

the individual contributions and adding a combinatorial term:

Smixture = S̄RRHO +∆Smix (53)

S̄RRHO =
∑
i=1

ραi
SRRHO (αi) =

∑
i=1

e−
Eαi
kBT∑

i=1 e−
Eαi
kBT

SRRHO (αi) (54)

∆Smix = kB

∑
i=1

−ραi
lnραi

= kB

∑
i=1

−

 e−
Eαi
kBT∑

i=1 e−
Eαi
kBT

 ln

 e−
Eαi
kBT∑

i=1 e−
Eαi
kBT

 (55)
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The assumption of all conformations being harmonic wells is implicit in the mixture

of conformers approach. In order to compute the frequencies ωi of a molecule, which

are necessary to evaluate the RRHO entropy due to Equation 48, the molecular po-

tential V (q⃗) is first written as a Taylor expansion truncated at 2nd order (harmonic

approximation):

V (q⃗) = V0 +
3Natoms∑
i=1

(
∂V
∂qi

)
0
qi +

1
2

3Natoms∑
i=1

(
∂2V
∂qi∂qj

)
0

qiqj +O
(
q3

)
(56)

We note that at an equilibrium geometry it holds that ∇V = 0 by definition, and

therefore
3Natoms∑
i=1

(
∂V
∂qi

)
0
qi = 0 . (57)

The Hessian matrix H is defined as

Hi,j =
∂2V
∂qi∂qj

. (58)

We write the mass-weighted Hessian matrix H†
i,j as

H†
i,j =

Hi,j√
mi
√
mj

, (59)

so that Newton’s equations of motion become

∂2qi
∂t2 = −

∑
j

H†
i,j xj = ω2xi . (60)

Equation 60 constitutes a matrix eigenvalue equation and thus, the square-roots of the

eigenvalues of the mass-weighted Hessian matrix H†
i,j yields the angular frequencies

of the normal modes of a molecule within the harmonic approximation.

8.3. Quasi-Harmonic Entropy Estimation Approaches based on

Frequency Assignment

For larger chemical systems, both the calculations of the Hessian matrix of nuclear

second derivatives (see Equation 60), and the identification of all possible accessible
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conformations (see Equation 55) become computationally unfeasible when sufficiently

sophisticated computational approaches are used. This is especially the case when

the electronic structure of the molecule is taken into consideration using quantum

chemical methods. For this reason, other means of calculating the absolute entropy

numerically for molecular systems are sought.

Consideration of Equation 48 makes it evident that at a given constant temperature

the entropy of harmonic oscillators can be solely determined from their frequency. A

family of methods termed quasi-harmonic makes use of this fact in order to estimate

absolute entropies. The key idea is to assign a frequency to a molecular vibrational

mode not from the diagonalization of the mass-weighted Hessian matrix, but from a

Molecular Dynamics (MD) simulation trajectory. The term quasi-harmonic may also

encompass the multivariate gaussian-based method proposed by Karplus & Kushick

in 1981, which however does not use an actual frequency assignment procedure but is

rooted in the spatial domain.[183] For this reason, it is not applicable to oscillations in

the quantum regime at a given temperature. The first frequency-assignment-based

quasi-harmonic approach is the one devised by Schlitter in 1993.[184] Therein, a heuris-

tic approximation is proposed as an entropy estimator for MD simulation data which is

consistent with the third law of thermodynamics and thus works for quantum modes

as well. Karplus and Andricioaei later gave a theoretical underpinning for Schlitter’s

heuristic derivation.[185] Baron et al. have generalized Schlitter’s original proof, which

shows that approximated quasi-harmonic entropies are an upper bound to the true

entropy of the system.[186]

We now give a derivation of the quasi-harmonic method in spirit of the report pub-

lished by Numata et al. in [154]. The estimator proposed by Schlitter is not discussed

in detail. We note that Baron et al. have urged caution with respect to the usage of

Schlitter’s heuristic approximation. They suggest using the exact (quasi-harmonic)

entropy formula for molecular modeling purposes instead, which we will derive in

the following sections.[186]
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8.3.1. Derivation of a Frequency Assignment based Quasi-Harmonic Entropy

Estimator

The spacial probability density function of single classical harmonic oscillator in an

NVE ensemble can be calculated analytically as (see [187] and references therein)

ρClassical−HO(q) dq =


1

π
√
A2−q2

if q2 < 2E
ω2m

0 else
. (61)

A is the maximum amplitude of the oscillator. Conservation of the total energy E is

assumed. The maximum amplitude for a given energy is equivalent to the turning

point and can be calculated from the energy as

A =

√
2E
ω2m

. (62)

We set the mean of the position of the classical harmonic oscillator ⟨q⟩ = 0. The

variance of the position q is calculated as

(σ [q])2 =
〈
q2

〉
− ⟨q⟩2 =

∫ A

−A

q2

π
√
A2 − q2

dq =
1
2
A2 . (63)

σ denotes the standard deviation, defined as the square-root of the variance. The quasi-

harmonic method now uses Equation 63 to assign a maximum amplitude A to a mode

(dimension) of a MD simulation trajectory from its standard deviation. In principle,

the maximum and minimum value obtain for one mode in an MD simulation could be

used to assign A directly as well, however, this is not common. A plausible explanation

is that the MD simulations under consideration are actually run in an NVT ensemble,

utilizing a thermostat-algorithm. Equation 61 instead assumes an NVE ensemble and

therefore conservation of the total energy. In the approach of Schlitter,[184] it is only a
posteriori that the NVT simulation data is approximated as a single harmonic-oscillator

in a NVE ensemble, where E is determined from equipartition using

⟨Epotential(T )⟩+ ⟨Ekinetic(T )⟩ = ⟨Etotal(T )⟩ ≈ kBT . (64)

Once the maximum amplitude and turnings points have been determined, the assign-

ment of a quasi-harmonic frequency ω is straight-forward by trivial rearrangement of

Equation 62. Combining Equation 64 and Equation 63, the final expression for the
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The distribution of energies of a statistical ensemble of harmonic oscillators at the

temperature T = (β kB)−1 is given by the Boltzmann probability

ρensemble
Classical−HO(E) =

e−βE

ZClassical−HO
=

e−βE

βωℏ

. (67)

The collective spatial probability density ρensemble
Classical−HO(q) can be calculated as the

weighted mean value of all single spatial densities ρClassical−HO(q) over the Boltzmann

probabilities ρensemble
Classical−HO(E):

ρensemble
Classical−HO(q,β) =

∫ ∞
0

ρClassical−HO(q)
e−βε

ZClassical−HO

dE
ℏω

(68)

Restricting the integration bounds to physically meaningful energies, this allows one

to write

ρensemble
Classical−HO(q,β) =

∫ ∞
x2ω2m

2

1

π
√

2E
ω2m
− q2

e−βEβℏω
dE
ℏω

. (69)

Using computer algebra software, ρensemble
Classical−HO(q,β) can be determined analytically

using symbolic integration and subsequent determination of the limits of the integral

by series expansion.[189] This yields

ρensemble
Classical−HO(q,β) =

e−
1
2mq2βω2√

mβω
√

2π
. (70)

The probability density given in Equation 70 is normalized to unity and is a normal

distribution in q for given set of parameters β,m, and ω. It has units of meters. Inci-

dentally, it has the same standard deviation as ρClassical−HO(q) (see Equation 61 and

65):

σ
[
ρensemble

Classical−HO(q,β)
]

=
(
mβω2

)− 1
2 (71)

Therefore, for the goal of assigning a quasi-harmonic frequency to a mode using its

standard deviation, equipartition yields the same result as a full treatment using

classical statistical mechanics.

Lastly, Equation 48 can be invoked using the determined ω to yield an approximated

vibrational entropy contribution for a MD simulation mode. As Equation 48 is derived

using the quantum-mechanical partition function of a harmonic oscillator, it obeys

the third law of thermodynamics and Nernst’s theorem holds. The final expression for
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determining a quasi-harmonic vibrational entropy of molecular modes from their MD

simulation derived standard derivations σi can be determined by combining Equation

71 with Equation 48:

Squasi−harmonic = NAkB

3Natoms−6∑
i=1


ℏkBT

σi
√
mβ

e
ℏkBT

σi
√
mβ − 1

− ln
(
1− e

− ℏkBT

σi
√
mβ

) (72)

While the quasi-harmonic approximation can in principle be invoked for any set of

spacial coordinates, it is useful to invoke collective, decoupled modes in practice. For

orthogonal modes, all linear correlation (covariance) is removed. The covariance of

two modes or dimensions is defined mathematically as

cov(qi ,qj) = ⟨ (qi − ⟨qi⟩) (qj − ⟨qj⟩) ⟩ , (73)

with

cov(qi ,qi) = (σ [qi])
2 . (74)

Entropic contributions possibly spread out over several cartesian modes might accu-

rately be grouped into one collective mode. A commonly known set of collective modes

are the normal modes. These coordinates are the ones in which the representation

of the Hessian matrix of second derivatives of the nuclei at a geometry minimum

is diagonal. In order to find the transformation matrix which transforms cartesian

into normal modes, the second derivatives of all cartesian nuclear coordinates have

to be calculated. The eigenvector resulting from the solution of Equation 60 give

the transformation matrix. Depending on the form of the nuclear potential, which

might explicitly include electronic structure by means of quantum chemical or DFT

approaches, the evaluation of the second derivatives may be a computationally de-

manding task.

8.3.2. Orthogonal Collective Modes from Simulation Data: The Principal

Component Representation

As laid out, it is favorable for the quasi-harmonic entropy estimation procedure to

switch the coordinate representation from the correlated atomic cartesian coordinates

to a set of collective modes which are decoupled. One commonly used set of collective
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modes derivable from MD simulation data is the principal component representation.

This coordinate transform is obtained by a procedure termed Principal Component

Analysis (PCA). We now give a brief description of cartesian PCA. Recently, other PCA-

inspired techniques operating in the circular space of dihedral angular coordinate have

been developed, such as the dihedral Principal Component Analysis (dPCA) approach

by Stock and coworkers (see [190–194]), as well as Principal Geodesic Analysis (PGA)

approaches (see [195–197]). We strict the following discussion to regular, cartesian

PCA only. For a full derivation see [190] and references therein. The following deriva-

tion proceeds in the spirit of the brief PCA description in [154].

We begin by considering the trajectory of an MD simulation, represented as an

(3Natoms) × Nsnapshots matrix X. This matrix is first mass-weighted, in close anal-

ogy to the procedure of calculating normal modes from a cartesian Hessian matrix.

This is done by multiplying a diagonal (3Natoms) × (3Natoms) matrix M containing

the square-root of the atomic mass for each cartesian mode from the left. If mass-

weighting is omitted, the analogous procedure is termed essential-mode analysis. This

technique has been especially pursued by the Berendsen group.[198]

X† = MX (75)

Then, the (3Natoms)× (3Natoms) covariance matrix Σ of X† is calculated in a second

step. A matrix-based procedure (according to [199]) may proceed as:

X‡ = X† −
[⃗
1
(⃗
1
)t
]
X†

(
Nsnapshots

)−1
(76)

Σ =
(
X‡

)t
X‡

(
Nsnapshots

)−1
(77)

where 1⃗ is a column vector containing only the scalar value one with length Nsnapshots.

The covariance matrix Σ, which is symmetric, real, and semi-definite, needs to be

diagonalized in a last step. The eigenvalues or Σ can be directly related to the standard

deviation of the respective principal mode. Concerning MD simulation data, zero

eigenvalues and thus zero variances can result if for instance translation and rotation

of the molecule have been removed prior to the PCA procedure by proper alignment.

In this case, six dimensions, corresponding to translation in x, y, and z direction and

rotation along the three Euler angles, will have zero variance. As we aim at using the
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principal component representation to calculate collective modes for quasi-harmonic

vibrational entropy analysis, the removal of translation and rotation is mandatory

in these cases. As a decomposition algorithm, a singular value decomposition is

commonly utilized, as it is able to decompose even semi-definite matrices.

The trajectory in the representation of the principal component collective modes X¶,

which are orthonormal, can be calculated from the column matrix of eigenvectors V

of the covariance matrix Σ:

X¶ = V tX (78)

The singular-values λi of Σ yield the variances σ2 multiplied by the effective-mass of

the collective principal component mode:

λi = mi
eff σ

2
i (79)

According to [154], the quasi-harmonic frequency assignment procedure for linearly

decoupled principal component modes is then given as

ωi =

√
kBT

mi
eff σ

2
i

=

√
kBT
λi

. (80)

The effective mass mi
eff can be explicitly calculated as well. For this purpose, we assume

eigenvectors to be possibly unnormalized and consider their renormalization explicitly.

The mathematical expression then is

1

mi
eff

=
∑
k

V 2
k,i

mk
. (81)

8.4. Differential Entropies from Molecular Simulation via Ergodicity

For larger chemical systems, both the calculations of the Hessian matrix of nuclear

second derivatives, and the identification of all possible conformations become compu-

tationally unfeasible when sufficiently sophisticated force fields or explicit electronic

structure estimation approaches are used. For this reason, other means of calculating

the absolute entropy numerically for molecular systems are sought. One common sim-

ulation procedure in computational molecular sciences are MD simulations, where the

motion of a molecular system is propagated in time. Quantum-mechanical dynamics

simulations are possible only for the smallest of systems.[200] If quantum approaches
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for time propagation of a molecular system are used, they are often referred to as

Quantum Dynamics Simulations, while the term MD simulation is mostly reserved for

classical, Newtonian or Langevinian propagation. Common algorithms for performing

classical molecular simulations include the velocity-verlet algorithm or the leapfrog al-

gorithm (see [201]). The nuclei are propagated according to the Newtonian law F = ma

in a potential V for which holds F = −dVd x . The potential can be taken from quantum

chemical or density functional theory-based calculations. For large biomolecules, a

mechanical force fields with empirically fitted terms may be used.

In any case, the result of a numerical MD simulation is a trajectory, which is given as

the set of structures obtained by means of time-propagation of the potential V using

an approximate integration scheme to solve the Newtonian equations of motion. It is

now of interest to extract absolute entropy estimates from this molecular trajectory as

an alternative to the RRHO Approximation presented in the previous section.

We will outline the mathematical steps needed in order to built an entropy expression

applicable to MD data. The derivation starts from Equation 25, which contains no

approximations. If all probabilities of all possible quantum states were known, this

equation would give the exact (non-relativistic) entropy for a quantum system. As the

nuclei are propagated using purely classical mechanics in MD simulations, we first

substitute the sum over discrete quantum-states in Equation 25 with an integration

over the continuous classical phase space:

SClassical = −
∫
ϵ
ρ (Eϵ) ln(ρ (Eϵ))dE (82)

The following derivation is loosely based on [202]. If cartesian coordinates are used,

the energy Eϵ can be rewritten using the Hamiltonian function H (p,q) as

Eϵ (p,q) = H (p,q) = K(p,m) +U (q) , (83)

where

K(p,m) = K =
1
2

∑
i=1

p2
i /mi . (84)

The kinetic energy contribution K is thus only a function of the classical momenta p

and the masses of the nuclei, while the potential energy U is solely a function of the

coordinates q. This leads to a factorization of the probability density ρ(Eϵ) into two
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components:

ρ(Eϵ) = ρ(p,m,q) = ρkinetic(p,m) ∗ ρspatial(q) . (85)

This enables one to write the total entropy SClassical as a sum:

SClassical = Skinetic [ρkinetic(p,m)] + Sspatial

[
ρspatial(q)

]
(86)

The integral that is the kinetic (momentum) contribution can be written in closed

form as

Skinetic [ρkinetic(p,m)] = −kB

∫
dp ρkinetic(p,m) ln

[
hd ρkinetic(p,m)

]
= kB

d
2

[1 + ln(2πm/β)]− kB ln
(
hd

)
,

(87)

where d is the number of DOFs, i.e. the dimensionality of the system. We explicitly note

that the contribution of −kB ln
(
hd

)
stems from the multiplicative factor of (h)−1 per

DOF added by convention to the classical partition function to render the argument of

its logarithm function unitless. The term −kB ln
(
hd

)
is now arbitrarily grouped with

the kinetic-contribution, as it is a constant factor and does not depend on the spatial

coordinates q. However, the separation of the total entropy according to Equation 86 is

unable to preserve the correct handling of physical units. This means that both Skinetic

and Sspatial do not have physically correct units.

As a result, absolute spatial or kinetic entropy values are meaningless, as they depend

on the choice of variables and are not invariant to canonical coordinate transformations.

However, for cartesian coordinates at a given, finite temperature, entropy changes are

physically meaningful, because here the troubling factors cancel:

∆SClassical = ∆Sspatial if∆T = 0 (88)

If entropy differences at a constant temperature are of interest, such as the entropy

difference between two molecular conformations or a bound/unbound guest-host

enzyme-system, the following Equation may be evaluated to calculate ∆S:

Sspatial = −kB

∫
dq ρspatial(q) ln

[
ρspatial(q)

]
(89)

The main idea of MD simulation based entropy estimation is now to take the prob-

ability density for the spatial coordinates ρspatial from the observed motions of the
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simulation trajectory instead of from the Boltzmann Distribution of all accessible

microstates (i.e. molecular conformations). A naive implementation could be to cal-

culate a bin-discretion histogram-version of ρspatial. Hnizdo et al. have investigated

the performance of a this procedure and found it to be inferior to other comparable

estimators.[203] For this reason, the histogram-approach will not be considered in more

detail in this work.

Equation 89 was derived to express the spatial contribution to the total configurational

entropy of a molecule. Due to its integral formation, it is only valid in the regime of

classical mechanics, where phase space can be reasonably assumed to be continuous.

As mentioned, Equation 89 does not have proper physical units, as the expression hs,

which solely carries the unit of measurement, is arbitrarily grouped with the momen-

tum contribution (see Equation 87). The mathematical form of Equation 89 is known

as a differential entropy. In general, the differential entropy of a continuous random

variable x defined on the domain D with a probability distribution ρ is defined as[204]

Sdifferential [ρ (x)] = −
∫
D
ρ(x) lnρ(x) dx . (90)

The differential entropy is to be contrasted with the discrete Shannon-type entropy

of either a discrete random variable (x⃗) (or, alternatively, of a given sample (x⃗) drawn

from an arbitrary probability distribution):

Sdiscrete
[
x⃗
]

= −
∑
i=1

ρ (xi) lnρ (xi) (91)

8.5. Properties of Differential Entropies

In this section we will present some important general properties and concepts which

apply to differential entropies, and thus to Equation 89.

The continuous nature of phase space in classical mechanics needs to be addressed

in more detail: The Shannon-type entropy formula S = −
∑

nwn ln wn (Equations 91

and 25) gives the entropy for a quantum system exactly, where wn is the probability of

being in a quantum state with an associated energy eigenvalue En (assuming no de-

generacy). Exchanging the summation for an integration over the entire energy range

directly results in the differential entropy expression given previously in Equation 82.

Equation 82 is identical to the definition of entropy in classical statistics according to

Landau & Lifshitz in [175] as well. It is however clear, that Equation 82 is in a physical
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sense inferior to Equation 25. For instance, a pure quantum-mechanical eigenstate n

with energy En has S = 0 according to Equation 25, but setting ρ (En) = δEn using the

Dirac δ-function yields S = −∞.[205] Thus, differential entropy can become negative

and infinite, which is unphysical: It is a direct violation of the third law of thermody-

namics, which can be stated by using the Nernst heat theorem: “The entropy of any

pure substance in thermodynamic equilibrium approaches zero as the temperature

approaches zero”.[206]

A less formal and more chemical result of this shortcoming can be seen when con-

sidering the standard entropy expressions for a harmonic oscillator, which is solely a

function of frequency and temperature. If the quantum-statistical partition function

Zvibration = e−
1
2

ℏω
kBT

(
1− e−

hω
kBT

)−1
(92)

is used, the correct behavior of the entropy when moving into the quantum-regime

(high frequencies or - equivalently - low temperatures) is obtained as

lim
ω→∞

Svibration = lim
T→0K

Svibration = 0. (93)

The explicit entropy expression for classical harmonic oscillators is derived explicitly

in [132]. It is defined as

Sclassical−HO = −kB

N∑
i=1

[ln(αi)− 1] (94)

with

αi =
ℏωi

kBT
. (95)

We recast Equation 48 for quantum harmonic oscillators using αi as well and obtain

Squantum-HO = kB

N∑
i=1

[ αi

eαi − 1
− ln(1− e−αi )

]
. (96)

If the classical partition function

Z =
1
h3

∫
e−

βp2

2m d3p⃗

∫
e−

βkx2

2 d3x⃗ , (97)
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can be evaluated directly from Equation 90. If a certain number n of samples drawn

from ρ(x) are available as an n-dimensional vector (x⃗), the discrete Shannon entropy

of these samples is given as

Sdiscrete
[
x⃗
]

= −
n∑
i=1

ρ (xi) lnρ (xi) . (99)

We now consider the Riemann integral of ρ by dividing the domain (assumed to be R

without loss of generality) of ρ into m intervals of equal size ∆. If the bins are suitably

small, we may assume the value of ρ to be approximately constant inside each bin:

ρ(i ·∆) ≊ ρ ((i + 1) ·∆) ∧
∫ (i+1)∆

i∆
ρ(x) dx ≊ ρ (i ·∆) ·∆ (100)

From this consideration a discrete version of the continuous random variable x, termed

x†, may be defined as

x† = xi ∀ i ·∆ ≤ x < (i + 1) ·∆. (101)

The discretization procedure is exemplified graphically in Figure 13. As hinted in

Figure 13: Exemplification of the quantization of a continuous probability density function.

Equation 100, the probability ρi that x† has a certain value x† = xi may be evaluated as

ρi =
∫ (i+1)·∆

i·∆
ρ(x) dx ≊ ρ (i ·∆) ·∆ . (102)
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It furthermore holds that ∫ ∞
−∞

ρ(x) dx = 1 = lim
∆→0

m∑
i=1

xi∆ . (103)

We now evaluate the discrete Shannon-type entropy (Equation 91) of the discrete

random variable x† and rearrange using Equation 103:

Sdiscrete

[
x†

]
= −

∞∑
i=1

ρi lnρi

= −
∞∑
i=1

∆ · ρ (xi) ln(∆ · ρ (xi))

= −
∞∑
i=1

∆ · ρ (xi) lnρ (xi)−
∞∑
i=1

∆ · ρ (xi) ln∆

= −
∞∑
i=1

∆ · ρ (xi) lnρ (xi)− ln∆

(104)

Note that as ρ is defined on the domain D = R, the binning procedure yields and

infinite amount of discrete bins and thus the summations’ upper bounds in Equation

104 are∞. If we consider the expression −
∑
∆ ·ρ (xi) lnρ (xi) to be Riemann integrable,

we obtain the definition of the differential entropy (see Equation 90) as the first

summand in Equation 104:

Sdiscrete

[
x†

]
= −

∞∑
i=1

ρi lnρi

= Sdifferential [ρ (x)]− ln∆

(105)

Thus, the absolute value of the differential entropy is not equal to the absolute value

of the discretized, Shannon-type entropy. It differs by a constant offset of − ln∆, where

∆ is the bin-width. One peculiar fact arises when the limit of increasingly smaller bin

sizes ∆ is considered as

lim
∆→0

Sdiscrete

[
x†

]
= Sdifferential [ρ (x)]− lim

∆→0
ln∆ , (106)

with

lim
∆→0

ln∆ = −∞ . (107)
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Increasingly smaller bins, which can be rationalized as considering a higher spatial

resolution, lower the absolute value of the differential entropy by a constant, which in

the limit of full resolution becomes infinite in magnitude. At this point it is important

to note that the thermodynamic spatial entropy derived previously and defined in

Equation 89 is a differential entropy derived from a Shannon-type discrete entropy

(Equation 25). This implies that when Equation 89 is evaluated from samples con-

taining spatial coordinates, taken from an MD simulation, it will necessarily differ by

a constant factor from Equation 25, which is exact within non-relativistic quantum

theory. The reason for this is that in the derivation of Equation 82, we naively sub-

stituted the summation of Equation 25 with an integration. Thereby, the correction

factor − ln∆ was neglected implicitly.

8.5.2. Translation and Scaling of Differential Entropies

In this section we describe the behavior of differential entropies under the translation

or scaling of their underlying continuous random variable. This has important im-

plications for the evaluation of spatial entropies from molecular simulation data, as

scaling of the differential variable corresponds directly to the choice of distance units

(e.g. meters versus ångström).

The differential entropy can be identified to be translationally invariant. This follows

trivially from its definition in Equation 90, as integration is performed over the entire

domain of the random variable. It thus holds that

Sdifferential [ρ (a+ x)] = Sdifferential [ρ (x)] . (108)

Perhaps more interestingly, the differential entropy can be shown to be shifted by a

constant scalar factor if its continuous random variable is scaled by a constant factor.

In one dimension, it holds that

Sdifferential [ρ (a ∗ x)] = Sdifferential [ρ (x)] + ln |a| , (109)

which generalizes to

Sdifferential
[
ρ (A ∗ x⃗)

]
= Sdifferential

[
ρ (x⃗)

]
+ ln |det(A)| (110)

in higher dimensions, using the scaling matrix A. The proof is given in [207].
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8.5.3. The Mutual Information Expansion of the Differential Entropy

A further important property of Sdiscrete (Equation 91) and equivalently of differential

entropy expressions is that for multi-dimensional probability densities ρ the sum of

marginal (one-dimensional) entropies can be shown to be a strict upper bound for the

true, multi-dimensional and possibly correlated entropy:

∫
d→q ρspatial(

→q ) ln
[
ρspatial(

→q )
]
≤

d∑
i=1

∫
dqi ρspatial(qi) ln

[
ρspatial(qi)

]
, (111)

with equality when all dimensions are fully uncorrelated.[207] Equality in Equation

111 is obtained when it holds that

ρ (q⃗) =
d∏
i=1

ρ (qi) . (112)

The approximation of writing a multi-dimensional entropy as the sum of its one-

dimensional contributions fully neglects correlation between the different dimen-

sions (modes). This idea can be generalized in a series expansion of the exact, multi-

dimensional entropy as a sum of contributions with increasing dimensionality. This

expansion is termed the Mutual Information Expansion (MIE). The difference be-

tween the exact entropy for two chosen dimensions and the sum of their marginal

distributions is called Mutual Information (MI) I :

I(i, j) = S(i) + S(j)− S(i, j) . (113)

MI captures all information that results from the simultaneous knowledge of two

variables, with respect to the knowledge of only each separate variable. Equivalently,

it can be stated that MI captures all correlation of two variables, generalizing the

previously introduced concept of covariance (Equation 73) which only considered

linear correlation. In contrast, MI captures all supralinear correlations as well. If the

MI of two variables is identical to zero, they are fully uncorrelated. The concept of MI

can be extended to more than two dimension and is then termed higher order MI:

Id =
d∑
i=1

(−1)i+1

 ∑
j1<···<ji

S (j1, . . . , jl)

 . (114)
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The summation
∑

j1<···<ji S (j1, . . . , jl) includes all unique permutations of the different

dimensions, whose total number for each summand of the outer sum is i. To render the

mathematical expression clearer, we give explicit examples for I1(i), I2(i, j), I3(i, j,k),

I3(i,k, l), and I4(i, j,k, l), where the indices i, j,k, l denote different dimensions:

I1(i) = S(i)

I2(i, j) = S(i, j)− S(i)− S(j)

I3(i, j,k) = S(i, j,k)− S(i, j)− S(i,k)− S(j,k) + S(i) + S(j) + S(k)

I3(i,k, l) = S(i,k, l)− S(i,k)− S(k, l)− S(i,k) + S(i) + S(k) + S(l)

I4(i, j,k, l) = S(i, j,k, l)− S(i, j,k)− S(i, j, l)− S(i, l,k) + S(i, j) + S(j,k) + S(k, l)

+ S(i,k) + S(i, l) + S(j, l)− S(i)− S(j)− S(k)− S(l)

(115)

The MIE is defined as the series expansion of the entropy in terms of higher order MI

contributions:

S =
d∑

a=1

(−1)a+1


∑

all possible permutations
of a dimensions

Ia (. . .)

 (116)

The MIE is exact in its untruncated form. By correcting a marginal sum of one-

dimensional entropies for MI, all contributions to the total entropy due to information

contained in two separate modes (which was counted twice in the 1st order expan-

sion) is removed. This is equivalently called the 2nd order MIE. The corrections for

MI strictly lower the absolute entropy with respect to the marginal sum of one-

dimensional entropies. As mentioned, the latter is itself upper bound to the total

entropy. As high-dimensional entropies are notoriously hard to evaluate computation-

ally, the MIE can be truncated at a certain order to yield a computationally feasible

approximation for the full-dimensional entropy. This approach has been used in a

number of scientific reports.[14,15,154,208]

However, recently it has been reported that the MIE may suffer from divergence issues.

Namely, in the case of long-range correlation, higher orders of the expansion might

contribute largely and thus truncated expansions might yield inaccurate, fluctuating

numerical results.[209]
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8.5.4. Multivariate Gaussian Entropy as a Strict Upper Bound

In this section we consider an unknown probability distribution ρ defined on a domain

D = R with a given standard deviation

σ [ρ(x)] =

√√√
N∑
i=1

ρi (xi −µ)2 =

√∫
D

(x −µ)2ρ(x) dx (117)

and mean

µ [ρ(x)] =
∫
D

xρ(x) dx . (118)

We introduce the Kullback–Leibler divergence (sometimes termed relative entropy, the

preferred name by the original author is minimum discrimination information[210]),

which is measure of (dis)similarity of two probability distributions.[211] The Kull-

back–Leibler divergence for the distributions ρ and ρ† of continuous variables defined

on the domain D is

DKL(ρ,ρ†) =
∫ ∞
−∞

ρ(x) ln
(
ρ(x)
ρ†(x)

)
dx . (119)

DKL is always non negative:

DKL(ρ,ρ†) ≥ 0 (120)

Furthermore, the Kullback–Leibler divergence can be related to MI, which was intro-

duced in Section 8.5.3 in Equation 113:

DKL(ρ(i, j), ρ(i) · ρ(j)) = I(i, j) (121)

We will now give a proof that a gaussian with the same standard deviation σ as ρ,

f (x) =
1

σ
√

2π
e

(
− 1

2
x2

σ2

)
(122)

it holds strictly that:

Sdifferential [f (x)] ≥ Sdifferential [ρ(x)] ↢ σ [ρ(x)] = σ [f (x)] . (123)

For the proof we assume that both the gaussian function f (x) and ρ(x) have been

shifted to µ = 0. This shifting leaves the differential entropy unchanged for any ρ due

to its property of translation invariance (see Section 8.5.2).

First, we evaluate the differential entropy of the arbitrary gaussian distribution func-
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tion f (x) (proof adapted from [212]):

Sdifferential [f (x)] = − 1

σ
√

2π

∫ ∞
−∞

e−
x2

2σ2 ln
(

1

σ
√

2π
e−

x2

2σ2

)
dx

=
1

σ
√

2π

∫ ∞
−∞

e−
x2

2σ2 ln
(
σ
√

2π e
x2

2σ2

)
dx

(124)

We invoke integration by substitution and plug in t = x√
2σ

, considering dt
dx =

√
2σ2:

Sdifferential [f (x)] =
1
π

∫ ∞
−∞

e−t
2

ln
(
σ
√

2π et
2)

dt

=
1
√
π

∫ ∞
−∞

(
ln

(
σ
√

2π
)

+ ln
(
et

2))
e−t

2
dt

=
ln(σ
√

2π)
√
π

∫ ∞
−∞

e−t
2

dt +
1
√
π

∫ ∞
−∞

t2e−t
2

dt

(125)

Recognizing that
∫∞
−∞ e−t

2
dt =

√
π is a gaussian integral, we write:

Sdifferential [f (x)] = ln(σ
√

2π) +
1
√
π

∫ ∞
−∞

t2e−t
2

dt (126)

We use integration by parts∫ b

a
u(x)

dv(x)
dx

dx = [u(x) v(x)]ba −
∫ b

a

du(x)
dx

v(x) dx (127)

to rewrite
∫∞
−∞ t2e−t

2
dt as

Sdifferential [f (x)] = ln(σ
√

2π) +
1
√
π

([
− t

2
e−t

2
]∞
−∞

+
1
2

∫ ∞
−∞

e−t
2

dt
)

. (128)

It holds that
[
− t

2e−t
2]∞
−∞

= 0. We solve the integral
∫∞
−∞ e−t

2
dt =

√
π and obtain a

formula for the direct evaluation of the differential entropy of a gaussian solely from
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its standard deviation σ [f (x)]:

Sdifferential [f (x)] = ln(σ
√

2π) +
1

2
√
π

∫ ∞
−∞

e−t
2

dt

= ln(σ
√

2π) +
√
π

2
√
π

= ln(σ
√

2π) +
1
2

= −1
2

ln
(
2πeσ2

)
(129)

To commence the proof for Equation 123 (adapted form [213]), we write the Kullback-

Leibler divergence of the gaussian f (x) and ρ using the analytical expression for the

entropy of a normal distribution given in Equation 129:

DKL(ρ(x),f (x)) =
∫ ∞
−∞

ρ(x) ln
(
ρ(x)
f (x)

)
dx = −Sdifferential [ρ(x)]−

∫ ∞
−∞

ρ(x) ln(f (x))dx (130)

Note that DKL(ρ(x),f (x)) is not symmetric and thus DKL(ρ(x),f (x)) , DKL(f (x),ρ(x)).

We will now show that
∫∞
−∞ρ(x) ln(f (x)) dx = −Sdifferential [f (x)]:∫ ∞

−∞
ρ(x) ln(f (x)) dx =

∫ ∞
−∞

ρ(x) ln
(

1
√

2πσ2
e−

x2

2σ2

)
dx

=
∫ ∞
−∞

ρ(x) ln
1

√
2πσ2

dx+ ln(e)
∫ ∞
−∞

ρ(x)
(
− x2

2σ2

)
dx

(131)

Considering that ρ(x) is a probability density, which by convention yields one upon

integration over its domain, we get

= −1
2

ln
(
2πσ2

)
− ln(e)

σ2

2σ2

= −1
2

(
ln

(
2πσ2

)
+ ln(e)

)
= −1

2
ln

(
2πeσ2

)
= −Sdifferential [f (x)]

(132)

Lastly, we use the non-negativity of the Kullback-Leitner divergence

DKL(ρ(x),f (x)) = Sdifferential [f (x)]− Sdifferential [ρ(x)] ≥ 0 (133)
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to show that ∀ σ [ρ(x)] = σ [f (x)], the differential entropy of the gaussian f (x) is equal

to or larger than the differential entropy Sdifferential of ρ(x). This proofs Equation 123.

From this proof it directly follows that the quasi-harmonic entropy determined via
frequency assignment (Equation 72) is a strict upper bound for molecular vibrational

entropies as well. This means that explicit consideration of anharmonicity may only

lower the vibrational entropy of a molecular mode.

8.6. The kNN Entropy Estimator - Theory and Formal

Considerations

We will now solely focus on the estimation of configurational entropies from molecular

simulation data (i.e. a finite sample of spatial coordinates). Configurational entropies

contain only vibrational and conformational contributions. Rotational and transla-

tional contributions are assumed to be removed.

We begin with the Shannon-type entropy formula for a statistical canonical ensemble,

which is strictly valid in the realm of non-relativistic quantum physics.[178] As outlined

in previous sections, we substitute the sum over quantum states with integration over

classical continuous phase space (see Equation 82). The derived estimators are thus

only valid in the regime of classical physics, quantum effects are neglected. Finally,

the spatial contribution is separated from the momentum contribution, which can

be evaluated analytically. We are left with Equation 89. The goal is now to derive an

estimator for this expression.

First, we note that Equation 89 can be recast as an expectation value E:

Sspatial = −kB

∫
dq⃗ ρspatial(q⃗) ln

(
ρspatial(q⃗)

)
= −kBE

[
ln

(
ρspatial(q⃗)

)]
(134)

A maximum likelihood estimate of the entropy from N drawn samples can then be

written as:

Ŝspatial = − kB

Nsamples

Nsamples∑
i=1

[
ln

(
ρspatial(q⃗i)

)]
(135)

An estimator for ρspatial(q⃗) from given samples has to be developed. Then, Equation

135 can be evaluated only from samples, without explicit knowledge of ρspatial(q⃗). To

this end, we want to utilize the distances ζi,k of each d-dimensional sample point q⃗i to

its kth nearest neighbor in the sample quantity.

We provide an explicit example for a one-dimensional case:
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If the sample quantity is given as the set q⃗t = {−0.5,7.0,1.5,31.0,101.7}, the 1st nearest

neighbor (k = 1) of the first sample point q1 = (−0.5) is q3 = (1.5). The associated

nearest neighbor distance is ζi=1,k=1 = 2.0. For the third nearest neighbor (k = 3) of

q1 = (−0.5) we calculate a nearest neighbor distance of ζi=1,k=3 = 31.5.

The heuristic for choosing this approach is that for each sample locally, nearest neigh-

bor distances ζ will be large whenever ρspatial(q⃗i) is small, and vice versa. By locally

we refer to ∀qi ∈
[
q⃗i −dq, q⃗i + dq

]
where dq is sufficiently small.

We reproduce a derivation of the kNN estimator in the spirit of Lombardi and Pant

(see [214]). The kth nearest neighbor distance in d-dimensional space ζd,i,k of a d-

dimensional sample point q⃗i to its kth nearest neighbor defines a region in space. This

region is fully characterized by the criterion ℓp (q⃗ − q⃗i) < ζd,i,k, with the distance norm

ℓp (x):

ℓp(q⃗) =


{∑d

j=1

∣∣∣qj ∣∣∣p}1/p ∀ 1 ≤ p <∞∧ q⃗ = (q1, . . . ,qd) ∈Rd

max1≤j≤d
∣∣∣qj ∣∣∣ if p =∞∧ q⃗ = (q1, . . . ,qd) ∈Rd

(136)

In Equation 136, qi denotes the ith element of the vector q⃗. Therefore, a complete

notation of ζ includes the integer p of the ℓp norm as well, as ζ is a function of p:

ζ = ζ
(p)
i,k . In the remainder of this text superscripts and subscripts of ζ(p)

i,k will be omitted

for notational clarity whenever they are obvious or irrelevant.

For p = 2, the euclidean distance metric familiar from euclidean geometry is recovered.

ζi,k may be defined from a set of d-dimensional sample points Q = {q⃗1, q⃗2, ..., q⃗n} as the

(k + 1)th largest element of the ith row of the symmetric matrix Z, given by

Zi,j = ℓp
(
q⃗i − q⃗j

)
. (137)

To render things more clearly, we give an explicit set Q for an arbitrary example of a

set of three-dimensional sample points

Qexample =



0

0

0

 ,


1

1

1

 ,


9

6

3

 ,


7

7

7


 . (138)
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Using the euclidean distance norm (ℓ2), the matrix Zexample is then given as
0 1 15 12.12

1 0 9.64 10.39

15 9.64 0 4.58

12.12 10.39 4.58 0

 . (139)

As part of the exemplification, we give some numerical values for the kth nearest

neighbor distance ζ for the set of sample points Qexample given in Equation 138:

ζi=1,k=2 = 12.12

ζi=3,k=1 = 4.58

ζi=4,k=3 = 12.12

(140)

It is also desirable to state a purely mathematical, formal definition of ζ(p)
i,k . For this

purpose, we may select the ith column of the matrix Z using the elementary vector e⃗,

whose entries are defined as ej = δij . Then the ith column of the matrix Z is given as

z⃗ = Z e⃗ . (141)

Now we are able to define ζi,k by first finding the set of k smallest values in z⃗. For this

reason we define the set A = {z1,z2, · · · ,z#z⃗} containing all entries of the vector z⃗. Then,

using the argmin function known from set theory (see [215]), we define the subset B

of A containing only its k + 1 smallest elements as

B = argminA′⊂A,#A′=k+1

∑
a∈A′

a . (142)

Lastly, ζi,k can be formally defined as the largest element, the supremum, of the set B:

ζi,k = supB (143)

In this way, ζi,k can be defined formally.

We now move on to the derivation of the estimator ρ̂spatial(q⃗i), to be used in Equation

135. The probability mass P of ρspatial(q⃗i) inside the kth nearest neighbor region (see
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Figure 14) can be given as

Pq⃗i (ζi,k) =
∫
ℓp(q⃗−q⃗i )<ζi,k

ρspatial(q⃗) dq⃗ . (144)

The expected number of sample points ⟨k⟩ found within the region defined by

Figure 14: Geometric depiction of the kth nearest neighbor algorithm’s approach in two dimensions.
The orange point is the k = 5th nearest neighbor of the green point q⃗i using the ℓ2 distance
norm. This picture is adapted from [214].

ℓp (q⃗ − q⃗i) < ζi,k is calculated as

⟨k⟩ = Nsamples ∗ Pq⃗i (ζi,k) . (145)

kNN-type entropy estimators now assume that ρspatial (q⃗) is constant inside ℓp (q⃗ − q⃗i) <
ζi,k, which implies that Pq⃗i (ζi,k) can be expressed as

Pq⃗i (ζi,k) = τ ∗ ρspatial(q⃗i) , (146)

where τ is a scalar constant. The original kNN entropy estimator proposed by Kozachenko

and Leonenko ([216]), as well as Singh et al. ([217]), works under the assumption that

Pq⃗i (ζi,k) =
(
ζi,k

)d
∗ cd ∗ ρspatial(q⃗i) , (147)

where d is the dimensionality and cd is the volume of a d-dimensional unit ball. Al-

though we will sometimes neglect the superscript for notational clarity, the expression
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cd is actually depending on the chosen ℓp norm as well,[218]

c
ℓp
d =

(
2Γ

(
1
p + 1

))d
Γ
(
d
p + 1

) (148)

with

Γ (z) =
∫ ∞

0
xz−1e−x dx . (149)

To clarify, using the euclidean (ℓ2) distance norm with d = 2, cℓ2
d is the area of an unit

circle. For d = 3, it is the volume of a unit sphere. For d = 3 using the maximum (ℓ∞)

norm, cℓ∞d corresponds to the volume of a cube with an edge length of 2. Rearranging

Equation 147 yields
Pq⃗i (ζi,k)(
ζi,k

)d
∗ cd

= ρspatial(q⃗i) . (150)

Equation 150 can be inserted into Equation 135:

Ŝspatial = − kB
Nsamples

Nsamples∑
i=1

ln
 Pq⃗i (ζi,k)(
ζi,k

)d
∗ cd


 . (151)

In Equation 145, we set ⟨k⟩ equal to the number of observed sample points (k) inside

the region ℓp (q⃗ − q⃗i) < ζi,k:

k
Nsamples

= Pqi (ζi,k) =
(
ζi,k

)d
∗ cd ∗ ρspatial(q⃗i) (152)

Rearranging yields an estimator for ρspatial(q⃗i):

ρ̂spatial(q⃗i) =
k(

ζi,k
)d
∗ cd ∗Nsamples

. (153)

The estimator ρ̂spatial is asymptotically biased.[217] It can be shown that - independently

of the form of the true ρspatial(q⃗) - the probability density ρ of Pq⃗i (ζi,k) for each point q⃗i
follows a beta-distribution:[219]

ρ
[
Pq⃗i (ζ)

]
=

(
Nsamples − 1

1

) (
Nsamples − 2

k − 1

) (
P k
q⃗i

(ζi,k)
)k−1 (

1−
(
Pq⃗i (ζi,k)

))Nsamples−1−k
(154)
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The beta distribution can be rationalized as an extension of the binomial distribution

for non-integer values. ρ
[
Pq⃗i (ζ)

]
can be rationalized as the probability of finding k − 1

sample points in the interval
[
0,ζi,k

]
, one point in

[
ζi,k,ζi,k + dζ

]
and all remaining

Nsamples−1 points farther away. Figure 14 shows this graphically. The value of Pq⃗i (ζ) is

always between one and zero, as it is constituted by an integration over a subdomain

of the probability distribution ρspatial (q⃗i) (see Equation 144). The finding that Pq⃗i (ζ)

follows a beta-distribution implies further facts which can be derived from general

properties of the binomial distribution. We note that a binomial distribution is related

to a beta-distribution for fractional, non-integer parameters as

Beta(x,α,β) =
Γ (α + β)
Γ (α)Γ (β)

xα−1(1− x)β−1

Binomial(x,n,k) =

 n

k

xk(1− x)n−k

Binomial(x,n,k) =
Beta(x,k + 1,n− k + 1)

n+ 1
.

(155)

In our case, the parameters α and β of the beta-distribution are Nsamples − 1 and

k, which are conceptually always integers. The expression given in Equation 154

can therefore also be viewed to describe a Bernoulli trial, i.e. a series of stochastic

experiments where the outcome is binary (“success”: Finding a sample point inside

the given interval, or “failure”: not finding a sample point inside the given interval).

We note that the exact value of Pq⃗i (ζi,k) can be determined from Equation 144. Thus,

for a given q⃗i and therefore a defined nearest neighbor distance ζi,k, ρ
[
Pq⃗i (ζi,k)

]
needs

to be a Dirac δ-distribution with its peak at the exact value. However, since we are not

able to calculate neither Pq⃗i (ζi,k) nor ρspatial (q⃗i) solely from drawn samples without an

explicit knowledge of ρspatial(q⃗), this approach is not viable. If we recall that the order

statistics sampled from a uniform distribution are each following a beta-distribution,

we can rationalize the assumptions contained in taking Pq⃗i (ζi,k) to be beta-distributed

as such:

We are to draw Nsamples − 1 from a one-dimensional uniform distribution in the range

[0,1], and we want to calculate the ith largest sample value xi of the total n = Nsamples−1

samples drawn from this uniform distribution. The value xi is then called the ith order

statistic. It can be shown that the ith order statistic of a uniform distribution, if taken
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as a random variable itself, is distributed according to a beta-distribution:

ρ[xi] =
(
Nsamples − 1

)  Nsamples − 2

k − 1

 (1− xi)Nsamples−1−k xk−1
i (156)

This means that the probability of obtaining the number xi as the ith largest value

when drawing n samples is beta distributed. Equivalently, Equation 144 can thus be

seen as the probability distribution of drawing xi = Pq⃗i (ζi,k) as the kth largest sample

when drawing from a uniform probability distribution. Therefore, in the asymptotic

limit of kNN entropy estimation for Nsamples→∞, it is assumed that samples drawn

are distributed uniformly across the spatial domain. The asymptotic bias of Equation

153 stems from the expectation value of the logarithm of a beta function, as we will

show. We recognize the equivalence

Nsamples∑
i=1

ln
(
Pq⃗i (ζ)

)
= E

[
lnPq⃗i (ζ)

]
. (157)

Therefore

E

[
lnPq⃗i (ζ)

]
=

∫ ∞
0

ρ
[
Pq⃗i (ζ)

]
lnPq⃗i (ζ) dζ = 𭟋(k)− 𭟋(Nsamples) , (158)

where 𭟋(z) ≡
∫∞

0

(
e−t
t −

e−zt
1−e−t

)
dt is the digamma function.[214] We briefly note that the

assumption of beta-distributed Pq⃗i (ζi,k) was shown not to hold for datapoints in the

vicinity of the borders of the distribution’s domain by Rahvar and Ardakani, who

propose a correction scheme to remedy this shortcoming in numerical applications of

the kNN entropy estimator.[220] We will give more details on this shortcomming and

the proposed correction scheme in Section 8.7.3.

We are now able to simplify Equation 151 by extracting the expressions containing

the digamma function 𭟋 from the logarithm:

Sspatial = kB

(
−𭟋(k) + 𭟋(Nsamples)

)
+

kB

Nsamples

Nsamples∑
i=1

[
ln

((
ζi,k

)d
cd

)]
. (159)
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After trivial rearrangement, the canonical form of the kNN entropy estimator using

the approximation introduced by Kozachenko and Leonenko[216] is obtained as

Sspatial = kB

(
−𭟋(k) + 𭟋(Nsamples) + ln(cd)

)
+

kB d
Nsamples

Nsamples∑
i=1

[
ln

(
ζi,k

)]
. (160)

Note the additional terms kB
(
𭟋

(
Nsamples

)
− 𭟋(k)

)
, which are corrections for the asymp-

totic bias of Equation 153.

Alternative expressions for the kNN entropy estimator, differing only by a constant

scalar offset from Equation 160, have been proposed. This is presumably due to differ-

ent derivations of the asymptotic bias-correcting constants. In his works, Hnizdo uses

an expression derived earlier by himself and coworkers.[217] It is given as

SHnizdo
spatial = kB

 1
Nsamples

Nsamples∑
i=1

ln
Nsamples π

d
2ζdi,k

kΓ
(
d
2 + 1

) − (Lk−1 − lnk −γE)

 , (161)

with Lj =
∑j

i=1 1/i, (L0 ≡ 0), and γE ≈ 0.577216. The main difference to our derivation

results from his use of the Poisson limit theorem for approximating the digamma

function 𭟋. Furthermore, the distance norm for the kNN neighbor distance calculation

is taken as the ℓ2 norm in Equation 161. We can relate Equation 161 to Equation 160

by first recasting the digamma Function 𭟋 (x) for integer arguments x as

𭟋 (x) = Lx−1 −γ ∀x ∈N . (162)

In the asymptotic limit the digamma function 𭟋 behaves as

𭟋 (x→∞) ∼ lnx − 1
2x

+
∞∑
n=1

g(1− 2n)
x2n = lnx+O

(1
x

)
, (163)

where g(s) =
∑∞

n=1
1
ns is the Riemann zeta function. We can now rewrite Equation 161

as

SHnizdo
spatial = kB

 1
Nsamples

Nsamples∑
i=1

ln
π

d
2
(
ζd,i,k

)d
Γ
(
d
2 + 1

) − 𭟋 (k) + 𭟋

(
Nsamples→∞

) , (164)
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Furthermore, Goria et al. derive a similar expression in [221],

ŜGoria
spatial = kB

 1
Nsamples

Nsamples∑
i=1

ln

(
Nsamples − 1

)
π

d
2
(
ζd,i,k

)d
kΓ

(
d
2 + 1

) − (Lk−1 − lnk −γ)


= kB

 1
Nsamples

Nsamples∑
i=1

ln
π

d
2
(
ζd,i,k

)d
Γ
(
d
2 + 1

) − 𭟋 (k) + 𭟋

((
Nsamples − 1

)
→∞

) ,

(165)

whose modification is reminiscent of Bessel’s correction.[222] In this present work, we

will mainly use with Equation 160. From Equations 164, 165, and 160 it becomes

clear that the derivations of Hnizdo et al. and Goria et al. contain a truncated Taylor

Series of the asymptotic expression of the digamma function 𭟋, while the derivation

presented before (modified from [214]) contains the digamma function 𭟋 exactly and

not as a truncated series expansion.

In summary, the kNN entropy estimator is derived by assuming a constant density

in a hyperspheric / hypercubic region (depending on the Minkowski metric chosen)

spanning from each sample point to its kth nearest neighbor. It contains an asympotic

bias resulting from the local regions where constant probability density is assumed

being beta-distributed. Different exact and approximate bias corrections have been

proposed.

8.7. Errors of the kNN Entropy Estimator

In this section, we give a detailed overview of possible sources of error that may be

present in applications of the kNN entropy estimator. We do this in order to learn

about possible shortcomings and pitfalls of the kNN entropy estimator. A deeper

understanding of the properties of the estimator will hopefully lead to results that

render the application of the entropy estimator towards molecular data more reliable

and easy.

First, we briefly mention the formal error analysis of the kNN density estimator by

Fukunaga in [219], where the variance and mean square error are calculated explicitly

under some assumptions. Fukunaga states that the parameter k should be chosen

k > 2 in order to avoid a large variance in the density estimate Pqi (ζi,k). Expressions

for the calculation of an optimal k value are suggested by Fukunaga as well. For

large sampling sizes, the effect of the parameter k can be found to be minimal, as the
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distance to the kth nearest neighbor is approximately equal to the (k + 1)th nearest

neighbor. Furthermore, within Fukunaga’s analysis formal arguments predict that in

high dimensionality, the effect of both k and the number of samples will be negligible.

8.7.1. Asymptotic Bias

As outlined in the derivation of the kNN entropy estimator, different variants of the

estimator have been proposed (see Equations 160, 164, and 165). Formally, Equation

160 is the most accurate expression, as it does not contain the Poisson limit theorem

for approximating the digamma function 𭟋. In the works of Hnizdo and coworkers,

which prevail in the field of computational chemistry, a different derivation of the

kNN entropy estimator is given by first deriving an asymptotically biased plug-in

estimator and subsequently deriving a bias-correcting constant. Such a derivation is

given in [217]. The biased estimator derived therein has the form

Ŝbiased
k,Nsamples

= − 1
Nsamples

Nsamples∑
i−1

ln

 k
Nsamples

·
𭟋

(
d
2 + 1

)
π

d
2ζd,i,k


=

d
Nsamples

Nsamples∑
i=1

lnζd,i,k + lnNsamples − lnk + ln
π

d
2

𭟋

(
d
2 + 1

) .

(166)

The unbiased estimators may then be defined as

Ŝunbiased
k,Nsamples

= Ŝbiased
k,Nsamples

− b(k,Nsamples) . (167)

The mathematical expressions for the bias-correction b(k,NSamples) corresponding to

Equations 164, 165, and 160 are

bSingh(k) = 𭟋(k)− lnk

bGoria(k,NSamples) = bSingh(k) + ln
(

NSamples

NSamples − 1

)
bexact(k,NSamples) = bSingh (k) + lnn− 𭟋

(
NSamples

)
.

(168)

We note that in the definitions given in the set of Equations 168, bSingh(k) only de-

pends on the number of nearest neighbors k. bexact and bGoria are functions of k and

NSamples. We give a plot of the biased kNN entropy estimator in Figure 15a (accord-

ing to Equation 166). The plot shows, that the biased entropy estimate deviates by
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a constant factor from the exact entropy value. The deviation becomes smaller if

k is increased. The bias-corrected kNN entropy estimates are shown in Figure 15b.

The kNN entropy estimates that have been unbiased using bSingh(k), and now indeed

converge to the exact differential entropy value for all values of k. The bias-correction

function bSingh(k) can be seen to converge to zero for increasing values of k (see Fig-

ure 15c). bGoria(k,NSamples) and bexact(k,NSamples) (eq. 168) additionally depend on the

number of data points NSamples. For large data sets, as they occur in the analysis of MD

simulations, the correction factors due to NSamples are close to zero. ln
(

NSamples
NSamples−1

)
in

bGoria(k,NSamples) evaluates to 0.01 for NSamples = 100, and to 0.001 for NSamples = 1000.

Similarly, ln(NSamples − 𭟋 (n)) in bexact(k,NSamples) evaluates to 0.005 for NSamples = 100,

and to 0.0005 for NSamples = 1000. In Conclusion, we can derive several learnings from

the analysis of the bias-corrections presented in this section: When dealing with MD

simulation trajectory data sets, the following generally holds: NSamples is large (at least

> 1000), but sampling in the high-dimensional confrontational space of the molecular

system is nevertheless sparse. For this reason, NSamples should be made as large as

possible for the available computational resources. In order to render the kNN entropy

estimation procedure feasible, small values of k are favorable. In these cases, Figure

15 shows that one needs to correct for the asymptotic bias, since the value of bSingh(k)

is largest for small values of k. The biased estimator of Equation 166 should not be

used. Which correction method and thus which kNN entropy estimation flavor is used

is not very important, because for large values of NSamples all bias-correcting func-

tions b yield approximately similar values. Explicitly, this shows that the approximate

bias-correction bSingh(k) performs well and may be used equivalently to the exact bias

correction term bexact(k,NSamples).
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8.7.2. Non-Additivity of Marginal Entropies

In the following, we will derive errors of the kNN estimator (Equation 160) stemming

from the assumption of constant density inside ℓp (q⃗ − q⃗i) < ζk. A special focus will be

put on the manifestation of errors with increasing dimensionality.

We now assume a high-dimensional ρspatial (q⃗) to be built from uncorrelated, one-

dimensional probability density functions:

ρspatial(q⃗) =
∏
a=1

ρd=a
spatial(qa) (169)

We want to check whether the product of the derived density estimators∏
a=1

ρ̂d=a
spatial(qa) (170)

is equal to the full-dimensional estimator ρ̂spatial (q⃗i). To this end, we insert the estima-

tors ρ̂spatial directly into Equation 135. The derivation of the asymptotic bias constant

−𭟋(k) + 𭟋(N ) is skipped because the constant is independent of the dimensionality.

For the one-dimensional kNN entropy estimates, we obtain:

ŜkNN

[
ρd=1

spatial

]
= − kB

Nsamples

Nsamples∑
i=1

ln
(
ρ̂spatial(q

d=1
i )

)
= kB

[
−𭟋(k) + 𭟋(Nsamples) + ln(c1)

]
+

kB

Nsamples

Nsamples∑
i=1

[
ln

(
ζd=1,i,k

)]
.

(171)

For the d-dimensional estimator, we calculate:

ŜkNN

[
ρdspatial

]
= − kB

Nsamples

Nsamples∑
i=1

ln
(
ρ̂spatial (q⃗i)

)
= kB

[
−𭟋(k) + 𭟋(Nsamples) + ln(cd)

]
+

kB d
Nsamples

Nsamples∑
i=1

[
ln

(
ζd,i,k

)] (172)
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We now assert whether the property of additivity holds for the one-dimensional

entropy estimators:

d∑
a=1

ŜkNN

[
ρ̂spatial

(
qd=1
i

)] != ŜkNN

[
ρ̂spatial (q⃗i)

]
. (173)

This is equivalent to asserting whether the 1st order MIE is identical to the exact

full-dimensional entropy, due to all higher order MI terms being necessarily identical

to zero. This holds since we have explicitly defined the multi-dimensional probability

distribution as a product of only one-dimensional functions. No correlations are

contained. Entropy - in both a physico-chemical and information-science context - can

be seen to be strictly additive for uncorrelated probability distributions, or, phrased

more physically, for non-interacting statistical subsystems. It would thus by desirable

for any estimator to preserve this property of additivity, which is intrinsic to the

definition of the concept of entropy itself (see [175]).

To this end, we evaluate the estimators’ difference ∆kNN with respect to each other. We

denote the one-dimensional nearest neighbor distance of dimension a as ζd=a,i,k and

nearest neighbor distances in the full-dimensional space as ζi,k.

∆kNN =
d∑

a=1

ŜkNN

[
ρd=a

spatial

]
− ŜkNN

[
ρspatial

]
=

d∑
a=1

kB

(
−𭟋(k) + 𭟋(Nsamples)

)
+ kB lnc1 +

kB

Nsamples

Nsamples∑
i=1

ln
(
ζd=a,i,k

)
−

kB

(
−𭟋(k) + 𭟋(Nsamples)

)
+ kB lncd +

kB

Nsamples

Nsamples∑
i=1

ln
(
ζi,k

)d
=

d−1∑
a=1

[
kB

(
−𭟋(k) + 𭟋(Nsamples)

)]
+

d∑
a=1

kB lnc1 +
kB

Nsamples

Nsamples∑
i=1

ln
((
ζd=a,i,k

))
−

kB lncd +
kB d

Nsamples

Nsamples∑
i=1

ln
(
ζi,k

)
(174)

Non-standard computational approaches applied to molecular systems
Page 142



Chapter 8 Entropy Estimation

∆kNN =kB (d − 1)
(
−𭟋(k) + 𭟋(Nsamples)

)
+

d∑
a=1

[kB lnc1]

− kB

Nsamples

d∑
a=1


Nsamples∑

i=1

ln
(
ζd=a,i,k

)− kB lncd −
kB d

Nsamples

Nsamples∑
i=1

ln
(
ζi,k

)
=kB(d − 1)

(
−𭟋(k) + 𭟋(Nsamples)

)
+ kB ln(c1)d − kB lncd

+
kB

Nsamples

d∑
a=1


Nsamples∑

i=1

ln
(
ζd=a,i,k

)− kB d
Nsamples

Nsamples∑
i=1

ln
(
ζi,k

)
(175)

We group all summation terms which do not depend on the d-dimensional kth nearest

neighbor distance of the point j, i.e. those that are independent of ζ:

γ(d,k,Nsamples) = kB(d − 1)
(
−𭟋(k) + 𭟋(Nsamples)

)
(176)

ξ(d) = d · kB lnc1 − kB lncd (177)

We note that, mathematically due to the divergence of the harmonic series,

lim
Nsamples→∞

γ(d,k,Nsamples) =∞ . (178)

This is a nonsensical result, as it implies that the kNN estimator in higher dimension-

ality will not convergence when Nsamples is increased. Although Equation 178 holds

from a formal mathematical point of view, a more detailed discussion of the role of

the bias corrections which are grouped in γ(d,k,Nsamples) will make the role of the

term γ more tangible:

The result given in Equation 176 can be rationalized by rethinking the role of the term(
−𭟋(k) + 𭟋(Nsamples)

)
in Equation 160. It is exactly the expectation value E

[
lnPq⃗i (ζ)

]
,

which we used to extract the unknown variable Pq⃗i (ζ) from the logarithm in Equation

151. In this sense, γ(d,k,Nsamples) is not an error term, but arises due to the necessary

correction of an asymptotic bias, which is present in the estimator of ρspatial used

in the kNN estimator (see Equation 153 and Section 8.7.1). For the kNN entropy

estimator, an asymptotic bias-correcting factor is needed in each case; once for the full-

dimensional case and one per dimension for the 1st order MIE. The nearest neighbor

computation introduces the neighbor distance computation functions (i.e. the ℓ norms)

as an so-called ordering function on the arbitrary-dimensional probability density

function. An order statistic, which we will explain in more detail in the following
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paragraphs, is then computable from the nearest neighbor distances. For this reason,

every time nearest neighbor distances are evaluated for some (or all) dimensions of

the probability density, an asymptotic bias is introduced.[223] In summary, although

we can calculate γ(d,k,Nsamples) explicitly, we do not expect it to be present as an

error in numerical application of the kNN estimator. From formal arguments it can

be seen that γ(d,k,Nsamples) is in fact not an error, but merely accumulates grouped

asymptotic-bias correcting factors, which are strictly necessary for convergence.

After some more rearrangements, a concise expression for the intrinsic dimensionality-

related error of the kNN estimator of the multi-dimensional density ρ =
∏d

a=1ρ
d=a
spatial is

obtained:

∆kNN = γ(d,k,Nsamples) + ξ(d) +
kB

Nsamples

d∑
a=1


Nsamples∑

i=1

ln
(
ζd=a,i,k

)− kB d
Nsamples

Nsamples∑
i=1

ln
(
ζi,k

)
= γ(d,k,Nsamples) + ξ(d) +

kB

Nsamples

Nsamples∑
i=1

−d ln
(
ζi,k

)
+

d∑
a=1

ln
(
ζd=a,i,k

)
= γ(d,k,Nsamples) + ξ(d) +

kB

Nsamples

Nsamples∑
i=1

− d∑
a=1

(
ln

(
ζi,k

)
+ ln

(
ζd=a,i,k

))
= γ(d,k,Nsamples) + ξ(d)− kB

Nsamples

Nsamples∑
i=1

d∑
a=1

ln
(

ζi,k
ζd=a,i,k

)
(179)

From Equation 179 it becomes clear that there are two distinct sources of errors in the

kNN estimator. We state again that γ(d,k,Nsamples) should not be seen as an error term,

but as the grouping the necessary asymptotic corrections. The remaining two terms

add up to the total error. Please note that these sources of error have been derived by

formal arguments and are thus independent of the error due to finite sampling size,

which will additionally be present in any application of the kNN estimator towards

MD simulation data.

The second error term has been named ξ(d). It is a function of the dimensionality d

and depends on the Minkowski metric (ℓ norm) which is used for the evaluation of the

nearest neighbor distances ζ. If the maximum norm (ℓ∞) is used, cd = 2d . Furthermore,
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∀p ∈N : c1 = 1 in all cases. Thus, ξ(d)ℓ∞ = 0. If the euclidean metric ℓ2 is used, we get

ξ(d)ℓ2
= kB

(
lncd − ln2d

)
= kB

ln
π

d
2

Γ
(
1 + d

2

) − ln2d

 , 0 . (180)

More specifically, for the generalized distance norm ℓp, the volume of a d dimensional

unit ball was given in Equation 148 as

c
ℓp
d =

(
2Γ

(
1
p + 1

))d
Γ
(
d
p + 1

) (181)

and therefore

ξ(d)ℓp = kB

(
lnc

ℓp
d − ln2d

)
= kB

ln

(
2Γ

(
1
p + 1

))d
Γ
(
d
p + 1

) − ln2d


= kB ln

(
Γ
(

1
p + 1

))d
Γ
(
d
p + 1

) .

(182)

The term ξ(d)ℓp of Equation 182 vanishes for the ℓ∞ norm. This can be rationalized by

noticing that the unit ball in the ℓ∞ is a hypercube, and the volume of a hypercube

is the result of the product of its one-dimensional edge lengths. The edge-lengths

correspond to the “volume” of a unit ball for d = 1. Therefore, it holds for the ℓ∞ norm

only that

cℓ∞d = 2d =
d∏

a=1

cℓ∞1 . (183)

It can be seen that same does not hold for other norms, such as the euclidean ℓ2 norm,

since the volume of a hypersphere is not identical to its diameter raised to the dth

power.

Lastly, there is a contribution to the total error resulting from the kth nearest neighbor

distances ζ themselves. To state this more clearly, the error results from the ratio of

the full-dimensional (d-dimensional) nearest neighbor distance ζi,k raised to the dth

power and the product of the one-dimensional nearest neighbor distances ζd=a,i,kof
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each dimension:

∆kNN −γ(d,k,Nsamples)− ξ(d) = − kB

Nsamples

Nsamples∑
i=1

d∑
a=1

ln
(

ζi,k
ζd=a,i,k

)
(184)

The expression found in Equation 184 follows from rearrangement of the last term in

Equation 179. At this point, it will be helpful to give an analogy for this expression: It

is a ratio of two d-dimensional volumes. If the volumes are identical, the contribution

vanishes and no error from the nearest neighbor distances, and thus from the sampled

data itself, is made. This is the case if and only if

(
ζi,k

)d
=

d∏
a=1

ζd=a,i,k (185)

holds.

While
∏d

a=1ζd=a,i,k is a hyperrectangle, only becoming a hypercube when all individual

neighbor distances ζd=a,i,k are identical,
(
ζi,k

)d
is by definition a hypercube with fixed

edge length. Obviously, Equation 185 does not hold in all cases. More so, it may only

be approximately true if all individual domains have a similar magnitude and thus

similar variance. Krasov et al. give geometrical arguments for this finding in [224] and

conclude that the kNN entropy estimator is not strictly additive for this reason.

To render things clearer we give an explicit example: Let us assume a two-dimensional

model where ρd=1
spatial and ρd=2

spatial are uniform distributions, each defined on the domain

D = [0,1]. The higher-dimensional ρ built from the uncorrelated marginal probability

densities is then ρspatial = ρd=1
spatial ·ρ

d=2
spatial. In the case of a uniform distribution, we may

assume all one-dimensional nearest neighbor distances for k = 1 to be equal, having

a value of ζd,i,k = 1
Nsamples−1 ∀ d. In this case, Equation 185 holds if the ℓp=∞ metric is

used. Then, no error due to the nearest neighbor distances is made.

Now let us assume the same situation, but with ρd=2
spatial defined on the domain D ′ = [0,10].

Now, ζj,d=1
k = 1

Nsamples
, but ζd={1,2},i,k = 10

Nsamples−1 . Now,
∏d

a=1ζd=a,i,k = 10

(Nsamples−1)2 be-
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comes a hyperrectangle. The value of
(
ζi,k

)d
now depends on the ℓp metric:

p =∞ :
(
ζi,k

)d
=

(
10

Nsamples − 1

)2

p = 2 :
(
ζi,k

)d
=


√(

10
Nsamples − 1

)2

+
(

1
Nsamples − 1

)2


2 (186)

In any case, Equation 185 does not hold and an error according to Equation 184 results.

In the case of identical one-dimensional probability density functions ρ, which have

only been scaled to encompass different domains, we are able to remedy this by

rescaling the sample points to equal variance prior to the kNN entropy estimation.

In accordance with Equation 110, we are able to remove the effect of this scaling by

evaluating the shifting constant analytically from the scaling factors. In this manner,

the kNN estimator’s intrinsic error is avoided and the differential entropy, whose

absolute value does depend on the size of the domain, can be recovered. A similar

procedure might also be able to remedy the intrinsic error of the kNN estimator for

chemical, molecular simulation data. In this case however, modes will not only differ

in scale but also in their shape. Correlation might also be present. Thus, the scaling

to equal variance should then only be seen as an approximate scheme to render the

application of the kNN estimator feasible at low intrinsic errors.

We finish this section on the formal discussion of errors of the kNN estimator by giving

some example values of the contributions of γ and ξ, which can be evaluated directly

without the need for empirical samples drawn from a distribution. The magnitude of

the contribution γ(d,k = 1,Nsamples) again showcases the critical need for asymptotic

bias corrections in kNN entropy estimation procedures, as previously highlighted in

Figure 15.

Table 3: Numerical results for the contribution γ(d,k = 1,Nsamples), units: J
molK

Nsamples d = 1 d = 2 d = 3 d = 4 d = 5
50 0.00 37.24 74.48 111.73 148.97
100 0.00 43.05 86.09 129.14 172.19
1000 0.00 62.23 124.46 186.69 248.92
5000 0.00 75.61 151.23 226.84 302.46
10000 0.00 81.38 162.76 244.13 325.51
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Table 4: Numerical results for the error ξ(d)ℓp = kB ln
(
Γ
(

1
p +1

))d
Γ
(
d
p +1

) , units: J
molK

p d = 1 d = 2 d = 3 d = 4 d = 5
1 0.00 -5.76 -14.90 -26.42 -39.81
2 0.00 -2.01 -5.38 -9.78 -15.01
3 0.00 -1.03 -2.82 -5.22 -8.10
4 0.00 -0.63 -1.75 -3.27 -5.12
5 0.00 -0.43 -1.19 -2.25 -3.55
10000 ≊∞ 0.00 0.00 0.00 0.00 0.00

As the nearest neighbor distances ζd=1,i,k are directly dependent on the sampling

procedure, we cannot give a general estimate of the error induced by the term

− kB

Nsamples

Nsamples∑
i=1

d∑
a=1

ln
(

ζi,k
ζd=a,i,k

)
. (187)

However, if we assume every ρdspatial to be a uniform distribution on a bounded domain

Dd in R, where the spatial extend of the domain

max(Dd)−min(Dd) (188)

is related via

max(Dd)−min(Dd) = b · [max(Dd+1)−min(Dd+1)] , (189)

the one-dimensional neighbor distances can be given explicitly. b is a constant scalar

that describes the scaling of the dimensions with respect to each other. A one-dimensional

kth nearest neighbor distance may reasonably be assumed to be equidistant and ex-

pressed by

ζd,i,k =
[max(D1)−min(D1)] · k · b(d−1)

Nsamples − 1
∀i . (190)

Therefore, assuming uniform probability densities ρdspatial (q⃗i) = 1
max(Dd )−min(Dd ) , we can
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calculate − kB
Nsamples

∑Nsamples

i=1
∑d

a=1 ln
( ζi,k
ζd=a,i,k

)
explicitly as

− kB

Nsamples

Nsamples∑
i=1

d∑
a=1

ln

 ζi,k
[max(D1)−min(D1)]·k·b(d−1)

Nsamples−1

 =

− kB

Nsamples

Nsamples∑
i=1

d∑
a=1

ln


{∑d

b=1

∣∣∣∣ [max(D1)−min(D1)]·k·b(b−1)

Nsamples−1

∣∣∣∣p} 1
p

[max(D1)−min(D1)]·k·b(a−1)

Nsamples−1

 =

−kB

d∑
a=1

ln


{∑d

b=1

∣∣∣[max(D1)−min(D1)] · b(b−1)
∣∣∣p} 1

p

[max(D1)−min(D1)] · b(a−1)

 .

(191)

Equation 191 may be evaluated numerically for given values of d, p, and b.

Table 5: Numerical results for the error term − kB
Nsamples

∑Nsamples
i=1

∑d
a=1 ln

( ζi,k
ζd=a,i,k

)
, units: J

molK , b = 1

p d = 1 d = 2 d = 3 d = 4 d = 5
1 0.00 -11.53 -27.40 -46.11 -66.91
2 0.00 -5.76 -13.70 -23.05 -33.45
3 0.00 -3.84 -9.13 -15.37 -22.30
4 0.00 -2.88 -6.85 -11.53 -16.73
5 0.00 -2.31 -5.48 -9.22 -13.38
10000 ≊∞ 0.00 0.00 0.00 0.00 -0.01

Table 6: Numerical results for the error term − kB
Nsamples

∑Nsamples
i=1

∑d
a=1 ln

( ζi,k
ζd=a,i,k

)
, units: J

molK , b = 0.5

p d = 1 d = 2 d = 3 d = 4 d = 5
1 0.00 -12.51 -31.25 -55.49 -85.13
2 0.00 -7.62 -20.68 -39.30 -63.59
3 0.00 -6.42 -18.38 -36.06 -59.48
4 0.00 -6.02 -17.69 -35.12 -58.30
5 0.00 -5.87 -17.45 -34.79 -57.90
10000 ≊∞ 0.00 -5.76 -17.29 -34.58 -57.63

At this point, we are able to sum up the error terms for given set of parameters d, p, k,

under the assumption of uncorrelated one-dimensional uniform probability densities

ρspatial(q⃗) =
d∏

a=1

ρd=a
spatial(qa) =

d∏
a=1

1
max(Da)−min(Da)

(192)
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with their bounded domains Dd in R again constrained by

max(Dd)−min(Dd) = b · [max(Dd+1)−min(Dd+1)] . (193)

Table 7: Numerical results for the error term ∆kNN −γ(d,k = 1,Nsamples), units: J
molK , b = 1.0, k = 1

p d = 1 d = 2 d = 3 d = 4 d = 5
1 0.00 -17.29 -42.30 -72.53 -106.71
2 0.00 -7.77 -19.08 -32.83 -48.46
3 0.00 -4.87 -11.96 -20.58 -30.40
4 0.00 -3.51 -8.60 -14.79 -21.85
5 0.00 -2.73 -6.67 -11.47 -16.93
10000 ≊∞ 0.00 0.00 0.00 0.00 0.00

Table 8: Numerical results for the error term ∆kNN −γ(d,k = 1,Nsamples), units: J
molK , b = 0.5, k = 1

p d = 1 d = 2 d = 3 d = 4 d = 5
1 0.00 -18.27 -46.15 -81.91 -124.93
2 0.00 -9.63 -26.06 -49.08 -78.60
3 0.00 -7.45 -21.21 -41.27 -67.58
4 0.00 -6.65 -19.44 -38.38 -63.43
5 0.00 -6.29 -18.64 -37.04 -61.44
10000 ≊∞ 0.00 -5.76 -17.29 -34.58 -57.63

Table 7 shows the error for a multidimensional uniform distribution with equal

domains. In line with theoretical arguments, the error due to ∆kNN −γ(d,k,Nsamples)

can be seen to vanish for p → ∞. If the domains of the individual dimensions are

uneven (see Table 8 for b = 1
2 ), the error does not vanish even for p→∞ and can have

substantial magnitude. In Table 8 the absolute error decreases with increasing p. From

these results, it can be stated that the 1st oder MIE of the kNN entropy should always

be performed using the ℓ∞ norm in order to minimize errors. From the arguments

and tables presented above, it seems that although the kNN entropy estimator is

suffering from different sources of errors, it might be able to yield the entropy of a one-

dimensional uniform probability distribution exactly, since in this case the assumption

of uniform density within the region [qi − ζ,qi + ζ] is trivially true. Furthermore, the

nearest neighbor distances ζ can be evaluated analytically in this case. Nevertheless,

we will show that even then the kNN entropy estimator remains approximative and
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cannot yield the correct differential entropy.

Assume a uniform probability density ρ with a domain D = [0,1]. From [225] it is

known that the analytic differential entropy of this distribution is calculated solely

from the boundaries of the domain as

Ŝ[ρ] = kB ln
1

1− 0
= 0 . (194)

Now, due to the uniformity of the density, we may again reasonably assume that

samples drawn are spaced in an equidistant manner. Then, for a set of Nsamples drawn

sample points, their individual values are taken as

Ni =
i

Nsamples − 1
(195)

and their nearest neighbor distances ζi,k are

ζi,k =
k

Nsamples − 1
. (196)

Now, inserting this into Equation 160 yields

SkNN = kB

[
−𭟋(k) + 𭟋(Nsamples) + ln(cd)

]
+

kB d
Nsamples

Nsamples∑
i=1

[
ln

(
ζi,k

)]
. (197)

Without loss of generality, we take k = 1 and, as we are analyzing the one-dimensional

case, d = 1 and thus cd = 2 independent of the Minkowksi metric:

SkNN = kB

[
𭟋(Nsamples) + ln2 + ln

1
Nsamples − 1

]
= SkNN

(
Nsamples

)
. (198)

We take the limit of Equation 198 for Nsamples→∞ and obtain

lim
Nsamples→∞

SkNN = kB lim
Nsamples→∞

(
𭟋(Nsamples) + ln2 + ln

1
Nsamples − 1

)
≊ kB ln2 , 0 .

(199)

In Equation 199 we have used the series expansion of the digamma function 𭟋 and

retained only the leading term, as previously discussed with regards to Equation 163.

Equation 199 shows that the kNN entropy estimate of the uniform one-dimensional

probability density is not identical to the analytic result (compare with Equation
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194), not even in the limit of infinite samples. The reason for this is the previously

laid out approximation of taking Pqi (ζi,k) to be distributed according to a beta dis-

tribution. In case of a one-dimensional uniform distribution, Pqi (ζi,k) is actually a

delta-distribution for each given point qi . We show this explicitly by first rewriting

Equation 197 without extracting Pqi (ζi,k) from the summation (and thereby assuming

it to be beta distributed), using Equation 150:

SkNN = − kB

Nsamples

Nsamples∑
i=1

ln
 Pq⃗i (ζ)(
ζi,k

)d
∗ cd




= kB ln(cd)− kB · d
Nsamples

Nsamples∑
i=1

[
ln

(
Pq⃗i (ζ)

ζi,k

)]
.

(200)

For a uniform distribution, we may calculate Pq⃗i (ζ) exactly. Its value is identical for all

points q⃗i , because they are spaced equidistantly. For a sample size of Nsamples, it holds

that

Puniform

(
ζ =

1
Nsamples − 1

)
=

2
Nsamples − 1

. (201)

If we insert Equation 201 in Equation 200, we obtain

S†kNN = kB ln(cd)− kB · d
Nsamples

Nsamples∑
i=1

ln


2
Nsamples−1

1
Nsamples−1




= kB ln(2)− kB

Nsamples

Nsamples∑
i=1

ln(2) = 0 .

(202)

Thus, the error in Equation 199 stems from assuming Pq⃗i (ζ) to be beta-distributed. For

numerical applications towards MD simulation data. One however cannot operate

the kNN entropy estimator without this assumption, as Pq⃗i (ζ) cannot be calculated be

exactly, since in practical applications ρspatial (q⃗i) is unknown.

Although this preceding discussion of errors is important to understand the empirical

behavior of the kNN estimator, the errors given in Table 8 are in a sense hermetic and

not applicable to MD simulation data. Although the conformational and vibrational

modes from chemical simulation data might be distributed according to a normal

distribution, they are decisively not uniformly distributed. Thus, the errors observed

in empirical estimations of differential entropies are of a different nature and can

hardly be captured with analytical mathematical derivations.
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8.7.3. Errors at Domain Boundaries

Rahvar and Ardakani have given a concise discussion of the error of the kNN en-

tropy estimator at the domain boundaries of the underlying probability distribution

ρ in [220]. Specifically, they assert that the failure of the kNN entropy estimator

stems from the assumption of constant density in the region given by Pq⃗i (ζi,k) =∫
ℓp(q⃗−q⃗i )<ζi,k

ρspatial (q⃗) dq⃗ (see Equation 144). The assumption is not valid at the domain

boundaries, as the size of the region is overestimated by the estimator there. This is the

case whenever the volume V = k

(ζi,k)
d
cd Nsamples

inside of which the density ρ is assumed

to be constant extends farther than the domain of ρ. This means that the assumption

is invalid for those sample points that lie close to the boundary of the domain. This in

turn leads to Pq⃗i (ζi,k) not being distributed according to a beta-distribution, even in the

limit of infinite sample points. Thus, Equation 154 is not valid at the boundary. Rahvar

and Ardakani have developed a correction scheme for the supremum-norm case (ℓ∞).

We will state a novel although straight-forward extension of their correction scheme

to the euclidean (ℓ2) norm as well. The correction scheme operates by assuming that

the minimum/maximum value found in the set of sample points for each individual

dimension is identical to the domain boundary of that dimension. For every q⃗i from

the set of drawn sample points Q which is considered in the kNN entropy estimator,

we first check whether it is close to the boundary by asserting if the kNN distance

ζ
p
i,k is larger than the distance to the outer-most sample points in each dimension. To

check when to correction needs to be applied, we define an auxiliary function Ω:

Ω(q⃗i) =
d∑

a=1


1 if ζpi,k > | sup

{(
q⃗j

)
a
− (q⃗i)a | q⃗j ∈Q

}
|

1 if ζpi,k > | inf
{(
q⃗j

)
a
− (q⃗i)a | q⃗j ∈Q

}
|

0 else

(203)

Rahvar and Ardakani’s correction scheme operates by assuming the minimum/maxi-

mum value found in the set of sample points for each individual dimension is identical

to the domain boundary of that dimension. For every sample point q⃗i which is consid-

ered in the kNN entropy estimator, we first check whether it is close to the boundary

by asserting if the kNN distance ζi,k in the chosen ℓp norm is larger than the dis-

tance to the outer-most sample points in each dimension (qamin = inf
{(
q⃗j

)
a
| q⃗j ∈Q

}
,

qamax = sup
{(
q⃗j

)
a
| q⃗j ∈Q

}
). This is the case if Ω(q⃗i) > 0 in Equation 203. If this is the

case, ζi,k associated with point q⃗i is discarded and substituted with a newly calculated,
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corrected nearest neighbor distance. In order to compute this corrected nearest neigh-

bor distance, we define a new distance ri,k,a per dimension a of the multidimensional

domain:

ri,k,d=a = min
{

(q⃗i)a +
ζi,k
2

, sup
{(
q⃗j

)
a
| q⃗j ∈Q

}}
−max

{
(q⃗i)a −

ζi,k
2

, inf
{(
q⃗j

)
a
| q⃗j ∈Q

}}
.

(204)

Note that

ri,k,d=a = ζi,k (205)

if

ζi,k < | (q⃗i)a −
(
q⃗j

)
a
| ∀ q⃗j ∈Q , (206)

i.e. when no ζi,k extends beyond the assumed domain boundary for the chosen point

q⃗i . If Ω(q⃗i) > 0, we are to apply the correction scheme to the point q⃗i by substituting

its nearest neighbor distance ζi,k with ζcorrected
i,k . This is akin to modifying the volume

inside of which the kNN entropy estimator locally assumes the probability density to

be constant. This corrected volume is obtained as

Vcorrected =

 d∑
a=1

ri,k,a

 ∗ cd . (207)

This turns the original isotropic geometrical volumes (hypersphere or hypercube)

into their anisotropic counterparts (ℓ2: hyperellipsoid, ℓ∞: hyperrectangle). Inside of

this volume (which defines a region in the multidimensional space), we may more

reasonably assume the probability density to be constant during kNN entropy esti-

mation, as regions beyong the assumed domain boundary are now excluded. In the

last step of the correction scheme, the edge-length or radius of an equivalent isotropic

geometrical figure with identical volume (hypercube / hypersphere) is calculated

from Vcorrected. This edge-length or radius is equivalent to the final, corrected nearest

neighbor distance ζcorrected
i,k :

V
1
d

corrected

cd
=

 d∑
a=1

ri,k,a


1
d

= ζcorrected
i,k . (208)
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We give a graphical example of the geometric idea of the correction scheme in two

dimensions in Figure 16. In this sketch we take Nsamples = 8 and k = 2. We consider the

sample point q⃗i highlighted in green color. Its associated nearest neighbor distance

ζi,k=2 in the ℓ∞ norm is shown in yellow color. The boundary of the domain of the

probability distribution, as estimated from the sample points, is shown as a black

rectangle. The region inside of which the uncorrected kNN entropy estimator would

assume constant probability density for the point q⃗i is shown as a square with dashed

lines. It is clear that the subregion of this square colored in blue is outside the domain

of the probability density function. Instead of assuming constant probability density

there, the best guess for the value of ρ in that region is zero. The correction scheme

proceeds by determining the outermost sample points in each dimension. Then, the

region where constant density is assumed is truncated accordingly, resulting in the

gray rectangular region. As the kNN entropy estimator works on isotropic volumes, the

red square with identical volume to the gray rectangle is built. ζcorrected
i,k is identical to

the purple dashed line, with magnitude of half the edge length of the region given by

the red square. For all points q⃗i where Ω(q⃗i) > 0, ζcorrected
i,k is different from the original

Figure 16: Exemplification of the error of the kNN entropy estimate for two dimensions for sample
points at the domain boundary. The ℓ∞ norm is used in combination with Nsamples = 8 and
k = 2. The region of assumed uniform density extends beyond the domain boundary for the
sample point highlighted in green in the regular kNN entropy estimation approach. For
detailed explanations, see associated paragraph.
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nearest neighbor distance ζi,k. ζcorrected
i,k can be inserted into the kNN entropy estimator

(Equation 160) without further modifications of its mathematical framework. For

this reason, the computational implementation of Rahvar and Ardakani’s correction

scheme is straight forward. While Rahvar and Ardakani have given their derivation of

the correction only for the ℓ∞ norm, the more abstract derivation in this text naturally

generalized to all ℓp metrics. The impact of the correction scheme will be assessed in

more detail in the benchmark presented in Section 8.7.4.

8.7.4. Errors due to Different Domain Ranges of Individual Dimensions

Another separate source of error of the kNN entropy estimator is its application to-

wards multidimensional probability densities where the individual dimensions are

uncorrelated but possess different variances or domains. To the best of this author’s

knowledge, this source of error has not been previously discussed in scientific litera-

ture. Conceptually, it is related to the error at domain boundaries discussed in Section

8.7.3. In this section, we will show that the error derived from the uneven variances of

individual dimensions might well be the most significant source of error. We propose

that this error is the source of the often observed slow convergence of the kNN entropy

estimator with respect to Nsamples for MD simulation data.

If the high-dimensional probability density is built from uncorrelated one-dimensional

probabilities, the 1st order MIE yields the exact entropy of the distribution. The full-

dimensional kNN estimator in its uncorrected formulation (Equation 160) operates by

assuming a constant local probability density in a hypersphere / hypercube, depend-

ing on the ℓ distance norm. If some dimensions have significantly smaller extends

(domains or variances) than others, the size of the hypersphere is dominated by those

dimensions with a large variance due to the nature of the distance norm. It is then

possible that the extend of the hypersphere, inside of which the probability density is

assumed constant for all dimensions, extends the range (domain or variance) of the

smaller dimensions.

By constructing a model probability density we will now showcase the occurrence and

magnitude of the errors introduced by applying the full-dimensional kNN entropy

estimator to distributions with uneven variances in its dimensions. The probability

density used is a multivariate gaussian with no covariance. First, we consider the

case of exponentially decreasing standard deviation. The standard deviations (i.e. the

square-roots of the diagonal entries of the multivariate gaussian’s covariance matrix)
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of each individual dimension da are calculated as

σ
exp.−decr.
da

= 3 e
(

a−1
dmax−1

)
, (209)

where da = 1 is the first dimension and the full number of dimensions is dmax. The ex-

act differential entropy for this test-system can be evaluated by summing the entropic

values calculated for the analytic entropy expressions of a single gaussian function

of each dimension (see Equation 129). We have drawn samples from the multidimen-

sional distribution and evaluated the kNN entropy from these samples. To this end,

the uncorrected estimator (Equation 160) and the correction scheme according to

Rahvar and Ardakani (see Section 8.7.3) was used.[220] Additionally, we have used

the uncorrected estimator on modified data-points which have been rescaled to have

identical variances. In accordance with Equation 110, this leads to a constant shift

in the absolute differential entropy, which can then be accounted for a posteriori. To

rephrase, in this newly proposed correction scheme to remedy the error derived from

uneven dimensional variances, the data is first rescaled to identical variance in all

dimensions. The constant shift introduced by this rescaling is then subtracted as a last

step from the kNN entropy estimate to restore the proper magnitude of the entropy

relating to the original data. For the rescaling procedure two different approaches

were used: In the case of the multivariate-gaussian benchmark probability density,

the exact variances of each dimension are known and may be used for rescaling the

randomly drawn sample points. Alternatively, the variances can be estimated from

the samples themselves, which would be necessary in chemical entropy estimation

from MD simulation data, as in this case the exact probability density ρ is unknown.

In order to account for the stochastic nature of the benchmark and the fluctuations in

the data, we have repeated the benchmark ten times and plotted the mean entropy

values along with the standard deviation of the estimate across ten trial runs for the

benchmarks. This means that samples where drawn and entropies where evaluated ten

times for each test case and its associated probability density. To summarize, we have

performed kNN entropy estimation on the multivariate gaussian probability density

ρexp.−decr. (q⃗) =
d∏

a=1

1

σ
exp.−decr.
a

√
2π

e

− 1
2

((q⃗)a)2(
σ

exp.−decr.
a

)2


. (210)
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Figure 18: This figure shows the overestimation of the kNN entropy estimate for two dimensions with
uneven variances. The ℓ2 norm is used. The radius of the circular region where constant
density is assumed may be larger than the extend of any single dimension’s domain. The
region where constant probability density is assumed in the kNN entropy estimator is
overestimated. It extends beyond the domain boundary of the variable x. Some error in
the kNN entropy estimate is then due to the overestimation of the region where constant
probability density is assumed, highlighted in red for k = 5.

Equation 203), and thus the correction scheme is applied. Figure 17 plots

∑Nsamples

i=1 Ω(q⃗i)
Nsamples

(211)

as a percentage for Nsamples = 10000 using the ℓ2 norm for increasing dimensionality

in ρexp.−decr.. It is clear that when the number of dimensions increases, the fraction

of sample points determined to lie at the boundary of the domain of the probabil-

ity density function increases. For d = 10, almost all of the sample points have the

correction scheme presented in Section 8.7.3 applied to them. The reason for this

is the uneven variance of the individual dimensions, which were set up to decrease

steadily. We give a graphical rationalization of the problem at hand for kNN entropy

estimation of probability densities with uneven variances in Figure 18. It shows the

boundary of the variables’ domains as a gray shaded area. The area inside which the

kNN estimator assumes uniform probability density is shaded in orange. It can be

seen that this region may extend beyond the domains of the variables. This is the case

because the ℓ2 distance determining the circles’ radii is dominated by the neighbor

distance of the dimension with a large extend y. Figure 19 shows the absolute entropy

estimates as a function of the increasing dimensionality up to dmax = 10 for a sample

size of Nsamples = 10000. Figure 20 plots the same results for a reduced sampling size
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using 10000 sample points, the correction can reestablish a significant degree of accu-

racy. As the correction scheme infers domain boundaries of the probability density

function from the available sample points, the domain boundaries are expected to be

underestimated by the correction scheme. In line with this reasoning, the corrected

kNN entropy estimate approaches the analytic value from smaller values, while the

uncorrected estimator converges towards the analytical entropy from above. Never-

theless, the analytic result is only fully restored once the stochastically drawn sample

points are rescaled to equal variances before the uncorrected kNN estimator is used.

Although to the best of our knowledge this finding has not been concisely reported,

Marx and coworkers briefly note in their study on molecular entropy that they also

invoked scaling to obtain more accurate kNN entropy estimates.[14] We briefly note

that as the Gaussian-Mixture (GM) model-based benchmark will lay out in section

8.9 of this work, when variances are similar, the kNN entropy estimator can yield

accurate results, even for non-gaussian distributed data. The full numerical results of

the benchmarks for the multivariate gaussian probability density with exponentially

decreasing standard deviation are given in Tables 9 and 10, as well as Tables 14 and 15

for increasing dimensionality. Figures 21 and 22 show data from the same benchmark

with focus on the convergence with respect to increasing sampling size. In Figure

21, the convergence of the kNN entropy estimates is shown for a system with d = 10

dimensions. It is clear that with the uncorrected and the boundary-corrected kNN en-

tropy estimates converge very slowly. Figure 22 shows the same plot for a benchmark

system composed of only 6 dimensions: Here, convergence up to numerical accuracy

can be observed. Comparison of both plots shows the significantly reduced conver-

gence of the entropy estimator when modes with different variances are estimated.

This finding implies the following conclusion: By virtue of the exclusion principle,

the slow convergence of the kNN entropy estimator can be traced back to the uneven

variances of high-dimensional data. Increasing the number of samples leads to smaller

kNN distances ζ. The number of samples can be increased until the average distance

ζ captures the modes with small variances accurately. However, rescaling is able to

reestablish convergence of the entropy estimate at drastically reduced sampling sizes.

For comparison and validation, we have set up a second multivariate gaussian based

benchmark system using linearly decreasing standard-deviations instead of exponen-

tially decreasing standard-deviations, according to

σ lin.−decr.
d=a = 1 +

(
2a− 2
dmax − 1

)
. (212)
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Table 9: Numerical values of the kNN entropy estimates for the multivariate gaussian system with
exponentially decreasing standard deviation with d = 5 dimensions. The highest, lowest and
average values for ten independent simulation runs, as well as the standard deviation σ is
reported. The analytic differential entropy is 1.459 J

mol K .

Nsamples 125 250 500 1000 2000 5000 10000
5-dimensional model with exponentially decreasing standard deviations

Uncorrected kNN estimator (Equation 160)
average 54.842 54.347 53.432 52.694 52.891 52.747 52.620
σ 1.159 1.177 0.923 0.667 0.363 0.284 0.200
highest 56.910 56.188 55.004 53.808 53.521 53.121 52.821
lowest 52.687 52.338 51.4105 51.207 52.398 52.368 52.272

kNN estimator with rescaling using calculated variances
average 52.856 52.609 52.226 52.357 52.154 52.303 52.448
σ 1.444 0.864 1.107 0.42879 0.296 0.198 0.149
highest 56.301 53.721 54.380 53.410 52.715 52.533 52.656
lowest 51.534 50.548 50.746 51.688 51.578 51.827 52.125

kNN estimator with rescaling using analytic variances
average 51.901 52.118 51.951 52.290 52.341 52.379 52.506
σ 1.046 1.204 0.583 0.881 0.409 0.255 0.140
highest 54.069 53.869 52.877 53.213 53.146 52.860 52.748
lowest 50.010 49.822 51.184 50.199 51.858 52.039 52.331

kNN estimator with correction scheme (Section 8.7.3)
average 48.164 51.222 51.409 51.916 52.235 52.379 52.437
σ 1.100 1.145 0.814 0.484 0.344 0.299 0.135
highest 50.298 53.326 53.469 52.622 52.676 53.031 52.687
lowest 46.820 49.044 50.434 51.186 51.549 51.914 52.291
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Table 10: Numerical values of the kNN entropy estimates for the multivariate gaussian system with
exponentially decreasing standard deviation with d = 10 dimensions. The highest, lowest and
average values for ten independent simulation runs, as well as the standard deviation σ is
reported. The analytic differential entropy is 1.459 J

mol K .

Nsamples 125 250 500 1000 2000 5000 10000
10-dimensional model with exponentially decreasing standard deviations

Uncorrected kNN estimator (Equation 160)
average 58.526 54.632 49.661 43.980 39.760 34.941 31.304
σ 3.311 1.896 1.144 1.076 0.471 0.443 0.338
highest 62.010 57.318 52.591 45.553 40.580 35.712 31.948
lowest 52.027 50.568 48.248 41.800 39.099 34.045 30.921

kNN estimator with rescaling using calculated variances
average 3.740 2.326 1.871 1.391 1.279 1.432 1.121
σ 1.991 1.012 1.143 0.576 0.464 0.260 0.204
highest 7.230 3.408 3.367 2.378 2.266 1.880 1.292
lowest 1.306 0.411 -0.751 0.274 0.399 0.967 0.602

kNN estimator with rescaling using analytic variances
average 1.136 3.096 1.920 1.8544 1.403 1.224 1.116
σ 2.002 1.071 1.124 0.634 0.290 0.335 0.176
highest 5.098 5.285 3.283 2.784 1.96 1.751 1.386
lowest -1.926 1.746 -0.204 1.019 0.911 0.726 0.846

kNN estimator with correction scheme (Section 8.7.3)
average -26.497 -21.157 -16.127 -10.594 -9.153 -6.041 -4.580
σ 1.171 3.114 1.335 1.325 0.587 0.834 0.863
highest -23.917 -16.846 -13.284 -7.903 -8.312 -4.622 -2.734
lowest -28.213 -28.430 -18.281 -12.365 -10.271 -7.366 -5.821
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Table 11: Numerical values of the kNN entropy estimates for the multivariate gaussian probability
density with linearly decreasing standard deviations for d = 5 dimensions. The highest, lowest
and average values for ten independent simulation runs, as well as the standard deviation σ
is reported. The analytic differential entropy is 170.911 J

mol K .

Nsamples 125 250 500 1000 2000 5000 10000
5-dimensional model with linearly decreasing standard deviations

Uncorrected kNN estimator (Equation 160)
average 84.508 84.147 84.824 84.525 84.532 84.610 84.566
σ 1.381 0.992 0.590 0.563 0.299 0.261 0.153
highest 86.803 85.901 85.677 85.828 84.909 85.008 84.797
lowest 82.345 82.159 83.696 83.804 83.928 84.138 84.332

kNN estimator with rescaling using calculated variances
average 83.323 84.527 84.085 84.390 84.563 84.571 84.594
σ 1.165 0.653 0.946 0.722 0.320 0.185 0.25
highest 84.981 85.687 85.095 85.547 84.996 84.925 85.065
lowest 81.253 83.618 81.805 83.351 84.078 84.252 84.146

kNN estimator with rescaling using analytic variances
average 84.496 84.678 84.073 84.466 84.704 84.490 84.522
σ 1.663 1.130 0.651 0.474 0.306 0.227 0.253
highest 86.766 86.137 84.966 85.391 85.277 84.851 85.110
lowest 81.068 82.788 83.043 83.599 84.351 84.105 84.221

kNN estimator with correction scheme (Section 8.7.3)
average 81.371 83.358 83.807 83.990 84.468 84.422 84.499
σ 1.102 1.336 0.801 0.846 0.290 0.217 0.115
highest 83.521 84.869 85.086 85.375 84.920 84.692 84.743
lowest 79.565 79.852 81.900 82.318 83.845 84.099 84.297
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Table 12: Numerical values of the kNN entropy estimates for the multivariate gaussian system with
linearly decreasing standard deviations and d = 10 dimensions. The highest, lowest and
average values for ten independent simulation runs, as well as the standard deviation σ is
reported. The analytic differential entropy is 170.911 J

mol K .

Nsamples 125 250 500 1000 2000 5000 10000
10-dimensional model with linearly decreasing standard deviations

Uncorrected kNN estimator (Equation 160)
average 173.069 173.704 172.433 172.771 171.943 171.512 171.193
σ 2.683 1.931 0.832 0.715 0.625 0.372 0.239
highest 178.693 176.844 173.580 173.696 172.820 172.236 171.543
lowest 169.050 170.668 170.558 171.322 170.566 171.053 170.761

kNN estimator with rescaling using calculated variances
average 172.005 172.684 171.851 171.224 170.563 170.769 170.628
σ 2.395 1.312 0.896 0.824 0.665 0.242 0.175
highest 175.900 174.080 173.343 172.450 171.428 171.042 170.909
lowest 168.255 169.595 170.305 169.872 169.068 170.422 170.364

kNN estimator with rescaling using analytic variances
average 172.675 171.188 171.518 170.787 170.878 170.717 170.571
σ 2.369 1.405 1.366 0.913 0.630 0.292 0.185
highest 176.530 173.599 173.287 171.948 171.991 171.276 170.795
lowest 169.417 169.132 168.549 168.784 170.147 170.295 170.195

kNN estimator with correction scheme (Section 8.7.3)
average 157.361 162.501 165.251 167.815 169.024 169.614 170.342
σ 2.074 2.035 0.925 0.722 0.556 0.304 0.223
highest 161.213 167.080 166.756 169.046 169.955 170.184 170.573
lowest 154.205 158.879 164.148 166.565 168.259 169.044 169.948
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Table 13: Numerical values of the kNN entropy estimates for the multivariate gaussian probability
density with linearly decreasing standard deviations for Nsamples = 10000. The highest, lowest
and average values for ten independent simulation runs, as well as the standard deviation σ
is reported. The analytic differential entropy in J

mol K is reported in the last row.
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Table 14: Numerical values of the kNN entropy estimates for the multivariate gaussian probability
density with exponentially decreasing standard deviations for Nsamples = 125. The highest,
lowest and average values for ten independent simulation runs, as well as the standard
deviation σ is reported. The analytic differential entropy in J

mol K is reported in the last row.
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Table 15: Numerical values of the kNN entropy estimates for the multivariate gaussian probability
density with exponentially decreasing standard deviations for Nsamples = 10000. The highest,
lowest and average values for ten independent simulation runs, as well as the standard
deviation σ is reported. The analytic differential entropy in J

mol K is reported in the last row.
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Table 16: Numerical values of the kNN entropy estimates for the multivariate gaussian probability
density with linearly decreasing standard deviations for Nsamples = 125. The entropy is given
in J

mol K .
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In summary, we have shown how the uneven variances of multi-dimensional distri-

butions can impact the accuracy of the kNN entropy estimator and introduce errors.

These errors can be remedied by increasing the number of samples used in the entropy

estimator, however, convergence is slow. The correction scheme proposed to account

for the boundary effect by Rahvar and Ardakani yields faster convergence with respect

to the number of samples and more accurate estimates in the case of significantly

different variances (i.e. exponentially decreasing standard deviations). Although this

correction scheme has been developed to fix the error at the domain boundaries, the

rescaling of the isotropic hypersphere where density is assumed constant into a hyper-

ellipsoid (for the ℓ2 norm) is able to correct the error arising from uneven variances

as well.In the present benchmark, only the rescaling of the stochastically drawn data

points according to Equation 110, and thereby assuring identical variances across all

dimensions before performing the kNN entropy estimation, yields exact results. The

scaling procedure is easy to apply for this test-distributions, as the exact probability

density and its variances are known. For chemical data derived from MD simulations,

the application of the scaling procedure will likely prove to be more challenging.

8.7.5. Considerations for Applying the kNN Entropy Estimator to MD Simulation

Data

Previous reports on the use of the kNN entropy estimator for configurational entropies

showed highly desirable properties: Hnizdo et al. applied their estimator to ensembles

of samples of dihedral angles, showing that both the kNN estimators yield estimates

below the quasi-harmonic entropy estimate.[226] Hnizdo et al. furthermore considered

the higher order MIE of kNN-estimated and histogrammed entropies, discovering

favorable properties of the kNN entropy estimate.[203] Numata et al. used the kNN

estimator to improve upon entropies based on the Quasi-Harmonic Approximation

(QHA) a posteriori. They provide a brief proof-of-concept application, comparing

their results with entropies calculated from Normal Mode Analysis (NMA). Numata

et al. found that the impact of correcting for MI terms is found to be bigger than

corrections for anharmonicities.[154] The practical application of the “non parametric”

kNN estimator somewhat counter intuitively requires specifying several parameters

that may influence the accuracy of the estimator: Trajectory length, the number of MD

snapshots considered for the entropy calculation (Nsamples), and the neighborhood-

parameter k. Furthermore, if the system is of high dimensionality, the MIE might be
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invoked. In this case, the truncation order of the MIE needs to be specified. If one

assumes that the MD simulation at hand has traversed the entire region of relevant

phase space, the impact of the trajectory length vanishes. All other parameters are

interdependent. The convergence of the kNN estimator with the trajectory length was

considered by Hnizdo and coworkers.[203,226] They observed near-convergence only

for sample sizes larger than 5 million frames for the full-dimensional kNN procedure

of a simulation of tartaric acid. For this chemical system with only a small number

of DOFs, the sample size required for convergence is disconcertingly high. Hnizdo’s

findings indicate that estimators using lower k values converge faster, which is a

favorable finding as computational effort increases when using larger values of k.

Grubmüller and coworkers have used an adapted method based in spirit on the kNN

entropy estimation protocoll, called the Minimally Coupled Subspace Approach and

find favorable properties for it.[15]

A remedy for the dependence of the estimator’s convergence on sampling sizes is thus

desirable. Especially for high-dimensional systems, decreasing the number of data

points will improve the speed of the nearest neighbor search dramatically. Whether

this data-reduction retains accuracy depends on an open question: Does the kNN

estimator indeed need millions of samples to reach convergence? Alternatively, it is

plausible that fewer sample points may be used if only they are taken from a simulation

trajectory faithfully representing the Boltzmann ensemble. In practical application,

it is clear that the largest error made is presumably due to the finite runtime of the

simulation. After the length of the simulation as well as the number of simulation

frames is chosen, one must consider whether the full-dimensional nearest neighbor

search is feasible at all for the chemical system at hand. For large macromolecules, this

will most likely not be the case due to computational scaling. Expansion schemes such

as the MIE or the Mutual Information Spanning Tree (MIST) method nevertheless

enables kNN entropy estimation by expanding the full-dimensional entropy as a series

of lower-dimensional, (higher order) MI based contributions.[13] This series may then

be truncated after a certain order. The order of truncation may be chosen arbitrarily.

While 1st order corrections can be directly related to the concept of correcting modes

for anharmonicity in an HO picture, higher order corrections are notoriously hard to

rationalize.[227] Even worse, recent investigations of Goethe et al. showed that for some

multivariate gaussian probability densities, the MIE may diverge.[209] Although this

finding is surely bad news for all MIE-based estimators, it does not necessarily prohibit

practical application. The divergence of the sieve method based MIE at high orders
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is troublesome primarily from a theoretical point of view. Empirical benchmarks on

chemical data are necessary for assessing the performance of truncated kNN-based

MIE schemes. In their analysis, Hnizdo et al. noted that the 1st order MIE of kNN

entropies converges much faster and yields an improved upper bound to the true

entropy in comparison with the quasi-harmonic entropy estimate.[226] For the MIE of

the kNN entropy, higher order terms are found to converge slower with regards to

sampling size. Finally, an appropriate value for the neighbor identifying parameter k

must be chosen. While Hnizdo et al. critically discuss the impact of k ranging from 1

to 5 without giving general advice, Numata et al. suggest using k = 4 without formal

justification.[154]

The parameters mentioned up until now (k, the MIE truncation order, simulation

length) have been analyzed by the previous works on the kNN estimator at least to

some degree. There are still further options implicitly contained in the kNN estimator

which have been recognized mainly in information sciences. When literature on the

entropy estimator from these related fields is considered, it quickly becomes clear

that the ℓ2 euclidean distance norm for the neighbor distance is not the only possible

choice.[214,220] The ℓ∞ (maximum) metric may equivalently be used to estimate kNN

entropies. In their untruncated theoretical framework, the entropy estimators are

invariant to the norm used, up to an additive constant. Furthermore, as mentioned, at

least three distinct but different mathematical expressions for the entropy estimator’s

function have been proposed. They differ solely in the definition of the additive

constant which corrects the asymptotic bias intrinsic to the kNN entropy estimator.

The one closest to the original estimator by Kozachenko and Leonenko (see [216])

is derived by Goria et al.[221] Others differing in additive constants are found in the

literature by Hnizdo[217] as well as Lombardi and Pant.[214]

In order to obtain entropic values comparable with values obtained from RRHO

approaches, it is important that the momentum contribution (see Equation 87) is

taken into account as well.

8.8. Computational Implementation of Entropy Estimation Methods

in the CAST Program Package

The kNN entropy estimator has been implemented into the CAST program package

for molecular modeling.[228] The code is available online and may be distributed freely

due to the open-source nature of its license.[229] Additionally, several quasi-harmonic
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entropy estimation protocols have been made available in the CAST package as well.

Vibrational entropy estimation protocols based on computation of the molecular hes-

sians are not available in CAST, due to CAST currently not being able to handle and

operate on molecular hessians. For this reason, the mixture of conformers approach

and the RRHO approach are not implemented. These estimates may however be easily

evaluated using standard quantum chemical molecular modeling software, such as

the GAUSSIAN16 program package, or others.[152]

The CAST package is written in the C++ programming language, which enables high

computational speed and flexibility. The CAST program provides object-oriented

classes for the abstraction of common chemical moieties such as atoms, molecules,

force field parameters, and so on. Furthermore, CAST provides an abstraction layer for

different approximative methods for evaluating the energy and gradient of a chemical

system. The methods implemented in CAST are therefore fully agnostic with regards

to the level of theory used for energy- and gradient computations. The common AM-

BER or OPLSAA force fields (as implemented in the TINKER program package, see

[230, 231]) may be used. Quantum chemical software such as GAUSSIAN16 may be ac-

cessed by means of a custom file-reader interface as well. Cost effective semi-empirical

quantum chemical approaches may also be employed by interfacing the MOPAC[232]

or DFTB+[233] program suites. Natively, CAST provides code for executing MD simu-

lation runs as well as for using hybrid-approaches such as QM/MM or QM/QM/MM

with the available energy interfaces.[234] Potential of Mean Force (PMF) computations

of the free energy are possible by using the Umbrella Sampling approach in conjunc-

tion with the WHAM method. More details on CAST may be found in the reference

publication or in the publicly available source code repository.[228,235,236]

For the entropy estimation methods implemented in CAST, a MD simulation trajectory

in the TINKER ARC or XYZ format needs to be provided. The XYZ format is easily

obtainable from interconversion of almost any other file-format using programs such

as OpenBabel.[237] Alternatively, an MD simulation run can be executed using the MD

task provided in CAST itself.[236]

The entropy estimation methods are grouped in the task ENTROPY, which needs to be

specified in the CAST input file. In a first step, the MD trajectory is processed to create

an object of the type TrajectoryMatrixRepresentation. This class is wrapper for an

Nsamples ×NDOF matrix. In order to built this matrix from the cartesian MD trajectory,

various user-defined input options for truncation and modification of the data are
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available: The molecular snapshots may be rotationally aligned prior to the calcula-

tion of the TrajectoryMatrixRepresentation. The rotational fit is performed using

a custom Singular Value Decomposition based implementation of the Kabsch algo-

rithm,[238–240] which was parallelized using OpenMP for computational speedup.[241]

Furthermore, the number of snapshots taken in the entropy estimation algorithms

may be reduced for computational speedup by pruning the MD simulation data and

only considering every nth frame. The cartesian coordinates x,y,z of every atom are

serialized in the TrajectoryMatrixRepresentation. This means at all are treated on

equal footing: Column 1 corresponds to the x-coordinate of the first atom, column 3

to the z-coordinate of the first atom, column 4 to the x-coordinate of the second atom,

and so on. Furthermore, the heating and equilibration phases of an MD simulation

run, whose cartesian structures may still be present in the MD trajectory data, can

be excluded from the entropy estimation by providing a user-defined starting step.

The input processing is also able to only consider certain, user-specified atoms in the

construction of the TrajectoryMatrixRepresentation, such as to exclude explicit

solvent molecules or only consider one relevant site of a chemical macro structure.

By default, the distances saved in the TrajectoryMatrixRepresentation object are

by default in the unit Ångstrom, but may be converted to SI units if desired. Some

entropy estimation protocols require mass-weighting of the TrajectoryMatrixRep-

resentation, i.e. multiplication of each atomic nuclei’s positional coordinate by the

square-root of the atomic mass associated with the atom, or for collective coordinates

(i.e. linear combinations of atomic coordinates) multiplication with the reduced mass

of the respective mode. CAST will perform this step automatically if required, how-

ever, it is important to keep in mind that the absolute entropies will differ depending

on whether mass-weighting is applied or not. The comparison of absolute entropy

values between different entropy estimation protocols is not possible if only one of

them operates on mass-weighted coordinates. This can be explained by considering

Equation 110: Mass-weighting is similar to scaling of the individual dimensions of the

MD data by a constant factor, which will shift the absolute value of the differential

entropy expression by a constant factor. This is the case for all entropy estimation

approaches based on estimating the differential entropy in the spatial domain.

After the built-up of the TrajectoryMatrixRepresentation object, the actual en-

tropy estimation procedures and the computations involved therein may proceed.

In the course of this work, the following entropy estimation approaches have been

implemented into the CAST program package:
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a) Quasi-Harmonic entropy estimation by Karplus and Kushick according to [183]

b) Quasi-Harmonic entropy estimation by Schlitter according to [184] (therein:

Equation 15)

c) kNN entropy estimation by Hnizdo according to [217] (full-dimensional)

d) kNN entropy estimation by Hnizdo according to [226] (arbitrary order MIE)

e) kNN entropy estimation hybrid scheme by Numata et al. according to [154]

For method c and d, both the ℓ2 and the ℓ∞ distance norm variants have been imple-

mented, with correction terms according to [214] for the ℓ∞ case. The arbitrary order

MIE procedure for method d was implemented using OpenMP parallelization[241]

using recursive function calls. Two linear algebra libraries were integrated into CAST

to enable speedup of computational timings on flexible deployments of the code. The

eigen header-only matrix library is written using templated C++ header files and

has to be compiled on each machine where CAST is to be executed. Furthermore,

CAST is interfaced with the armadillo C++ wrapper library which gives access to

Basic Linear Algebra Subprograms (BLAS) and Linear Algebra Package (LAPACK)

libraries available on the target machine. High-speed replacement libraries such as

OpenBLAS[242] or Intel’s MKL[243] may be used as well. Which of the two libraries

offers the best execution speed is depending on the machine architecture, computa-

tional power of the LAPACK and BLAS packages deployed thereon, as well as the

degree of compiler optimization present during the compilation of CAST. CAST uses

a internal wrapper-class for interfacing both linear-algebra libraries on equal footing.

Substitutions for functionality missing in either eigen or armadillo are provided as

part of the linear-algebra-implementation in CAST. All entropy estimation protocols

may be run using either of the two libraries.

To enable the kNN entropy calculations presented in this thesis, a novel implementa-

tion of the kNN entropy estimation algorithm was developed. For the nearest neighbor

search, a brute-force approach was chosen. This is in contrast to the approach used in

the ANN package, which was up until now used by some researchers in kNN entropy

computations for molecular systems.[14,154] The ANN package works by initially build-

ing a so-called kd-tree data-structure. Our benchmarks in the CAST program package

indicated that the performance loss from building a kd-tree previous to the nearest

neighbor search outweighs the performance gain during the search. For this reason, a

brute-force approach, calculating every nearest neighbor distance explicitly, might
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be favorable for practical applications. By means of straight forward parallelization

through the OpenMP framework, additional performance increases on multi-core

architectures were achieved. The MIE algorithm in CAST was implemented in a gener-

alized, recursive manner. It enables the evaluations of the MIE at arbitrary truncation

orders. We note that for small sampling sizes (< 100000), the full-dimensional proce-

dure is often computationally faster than truncated MIE approaches beyond the 1st

order.

To compensate for numerical issues in the summation of the kNN entropy estimation

algorithm, we have implemented our algorithms using Kahan’s summation technique.

This algorithm was developed to give reduced numerical errors due to finite machine

floating-point precision when summing a large amount of numbers.[244] The pseu-

docode of this running error compensation for a set of numbers [x1,x2,x3, ...] is as

such:

1 algorithm kahanSumation i s

2 input : Set of numbers X = [ x1 , x2 , x3 , . . . ]

3 output : F in i t e −Prec i s ion −Error compensated summation est imate s

4 s <− 0

5 c <− 0

6 for each x i in X do

7 y <− xi − c

8 t <− s + y

9 c <− ( t − sum) − y

10 s <− t

11 return s

Listing 1: Pseudocode of Kahan’s summation algorithm.

Algebraically, the variable c should be identical to zero. However, a finite precision

computer implementation accumulates errors due to truncation. CAST will print

a naive summation estimate as well as a value computed using Kahan’s correction.

If these number differ, Kahan’s estiamte should be the more reliable one. Often,

the relevance of Kahan’s correction will depend on the distance unit chosen for the

construction of the TrajectoryMatrixRepresentation. If SI units are taken, then

distances between neighboring molecular structures can be very small numbers,

whose summation will accumulate errors due to the truncated floating point nature of

the computational implementation. The nearest neighbor distances of the molecular

snapshots’ coordinates themselves are computed by means of a custom function. This

code was optimized for speed and contains as little branching-points as possible. A
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pointer to a reserved area of heap space for storage of the nearest neighbor distances

is passed in, in order to avoid costly reallocation of heap space when executing the

nearest neighbor calculation function in large succession.

8.9. Benchmark of the kNN Entropy Estimator using a GM Model

Derived from MD Simulations

8.9.1. Background & Description of the Benchmark Design

Testing the accuracy of kNN entropy estimators is difficult, as analytical closed-form

expressions of entropies are only known for the simplest distributions. Model systems

where the absolute entropy can be obtained exactly are needed, in order to compare

the performance of approximate estimators. This has been recognized by Goethe et
al. as well, who used multivariate gaussians to assess the goodness of the MIE, as for

these functions an absolute closed-form expression for the entropy is available.[209]

In Section 8.7.4 of this work, we have utilized uncorrelated multivariate gaussian

functions to detangle the error sources intrinsically present in the kNN entropy

estimators. This benchmark showed that slow convergence of the estimator likely

results from the uneven variances of different dimensions. However, the purpose of

the nonparametric kNN entropy estimation is to go beyond the assumption of normal

distributions, thereby accounting for anharmonicity and supra-linear correlations,

which cannot be captured and removed by a linear coordinate transformation. The

dynamics of large chemical systems display multiple minima and therefore deviations

from normality in their probability distributions. A multivariate gaussian is thus too

simple of an approximation for the underlying molecular probability density, except

for very rigid systems with only one conformation to consider. A more reasonable way

to obtain a reference probability density function as a closed-form expression is to use

a Gaussian-Mixture (GM) model, which is a normalized sum of several multivariate

gaussians G with mean µ⃗ and covariance matrix Σ:

ρGM(x⃗) =
n∑
i=1

ci ∗G(µ⃗i ,Σi , x⃗) (213)
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Here, G(µ⃗i ,Σi , x⃗) is a multivariate gaussian probability density whose function is given

by

G(µ⃗,Σ, x⃗) =
e(− 1

2 (x⃗−µ⃗)tΣ−1(x⃗−µ⃗))√
(2π)d |Σ|

. (214)

Although there is no closed-form analytical expression for the entropy of a GM Model

probability density, the differential entropy expression (as given in Equation 90) may

be integrated numerically. Due to the computational curse of dimensionality, even

numerical integration schemes become unfeasible for systems with more than a few

dimensions. For these reasons, we construct an artificial reference system by reducing

the dimensionality of the molecular data before we fit the GM Model. This is done

by calculating the principal components of the MD simulation. A common notion

when using PCA in computational chemistry is that the first principal components

(associated with the modes of highest variance) deviate most from normal distri-

butions.[154,245] Empirical findings support this statement.[246] These first principal

modes may be used to fit a low-dimensional GM Model mode, retaining most chemical

information.

An artificial but chemically relevant benchmark environment is therefore generated

via dimensionality reduction of MD trajectories. Apart from being derived from chem-

ical simulation data, the GM Model probability density function may be regarded

as an arbitrary test-distribution. Key properties of this probability density function

are that it is a continuous, low-dimensional, and potentially multimodal function. In

a second step, random samples are drawn from the fitted GM model’s probability

density function. From these samples, kNN entropies are estimated and compared

to an accurate entropy value obtained from numerical integration of the analytic

entropy expression. By this procedure, the impact of each of the previously discussed

parameters on the kNN estimates of configurational entropies can be assessed. Figure

25 showcases the reasoning and work-flow of the described benchmarking procedure.

We note that the absolute entropy obtained from integration of the GM Model does

not differ significantly from the entropy estimated from the samples of the original

MD simulation.

In order to draw samples from the probability distributions given by the GM models,

a custom procedure which is only applicable to GM models was used: The method

operates by exploiting the fact that GM models are linear combinations of individual

multivariate normal distributions. The summation factors ci (see Equation 213 ) are
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Figure 25: Scheme explaining the conception of the GM Model for the alanine dipeptide. Arrows
colored in red represent steps where information is discarded or lost.

Non-standard computational approaches applied to molecular systems
Page 184



Chapter 8 Entropy Estimation

normalized and sum to unity:
n∑
i=1

ci = 1 . (215)

In order to draw samples from the GM Model distribution we define the auxiliary

variable ei as

e(i) = ei =
i∑

j=1

cj ≤ 1 . (216)

The algorithm works on custom vector- and matrix-datatypes and assumes that func-

tions for drawing both uniformly and normally distributed proceeds as:

1 algorithm gmSampling i s

2 input : d−dimensional gm−model G(µ⃗i ,Σi , x⃗) , {ei}
3 output : d−dimensional sample drawn from GM model

4 r <− uniformRandumNumber with range [ 0 , 1 ]

5 for each i in d do

6 i f r smaller or equal to e ( i ) do

7 i i <− i

8 break

9 # The sample w i l l be drawn from the i i ’ th normal− d i s t r i b u t i o n

10 # by f i r s t drawing from one−dimensional Gaussian with µ=0 and σ=1

11 # and then s c a l i n g appropr ia te ly

12 rv <− [ ]

13 covEigVal <− Diagonal Matrix with Eigenvalues of Σii

14 covEigValSqrt <− square root of covEigVal

15 covEigVec <− Matrix of Eigenvectors of Σii

16 for each i in d do

17 r r <− normalRandumNumber with µ=0 and σ=1

18 append r r to vector rv

19 rrv <− µ⃗ii + covEigVal ∗ covEigValSqrt ∗ rv

20 return rrv

Listing 2: Pseudocode of custom GM Model sampling algorithm. Comments are inlcuded to make the

rationale of the computational steps clearer. Comment lines are marked with an ampersand

at the beginning of the line.

We note that this algorithmic approach has been proposed previously in an online

discussion on the topic (see [247]).
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8.9.2. Computational Details

All entropy calculations have been performed with the development version of the

CAST program package.[228] In order to build the GM Model, ρGM(x⃗), publicly avail-

able MD simulation trajectories from multiple simulation runs of the alanine dipeptide.

The simulations were performed using the GROMACS software package.[248,249] De-

tails of the configuration of the MD simulations can be found in their respective

original publications.[250,251]

In a first step, all solvent molecules (water) were removed from the trajectory data.

The simulations were performed using periodic boundary conditions. The artifacts of

the periodic boundary conditions were removed by eliminating the so-called boxjump,

i.e. making sure the target molecule is always given in proper cartesian coordinates.

To this end, conformations with broken-bonds, resulting from the molecule being

placed at the edge of the periodic box, have been reestablished. In the next step,

translation of the molecule was eliminated by calculating and subsequently aligning

the center-of-mass of each simulation frame. Next, we concatenated all 20 available

simulation replica (performed using identical parameters) to obtain one combined tra-

jectory representation. Then, the molecular structures making up the trajectory were

aligned using Kabsch’s procedure, which finds a rotation that renders the root-mean-

square-error of the euclidean distance of each conformation minimal with respect to

some given reference conformation.[252] Kabsch’s procedure was implemented in the

CAST program package using a rotation-matrix-based procedure, which was shown to

be formally equivalent to quaternion-based implementations.[253,254] The procedure

according to Kabsch is known to work well for reasonably rigid molecules, but fails

for conformationally too flexible molecules.[255] In our case, we have inspected the

results of the alignment visually using computer-graphic-software rendering of the

molecule and ensured proper rotational alignment.

In the next step, the principal components of the aligned simulation trajectories were

evaluated using the PCA implementation as available in the CAST software, which

is modeled after [190]. Every 100th frame of the concatenated super-trajectory was

used for the computation of the covariance matrix in the PCA procedure. The trajec-

tory was projected into the principal component representation. GM models were

obtained using k-means clustering and expectation maximization as implemented in

the armadillo 8.3 linear algebra package.[256–258] 20 multivariate gaussian functions

were used in the GM models to fit the principal components with largest associated

variance.
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In a second step, we used the GM models based probability distribution to draw

samples from it. Numerical integration of the GM model’s entropy was performed

using the cubature code by Steven G. Johnson (see [259], based on [260] and [261]).

As mentioned in Section 8.8, the nearest neighbor search is implemented using a

parallelized naı̈ve brute-force approach. In all plots, the functional form of the es-

timator according to Hnizdo et al. (Equation 161) is used.[226] The estimators given

by Lombardi and Pant[214] as well as Goria et al.[221] differ only with respect to the

correction terms for the asymptotic bias of the estimator. In section 8.7.1 of this work

it was shown that the difference in the bias-correction terms is negligible.

8.9.3. Results for the Alanine Dipeptide GM Model

N
H

O
H
N

O

Figure 26: Lewis structure of the alanine dipeptide

In this section, we will compare entropy estimates from different approximations

schemes for a GM model probability density built from MD simulations of the alanine

dipeptide model. The simulation data was taken from [250, 251]. The alanine dipep-

tide is a common model compound used for estimating the goodness of computational

modeling approaches towards biochemical protein systems, due to its structural sim-

plicity.[262,263] Its full chemical IUPAC name is N-acetyl-l-alanine-N-methylamide. Its

chemical structure is shown in Figure 26.

First, we will assess the performance of the quasi-harmonic approach. Then, the full-

dimensional kNN estimate as well as truncated MIE approximations will be evaluated.

In all cases our focus lies on establishing clear error-bars with respect to the reference

value. To obtain an accurate reference entropy, we have performed numerical cubature

integration of the entropy of the GM model distribution in a hypercubic region of the

first 5 mass-weighted PCA modes. The histogrammed probability density given by the

first two PCA modes is shown in Figure 28. As the domain of GM model probability

densities is (−∞,∞), a bounded domain for the integration needs to be specified and

the GM model needs to be renormalized accordingly. The integration region was

determined by assessing the MD trajectory in the principal component representation,

assuring that every sample is included. This defines a hyper-rectangular region, which
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Figure 30: Convergence of the multivariate gaussian estimate of the differential entropy of the GM
model system for the alanine dipeptide. A box plot is shown for 5 independent iterations of
the benchmark in order to give further insights into the convergence of the quasi-harmonic
entropy estimate. The numerical integration estimate of the differential entropy, which we
assume to be exact, is plotted as a red line.
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each dimension being distributed according to a normal distribution. In this case, a

multi-variate version of the formula derived in Section 8.5.4 is used. This is similar in

spirit to the original quasi-harmonic entropy estimation method proposed by Karplus

and Kushick in 1981 (see [183]), which is itself based on the entropy of a multivariate

gaussian rooted strictly in the spatial domain. Since the sampling method chosen

for our benchmark (see Listing 2) produces uncorrelated samples, rapid convergence

of the standard deviation of each dimension and thus of the multivariate gaussian

estimate with respect to sampling size is expected. It is important to keep in mind

that the samples from an MD simulation trajectory are correlated in the sense that

each subsequent sample originates from a modification of the previous one. Sampling

in MD simulations is thus local, and might not capture the entire configuration space

accurately for finite MD simulation lengths. The rapid convergence expected in the

case of the present GM model benchmark is found as expected, as Figure 30 shows.

Figure 30 displays boxplots for five separately drawn and unique sample sizes for each

value of Nsamples. The multivariate gaussian estimate converges rapidly, overestimating

the cubature integration value by 34 J
molK . Only 125 samples are sufficient in this

5-dimensional model to obtain a sufficiently converged, albeit biased, result.

We will now consider the results for the full-dimensional kNN entropy estimates.

In case of this study’s model system for the alanine dipeptide, the full dimension-

ality is d = 5 and the evaluation of both exact entropies from cubature integration

and kNN entropy estimates is still possible at acceptable computational costs. The

parameters to be assessed and benchmarked for the kNN entropy estimator are the

number of samples Nsamples, the neighbor parameter k and the norm (ℓ2 or ℓ∞) used

for the calculation of nearest neighbor distances. For the full-dimensional entropy

estimate using the euclidean (ℓ2) norm, a clear correlation of the error with respect to

sampling size Nsamples and k is visible (see Figure 31b). We only report sample sizes

up until 10000 datapoints. For all larger datasets, the kNN entropy estimate is fully

converged. Interestingly and perhaps unexpectedly, low numbers of k seem to provide

much better estimates in all cases, but especially for small sampling sizes. We obtain

virtually identical results when invoking either the ℓ∞ norm or the usual euclidean

ℓ2 distance norm in the kNN entropy expression (compare Figure 31 and Figure 32).

Another remarkable finding is that for uncorrelated and unbiased samples, already

500 samples can be enough to yield an accurate and converged kNN estimation of the

entropy. The kNN estimate using the ℓ∞ norm, Nsamples = 1000, and k = 1 yields an
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Figure 33: Convergence of the full-dimensional kNN entropy estimate for the 5-dimensional GM Model
of the alanine dipeptide, using the ℓ2 distance norm and the bias correction according to
Hnizdo. The exact integration value is plotted as a red line.
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estimate with a low relative error with respect to the cubature integration estimate. At

this point we cannot specify whether this error compensation results because at high k

and Nsamples, numerical errors are accumulated, or if this is an underlying property of

the estimator. As previously mentioned, other reports have suggested that the usage

of k values larger than k = 1 yields improved results and smaller errors.[14,154,219] In

our benchmark, we do not find a justification for choosing k > 1.

In practice, the full-dimensional kNN entropy can sometimes not be obtained for

high-dimensional systems due to the increased computational costs. To remedy this,

the MIE can be used. Figure 31b depicts the 1st order MIE of the kNN entropy. The

physical meaning of this procedure is correcting harmonic modes for anharmonicity

separately. The dependence on the number of samples is not significant for the 1st

order MIE. As seen in Figure 31b, for Nsamples ≥ 500 a systematically biased kNN

estimate is obtained in a converged manner for values of k > 5. Fluctuations are still

present for k < 5. For smaller sample sizes, larger fluctuations are calculated. When

the sample size is sufficient, the impact of k on the estimate seems to be negligible. It is

of interest to check whether one is gaining overall accuracy by using the 1st order MIE

in comparison to the multivariate gaussian estimate (displayed in Figure 30). This is

the case, as for all possible combinations of k and Nsamples, the 1st order MIE entropy

estimate is closer to the cubature integration value than the multivariate gaussian

estimate. This holds even for estimates using a low number of samples and low k,

where fluctuations are occurring. For the ℓ∞ norm, all these conclusions hold as well.

In line with theory, we observe that the corrections of the 1st order MIE are strictly neg-

ative and lower the absolute entropy value with respect to the multivariate gaussian

estimate. The 1st order MIE correction, which is the sum of marginal (1-dimensional)

entropies, is known to be a strict upper bound to the entropy.[226] In the limit of large

k and Nsamples values, the 1st order MIE estimate converges to a systematically biased

value, which deviates by approx. 1.8% (at Nsamples = 10000 & k = 5) from the cubature

integration value.

Figure 31c and Figure 32c show the 2nd order MIE. Formally, 2nd order MIE contri-

butions always are always positive and thus strictly lower the 1st order MIE entropy

estimate. As the data of our benchmark is based on principal modes of MD simula-

tions, linear correlation between any two dimensions has already been eliminated.

Moving from the 1st order MIE to the 2nd order MIE thus leads to the inclusion of

all supralinear correlation between each two dimensions into the entropy estimate.

As visible in Figure 31c and Figure 32c, the behavior of the estimator is noisy and
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trends are less predictable than the full-dimensional estimator at low values of k

and Nsamples. However, minding the scale of the plot, it becomes clear that both the

converged estimate as well as the overall fluctuations are much lower than the 1st

order MIE results in all cases. These results hold for estimations using the ℓ∞ distance

norm as well. At large values of k and Nsamples, the estimate converges to a value

deviating from the cubature integration estimate by only 0.8%, which is significantly

less than the bias of the multivariate gaussian estimate. Numata and Knapp have

suggested using the 2nd order MIE to gain systematically more accurate entropies

than using a multivariate gaussian estimate,[154] and the present results prove this to

be viable. Since computational costs rise significantly when going to higher orders

of the MIE, the 2nd order MIE of kNN entropy is a suitable candidate for reliable

routine application. The choice of k = 4 proposed previously by Knapp et al.,[154] in

agreement with statements by Fukunaga in [219] that k should not be chosen too low,

is a reasonable choice with respect to calculation time and goodness of the estimate.

Nevertheless, in the case of this model system, k = 1 resulted as the most accurate

parameter for the estimator, yielding the fastest computation times as well.

Considering the 3rd and 4th order MIE, it is important to note that the underlying

probability density of the GM model has only five dimensions. The utility of high order

MIEs for this rather low-dimensional probability density is limited. As showcased in

Figure 31d-f and Figure 32d-f, no significant overall accuracy is gained in the higher

order MIEs in comparison to the 2nd order MIE. For this particular alanine dipeptide

probability density, the MIE visibly converges to the (regular) full-dimensional kNN

entropy estimate. Divergence of the MIE – as discovered by Goethe et al. in [209] – is

not observed in our test cases.

The benchmark for the alanine dipeptide indicates that significant accuracy can be

gained by using the 2nd order MIE of the NN entropy in comparison to the multivariate

gaussian estimate. Already the 1st order MIE has some impact, reducing the error bar.

We note that the increased computational cost of higher order MIE estimates renders

their usage troublesome. Reassuringly, the full-dimensional estimate is increasingly

regained when including higher order MIE terms in case of this benchmark. The

impact of the utilized distance norm (ℓ2 or ℓ∞) in the kNN distance search is found to

be negligible and all presented results hold for both the euclidean and the ℓ∞ norm.

The finding that the maximum norm may be used for chemical entropy estimation is

good news: Computationally and mathematically, the choice of the maximum norm

often leads to simpler frameworks, as hyperelliptic regions in space become hyper-
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rectangular when switching from the ℓ2 to the ℓ∞ norm. Lombardi and Pant have

proposed a more sophisticated estimator based on the kNN entropy estimator, which

requires the integration of a multivariate gaussian inside a finite multidimensional

region. While this is feasible of hyperrectangular regions (ℓ∞ norm), no proposal has

been made for hyperelliptic regions (ℓ2 norm).[214]
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9. Summary

In the course of this work, we have discussed computational approaches for modeling

several non-trivial examples of molecular or spectroscopic problems.

First, the spectroscopic properties of the biradical(oid) molecules methylbismuth,

diphenylacetylene, pentadiynylidine (including its methyl-substituted derivatives),

and diphenylpropynylidene were investigated in a joint experimental and theoreti-

cal effort. The results are found in Sections 3, 6, 5 & 4. Computational approaches

were used to estimate ionization energies (IEs) of the molecules. Furthermore, the

absorption spectra upon ionization were calculated using quantum chemical pro-

tocols in the Franck-Condon approximation. For methylbismuth, scalar-relativistic

and ECP methods were used. By analysis of the excited electronic states and their

geometry-dependent energetic properties, the femtosecond pump-pulse transient

absorption spectrum of diphenylpropynylidene was characterized. The photochem-

istry of diphenylacetylene was investigated by considering the bending-motion of the

molecule using the ωB97xD DFT functional. For the pentadiynylidene molecule and

its methyl substituted derivatives, a potential pitfall of DFT based modeling of organic

biradical-type molecules with MR character was identified: We found that DFT based

approaches work well for each given conformational structure of a molecule, but tend

to yield misleading geometric minima in optimization procedures. Once the correct

structure is known and has been obtained, DFT-approaches often yield accurate results

even in cases were the electronic structure of the molecule has some MR character. The

same finding has been previously established by us for the ortho-benzyne cation.[80]

By comparison of Franck-Condon simulated absorption spectra of different structural

isomers of pentadiynylidene, possible isomerization pathways and their resulting

molecular species after electron detachment (ionization) in the experiment were con-

sidered. Finally, the structural isomers observed in the spectroscopic experiment were

assigned by comparison of the computational and experimental data.

In summary, biradical(oid) molecules are seen to be at times difficult to analyze using

computational approaches due to their open-shell electronic structure. Computation-

ally efficient DFT methods may lead to pitfalls for these molecules, and comparisons

with MR computational approaches are necessary to validate their results. One impor-

tant finding is that the impact of the correct modeling of the geometric structure is

adamant in computational modeling of biradicals.

In a second research project, the impact of molecular geometry on the localization of

Non-standard computational approaches applied to molecular systems
Page 199



Chapter 9 Summary

excitons in Organic Semiconductor (OSC) materials was investigated (see Section 2).

As OSC materials often possess large conjugated and delocalized π-electron systems,

their size may well be too large to employ highly accurate methodologies in quantum-

chemistry. In this research effort, we highlighted the effect of geometry relaxation

in the excited state geometry on the excitonic properties of molecular dimers and

larger aggregates. In our study on the Perylene Bisimide (PBI) molecule, the effects can

be seen to be of significant magnitude and thus care should be taken if geometrical

properties of the excited state are neglected in computational schemes.

The bioconjugation reaction of Triazolinedione-molecules was investigated using quan-

tum chemical approaches (see Section 7). The reaction mechanism has been discussed

as an “ene-type” reaction in the literature. Our results identify a base-mediated reac-

tion mechanism as the most plausible candidate from thermodynamical and kinetic

considerations. In the course of the work, multiple other reaction mechanisms’ ener-

getics have been calculated as well. For the calculations, results from the high-level

single-reference method CCSD(T) and the MR CASPT2 approach were compared. In

comparison, the ωB97xD DFT method yields sufficient accuracy at reduced computa-

tional costs.

Lastly, the kNN entropy estimation procedure for extracting absolute molecular en-

tropies from MD simulation trajectories was investigated in detail (see Section 8).

Using artificially-built model systems, we showed that the estimator in principle

may perform very well, as it is able to yield accurate entropy estimates in the case

of an 5-dimensional GM model of the alanine dipeptide. Additionally, we gave an

overview of several sources of error in the kNN entropy estimator and show how

they derive from its general mathematical framework. First, we analyzed the different

proposed asymptotic bias-correcting functions. Secondly, we discussed the additivity

of the kNN entropy estimator for uncorrelated independent probability distributions.

We exemplified how the known problem of slow convergence of the kNN entropy

estimator stems from uneven variances of the dimensions of the data, and proposed

correction-schemes to remedy this.

In summary, this thesis tackled multiple problems in computational modeling of chem-

ical substances, gave an overview over potential problems and pitfalls and suggested

ways to mitigate the shortcomings, by applying the approaches to chemically-derived

data.
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10. Zusammenfassung

Im Rahmen dieser Arbeit wurden Berechnungsansätze für die Modellierung mit

Standardverfahren näherungsweise berechenbarer molekularer und spektroskopis-

cher Probleme diskutiert. Zunächst wurden die spektroskopischen Eigenschaften der

biradikalischen Moleküle Methylbismut, Diphenylacetylen, Pentadiynylidin (sowie

dessen methylsubstituierte Derivate) und Diphenylpropynyliden untersucht. Diese

Forschungsvorhaben wurden in Zusammenarbeit mit experimentell arbeitenden physi-

kalischen und synthetischen Chemikern durchgeführt. Der Vergleich von sowohl spek-

troskopisch als auch durch theoretische Rechnungen erlagter Erkenntnisse erlaubt eine

genaue Charakterisierung der physiko-chemischen Eigenschaften der Moleküle. Mit

Hilfe von computergestützter Modellierung wurden die Ionisierungsenergien und die

Absorptionsspektren der Ionisierung in der Franck-Condon-Approximation berechnet.

Für Methylbismut wurden skalar-relativistische und Pseudopotenzial-basierte Ansätze

zur Berechnung verwendet. Durch Analyse der angeregten elektronischen Zustände

und ihrer geometrieabhängigen energetischen Eigenschaften, konnte das transiente

Absorptionsspektrum von Diphenylpropynyliden genau charakterisiert und rational-

isiert werden. Die Photochemie von Diphenylacetylen wurde unter Berücksichtigung

der Biegeschwingungsmode des Moleküls mit Hilfe des ωB97xD DFT Funktionals un-

tersucht. Für das Pentadiynyliden-Molekül und seine Methyl-substituierten Derivate

konnte eine potenzielle Fehlerquelle bei der DFT-basierten Modellierung organischer

Moleküle mit Biradikal-Charakter identifiziert werden: Wir haben festgestellt, dass

DFT-basierte Ansätze für eine gegebene Konformation eines Moleküls hinreichend

gute Ergebnisse liefert. Diese Methoden neigen jedoch dazu, irreführende falsche

geometrische Minima in Optimierungsverfahren vorherzusagen. Sobald die richtige

Struktur bekannt ist, liefern selbst DFT-Ansätze oft genaue Ergebnisse, selbst wenn die

elektronische Struktur des Moleküls einen gewissen Multireferenzcharakter aufweist.

Die gleiche Erkenntnis wurde von uns in einer vorherigen Forschungsarbeit bereits für

das ortho-Benzin Kation festgestellt und ist mutmaßlich charakteristisch für die Com-

putermodellierung von Biradikalmolekülen.[80] Durch Vergleich von Franck-Condon

simulierten Absorptionsspektren verschiedener Strukturisomere des Pentadiynylidens

wurden mögliche Isomerisierungspfade und deren molekulare Produkte nach der Elek-

tronenabspaltung (Ionisierung) im Experiment evaluiert. Die im spektroskopischen

Experiment beobachteten molekularen Spezies konnten durch Vergleich der rechner-

ischen und experimentellen Daten erfolgreich zugeordnet werden. Zusammenfassend
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lässt sich sagen, dass biradikalische Moleküle aufgrund ihrer offenschaligen elektron-

ischen Struktur mitunter nur schwer durch die Routinemethoden quantenchemischer

Computersimulationen charakterisiert werden können. Die rechnerisch effizienten

DFT-Methoden können bei diesen Molekülen zu fehlerbehafteten Vorhersagen führen,

und Vergleiche mit Multireferenz-Rechenverfahren sind notwendig, um Ergebnisse zu

validieren. Eine wichtige Erkenntnis ist, dass der Einfluss der korrekten Modellierung

der geometrischen Struktur bei der computergestützten Modellierung von Biradikalen

von entscheidender Bedeutung ist.

In einem zweiten Forschungsprojekt wurde der Einfluss der Molekulargeometrie auf

die Lokalisierung von Exzitonen in organischen Halbleitermaterialien untersucht.

Da organische Halbleitermaterialien oft delokalisierte π-Elektronensysteme besitzen,

ist ihre Elektronenanzahl meist zu groß um hochgenaue Methoden der Quanten-

chemie anzuwenden. In dieser Forschungsarbeit untersuchen wir die Auswirkungen

der Geometrie-Relaxation im angeregten Zustand auf die exzitonischen Eigenschaften

von molekularen Dimeren und größeren Aggregaten. In der als Teil dieser Arbeit

inkludierten Forschungsstudie über das PBI-Molekül zeigt sich, dass die Auswirkun-

gen von signifikanter Größenordnung sind und daher Vorsicht geboten ist, wenn

die geometrischen Eigenschaften des angeregten Zustands in Berechnungsschemata

vernachlässigt werden.

Die Biokonjugationsreaktion von TAD-Molekülen mit der Aminosäure Tyrosin wurde

mit quantenchemischen Ansätzen untersucht. Der Reaktionsmechanismus wurde in

der Fachliteratur bisher schlicht als En-Reaktion diskutiert. Unsere Ergebnisse iden-

tifizieren einen Basen-vermittleten, durch Deprotonierung der Phenol-Gruppe des

Tyrosins eingeleiteten Reaktionsmechanismus als den plausibelsten Kandidaten. Diese

Rationalisierung stützt sich auf thermodynamische und kinetische Überlegungen auf

Basis der quantenchemischen Modellierung. Im Laufe der Arbeit wurden auch die

Extrema der Potenzialhyperflächen mehrerer weiterer, verwandter Reaktionsmech-

anismen berechnet. Für die Berechnungen wurden die Ergebnisse der sehr exakten

Single-Reference-Methode CCSD(T) und des MR-Ansatzes CASPT2 verglichen. Die

ωB97xD DFT-Methode liefert im Vergleich eine ausreichende Genauigkeit bei gerin-

gerem Rechenaufwand.

Zuletzt wurde das Verfahren der kNN-Entropieschätzung zur Berechnung absoluter

molekularer Entropien aus Molekulardynamiksimulationen im Detail untersucht.

Anhand von speziell erzeugten Test-Modellsystemen konnte gezeigt werden, dass die

Schätzungsmethode prinzipiell sehr gut funktionieren kann, da sie im Falle eines 5-

Non-standard computational approaches applied to molecular systems
Page 202



Chapter 10 Zusammenfassung

dimensionalen GM-Modells des Alanin Dipeptids genaue Entropieschätzungen liefern

kann. Darüber hinaus wurde ein Überblick über verschiedene Fehlerquellen im kNN-

Entropieschätzer gegeben und gezeigt, wie diese sich allgemein mathematisch ableiten

lassen. Zunächst wurden die verschiedenen vorgeschlagenen asymptotischen Korrek-

turfunktionen analysiert. Zweitens wird die Additivität des kNN-Entropieschätzers

für unkorrelierte und unabhängige Wahrscheinlichkeitsverteilungen analysiert. Es

wurde veranschaulicht, wie das bekannte Problem der langsamen Konvergenz des

kNN Entropieschätzers auf ungleiche Varianzen der Dimensionen der Daten zurück-

zuführen ist. Korrekturschemata wurden vorgeschlagen, um dieses Problem zu lösen.

Zusammenfassend thematisierte diese Arbeit mehrere Probleme bei der comput-

ergestützten Modellierung chemischer Fragestellungen. Es wude ein Überblick über

potenzielle Probleme gegeben und Möglichkeiten, die Unzulänglichkeiten bekan-

nter Methoden durch die Anwendung spezialisierter, moderner Ansätze zu mildern,

vorgeschlagen.
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Royal Astronomical Society 2020, 493, 2523–2527.

69. P. J. Wagner, P. A. Kelso, R. G. Zepp, Journal of the American Chemical Society
1972, 94, 7480–7488.

70. K. K. Milnes, M. C. Jennings, K. M. Baines, Journal of the American Chemical
Society 2006, 128, 2491–2501.

71. M. Hatzimarinaki, M. M. Roubelakis, M. Orfanopoulos, Journal of the American
Chemical Society 2005, 127, 14182–14183.

72. D. Doehnert, J. Koutecky, Journal of the American Chemical Society 1980, 102,

1789–1796.

73. M. Abe, Chemical Reviews 2013, 113, 7011–7088.

74. A. B. Padias, H. K. Hall, The Journal of Organic Chemistry 1987, 52, 4536–4539.

75. L. J. Johnston, J. C. Scaiano, Chemical Reviews 1989, 89, 521–547.
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Lea Ress, Dustin Kaiser, Jeannine Grüne, Marius Gerlach, Engelbert Reusch, Tobias

Brixner*, Andreas Sperlich*, Bernd Engels*, Ingo Fischer*, Spectrochimica Acta Part

Non-standard computational approaches applied to molecular systems
Page II



Appendix

A: Molecular and Biomolecular Spectroscopy, 2021, 254, 119606ff: This is an open

access article distributed under the terms of the Creative Commons CC-BY license,

which permits unrestricted use, distribution, and reproduction in any medium.

Section 7: Mechanistical insights into the bioconjugation reaction of Triazolinediones
with tyrosine, Dustin Kaiser, Johan M Winne, Maria Elena Ortiz-Soto, Jürgen Seibel,

Thien A Le, Bernd Engels*, The Journal of organic chemistry, 2018, 17, 10248-10260:

Reprinted (adapted) with permission from The Journal of organic chemistry, 2018,

17, 10248-10260. Copyright 2018 American Chemical Society.

Non-standard computational approaches applied to molecular systems
Page III



Appendix

Listings of author contributions

Geometry relaxation-mediated localization and delocalization of

excitons in organic semiconductors: A quantum chemical study

Non-standard computational approaches applied to molecular systems
Page IV





Appendix

Methylbismuth: an organometallic bismuthinidene biradical

Non-standard computational approaches applied to molecular systems
Page VI







Appendix

Pentadiynylidene and Its Methyl-Substituted Derivates: Threshold

Photoelectron Spectroscopy of R1-C5-R2 Triplet Carbon Chains

Non-standard computational approaches applied to molecular systems
Page IX





Appendix

A time-resolved photoelectron imaging study on isolated tolane:

observation of the biradicalic 1Au state

Non-standard computational approaches applied to molecular systems
Page XI





Appendix

Femtosecond dynamics of diphenylpropynylidene in ethanol and

dichloromethane

Non-standard computational approaches applied to molecular systems
Page XIII







Appendix

Mechanistical insights into the bioconjugation reaction of

Triazolinediones with tyrosine

Non-standard computational approaches applied to molecular systems
Page XVI






