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Abstract

This work presents excited state investigations on several systems with respect to exper-
imental spectroscopic work. The majority of projects covers the temporal evolution of
excitations in thin films of organic semiconductor materials. In the first chapters, thin-
film and interface systems are build from diindeno[1,2,3-cd:1’,2’,3’-lm]perylene (DIP)
and N,N’-bis-(2-ethylhexyl)-dicyanoperylene-3,4:9,10-bis(dicarboximide) (PDIR-CN2)
layers, in the third chapter bulk systems consist of 4,4’,4”-tris[(3-methylphenyl)phenyl-
amino]triphenylamine (m-MTDATA), 4,7-diphenyl-1,10-phenanthroline (BPhen) and
tris-(2,4,6-trimethyl-3-(pyridin-3-yl)phenyl)borane (3TPYMB). These were investi-
gated by aggregate-based calculations. Careful selection of methods and incorporation
of geometrical relaxation and environmental effects allows for a precise energetical as-
signment of excitations. The biggest issue was a proper description of charge-transfer
excitations, which was resolved by the application of ionization potential tuning on
aggregates. Subsequent characterization of excitations and their interplay condenses
the picture. Therefore, we could assign important features of the experimental spec-
troscopic data and explain differences between systems.
The last chapter in this work covers the analysis of single molecule spectroscopy on
methylbismut. This poses different challenges for computations, such as multi-reference
character of low-lying excitations and an intrinsic need for a relativistic description.
We resolved this by combining complete active space self-consistent field based meth-
ods with scalarrelativistic density-functional theory. Thus we were able to confidently
assign the spectroscopic features and explain underlying processes.
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Acronyms

3TPYMB tris-(2,4,6-trimethyl-3-(pyridin-3-yl)phenyl)borane

ADC(2) algebraic diagrammatic construction method to second order

AIE aggregation-induced emission

AFM atomic force microscope

BDE bond dissociation energy

BO Born-Oppenheimer

BPhen 4,7-diphenyl-1,10-phenanthroline

CAS complete active space

CC2 second-order approximate coupled-cluster singles and doubles model

C-PCM conductor-like polarizable continuum model

CT charge-transfer

D-A donor-acceptor

DFT density-functional theory

DIP diindeno[1,2,3-cd:1’,2’,3’-lm]perylene

DKH Douglas-Kroll-Hess

EA electron affinity

EFISH electric field induced second harmonic

ELDMR electroluminescence-detected magnetic resonance

EPR electron paramagnetic resonance

ES excited state

Exc exchange-correlation energy

FC Franck-Condon

FET field-effect transistor
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GGA generalized gradient approximation

GS ground state

HF Hartree-Fock

HFI hyperfine interaction

HT Herzberg-Teller

HOMO highest occupied molecular orbital

IE ionization energy

IP ionization potential

ISC inter-system crossing

J exchange energy

KS Kohn-Sham

LE local excitation

LED light-emitting diode

LR long-range

LT low-temperature

LUMO lowest unoccupied molecular orbital

MD molecular-dynamics

MR multi-reference

msTPE mass-selected threshold photoelectron

m-MTDATA 4,4’,4”-tris[(3-methylphenyl)phenylamino]triphenylamine

NEVPT2 N-electron valence state perturbation theory to second order

NLO non-linear optical

NTO natural transition orbital

ODMR optically detected magnetic resonance

OLED organic light-emitting diode

OPV organic photovoltaic

OSC organic semiconductor

PAH polycyclic aromatic hydrocarbon

PDIR-CN2 N,N’-bis-(2-ethylhexyl)-dicyanoperylene-3,4:9,10-bis(dicarboximide)
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PEPICO photoelectron-photoion coincidence

PES potential energy surface

PLDMR photoluminescence-detected magnetic resonance

PR participation ratio

rISC reverse inter-system crossing

RMSeh root-mean-squared electron-hole distance

RS range-separated

RSH range-separated hybrid

RT room-temperature

SCF self-consistent field

SCS spin-component scaled

SHG second harmonic generation

SI self-interaction

SOC spin-orbit coupling

SR short-range

TA transient absorption

TADF thermally-activated induced fluorescence

TDA Tamm-Dancoff approximation

TD-DFT time-dependent density-functional theory

TR time-resolved

TDMA transition density matrix analysis

trEPR transient electron paramagnetic resonance

trODMR transient optically detected magnetic resonance

TTA triplet-triplet annihilation

xc exchange-correlation

ZORA zeroth-order regular approximation

ZPE zero-point energy





Constants and Notation

a0 = 4πε0~2
mee2

Bohr radius (5.292× 10−11 m)
e elementary charge (1.602× 10−19 C)

mu = m(12C)/12 atomic mass unit (1.602× 10−19 C)
me electron mass (9.109× 10−31 kg)
~ Planck constant (1.661× 10−27 kg)
kB Boltzmann constant (1.381× 10−23 JK−1)
ε0 vacuum permittivity (8.854× 10−12 Fm−1)
c speed of light (2.998× 108 ms−1)

If not denoted otherwise, equations are given in atomic units: ~ = e = me = 1
4πε0

= 1.

#»a vector a
F [a] functional of a

δab =

{
1, if a = b.

0, otherwise.
Kronecker delta

(ia|bj) =
∫
dxψ∗i (x1)ψ∗b (x2)ψa(x1)ψj(x2) Mulliken Notation

〈ib|aj〉 =
∫
dxψ∗i (x1)ψ∗b (x2)ψa(x1)ψj(x2) Dirac Notation

i, j occupied orbitals
a, b virtual orbitals

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ2 =

(
1 0

0 −1

)
Pauli matrices
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Introduction

Various spectroscopic methods are designed and used by experimentalists in chemistry,
physics and biology. These experiments can offer a lot of information on the investi-
gated structures, as well as on processes in those systems, e.g. after excitation by
light. The full picture however remains inaccessible in most cases due to restrictions
on resolution both in the time and size domain.
Computational investigations can be used to unravel the processes which cause distinct
spectroscopic results, bridge observations from different methods and confirm or de-
bunk hypotheses. There are also limits on computational "resolution" though, which
need to be circumvented. This can be done by a proper choice of method, model system
and calculated properties.
This chapter starts with an overview of all investigated systems and discussed exper-
imental methods, resulting general problems and recurrent challenges for the compu-
tational work. Subsequently, the employed computational methods will be discussed.
Detailed discussion of each project will be presented in the respective chapters.

0.1 Organic Semiconductors for Optoelectronic De-

vices

An electronically delocalized structure is the main prerequisite to make use of organic
semiconducting materials in optoelectronic devices. [1] This can be achieved using either
π-conjugated molecular systems [2–7] or π-conjugated polymers [8] and allows to tune ab-
sorption and emission of the materials to the desired part of the UV/VIS spectrum.
This region of the electromagnetic spectrum is of particular interest in organic pho-
tovoltaic (OPV) and organic light-emitting diode (OLED) devices. Similar materials
are also employed in and investigated for field-effect transistors (FETs), [9] but those
will not be discussed in the course of this work. OPVs and OLEDs present some sim-
ilarities which favour their investigation in a unified computational framework. Both
consist of at least one electron donating and one electron accepting material. In OPVs,

1



2 Introduction

light creates excitons which can result in CT states if the energy reaches a donor-
acceptor (D-A) interface. Carefully tuned energy levels and intermolecular geometries
can then allow for the generation of free charge-carriers and ultimately result in a
current flow. OLEDs basically work in the reverse. Charge-carriers are injected, can
combine at a D-A interface to a CT state, eventually end up in an emissive state and
generate light.
While each application also comes with their own intricate challenges, some important
generalizations can be made. It is obvious that investigation and fine-tuning of molec-
ular properties is not sufficient to unleash the maximum potential of the devices. [1]

Intermolecular arrangements need to be included in the considerations. This leads to
extra difficulties if polymers are used, which are not part of the research presented in
this work. But small molecules which form crystal like structures pose challenges as
well, which will be discussed in the following sections and the respective computational
chapters 1, 2 and 3.

0.1.1 Spectroscopic Methodology

Absorption and emission measurements often serve as a basis in the spectroscopic in-
vestigation of OPVs and OLEDs. These methods are conceptually rather easy to apply
on the devices as well as on single-material films, crystals or single molecules (in so-
lution). [6;7;10] This can provide information about the energetic levels in the materials
as well as the influence of aggregate effects in materials in comparison to pure com-
pounds. An extension to time-resolved measurements as in transient absorption (TA)
spectroscopy allows i.a. for the monitoring of CT processes, [11] generation and trans-
port of charge-carriers in the bulk [12] and even for probing of relative arrangements at
interfaces with polarization-selective measurements. [13]

Whenever open-shell species are involved, but especially in OLEDs where the ma-
jority of charge-carriers initially ends up in triplet states, electron paramagnetic res-
onance (EPR) based methods can add valuable insights. [5–7;10;14;15] Chapter 3 dis-
cusses results of various time-resolved methods namely transient electron paramag-
netic resonance (trEPR) [16;17], time-resolved photoluminescence-detected magnetic res-
onance (PLDMR) and time-resolved electroluminescence-detected magnetic resonance
(ELDMR). [5–7;10;14;15] The combination of these methods gives deep insights into the
dynamics of involved triplet states. Details on their strength and weaknesses are given
in the respective chapter.
Interfaces play an important role in the functionality of OPVs as they facilitate the
build up of CT states and subsequent generation of free charge carriers. Spectroscopic
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methods based on second harmonic generation (SHG) are especially suited to moni-
tor processes at interfaces since it takes anisotropy to allow for phase matching and
a second-order signal. [2;18] SHG signals are further enhanced by electric fields (electric
field induced second harmonic (EFISH)), which makes a time-resolved variant of the
methodology a perfect fit for the observation of CT state dynamics. [2;19] Further details
are presented in chapter 1 and 2.

0.1.2 Computational Challenges

Computational investigation of excitations and dynamics of charge-carriers are compli-
cated due to several reasons: First, there is the size and the complexity of the system.
A full description of the situation in a thin film system would need to include at least
several hundreds of molecules, or tens of thousands of atoms. This is not feasible
for excited state calculations in density-functional theory (DFT); on the available ma-
chines we are restricted to several hundreds of atoms at the required accuracy. Cheaper
methods are not an option due to the character of the excitations as discussed later
in this section and in section 0.3.2. This problem can be circumvented by the use
of model systems and/or multi-scale approaches. [20–22] Both require the selection of
important regions which requires a high-level understanding of the systems and the
involved processes. In addition to their size, the investigated systems all show more
or less pronounced disorder. This could be simulated by molecular-dynamics (MD),
a methodology widely used for proteins and increasingly in materials chemistry. [21;23]

However this entails its own drawbacks, such as insufficient description of the systems
by the applied low-level methods, and especially high computational cost. In these
projects we chose a different approach and work with limiting and exemplary cases.
A second difficulty lies in the non-trivial character of the involved excitations which
prohibits the use of cheap methods such as semi-empirics and standard, non-hybrid
DFT functionals. Especially CT excitations are a notorious problem for cheap meth-
ods (compare section section 0.3.2). Additionally, open-shell states and delocalization
of excitons demand a very careful choice of method as is discussed in detail in chapters
1, 2 and 3.
Finally, the experimental results at hand can only be interpreted with regard to inter-
system crossing (ISC), spin-orbit coupling (SOC) and non-linear optical (NLO) effects.
With the framework and ressources at hand it was not possible to directly calculate all
these observables. Instead, it is madatory to carefully build a model from the accessible
information and connect it to the results given by the experiments.
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0.2 Biradicals

Biradicals1 are molecules with an even number of electrons that nonetheless form an
open-shell ground state due to two energetically degenerate frontier orbitals. [26] This
unusual behaviour makes them interesting for research in materials science and plays
an important role in atmospheric chemistry and combustion. This open-shell config-
uration has triplet multiplicity in most cases but can also adapt singlet configuration
under special circumstances. This was found e.g. for extended polycyclic aromatic
hydrocarbons (PAHs), [27] where a singlet open-shell configuration can expand the aro-
matic system, and cAAC-stabilized boron-containing species [28]. Species which still
exhibit biradical character although having a (small) HOMO-LUMO gap are termed
biradicaloids. [26]

0.2.1 Spectroscopic Methodology

EPR based methods are always of interest for the investigation of open-shell species
as discussed in section 0.1.2. They are particularly often used in studies of aggregated
biradical systems in materials science (e.g. investigations on singlet fission) [29;30] or on
biological systems [31;32].
Biradicals in general, but especially small, isolated ones are often very reactive which
complicates spectroscopic studies. [26] This obstacle can be circumvented by top down
approaches, where a more stable species is fragmented in the course of the experi-
ment. The species of interest is then among the fragments and can be measured with
photoelectron-photoion coincidence (PEPICO) techniques. [33] These can yield mass-
selected threshold photoelectron (msTPE) spectra and thereby information about the
ionization energy (IE), bond dissociation energys (BDEs) and structural information
from the vibrational structure in combination with computational studies. [24;25;34]

0.2.2 Computational Challenges

The prerequisite for biradicals and biradicaloids, two frontier orbitals of similar energy,
result in several close-lying singlet and triplet states. This induces several complica-
tions which lower the quality and usefulness of DFT based descriptions for such species.
Firstly, the Tamm-Dancoff approximation (TDA) has to be employed if DFT function-
als are used for several excited states to avoid problems due to triplet instabilities. [35]

1IUPAC differentiates between diradicals and biradicals, with biradicals being a sub-group of di-
radicals with a non-Kekulé structure. In this work and further related studies we use diradical and
biradical synonymously. [24;25]
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This reduces the accuracy of time-dependent density-functional theory (TD-DFT) fur-
ther, which might be too low to calculate the correct order of excited states in a crowded
configuration space to begin with. Secondly, several energetically close-lying orbitals
and states can result in states with multi-reference (MR) character. And finally, open-
shell singlets are not included in a standard TD(A)-DFT calculation since they can
only be described in an at least two-determinant picture. [36]

While the last issue can be avoided by the use of spin-flip DFT, [37] the issues regarding
accuracy and MR states remain. In this work we tried to navigate this by careful
applications of (TDA-)DFT for computationally expensive frequencies, while relying
on N-electron valence state perturbation theory to second order (NEVPT2) [38–40] cal-
culations for energies and gradients.

0.3 Technical Aspects of the Quantum Chemical Treat-

ment

Computational examination of spectroscopic results requires the consideration of vari-
ous, partly conflicting aspects.
The investigation of excitations, both vibrationally and electronically, calls for high-
level quantum chemical methods. Contrarily, the environment or sheer size of the sys-
tem in question sets limits to the cost-efficiency and therefore accuracy of the method.
Another problem lies in the complexity of the experiments. It is not possible to directly
recalculate the whole experiment. Instead the main processes have to be identified and
separately calculated on chosen model systems. This section strives to highlight the
aspects of the quantum chemical treatment which are special to this work. It cannot
and does not attempt to give a full overview of the framework and the applied meth-
ods which are already discussed in innumerable textbooks. The interested reader can
find basics on quantum chemistry given in a very conscise manner in reference [41],
and basics on DFT in reference [42]. Further literature is given wherever methods are
introduced or applied throughout this work.

0.3.1 Investigation of Excitations by Linear-Response Theory

Exemplified by TD-DFT

Generally, observables in spectroscopy can be calculated from the eigenstates of the
initial system using response theory. [43] A system in its ground state consisting of in-
teracting particles is affected by an external potential vext( #»r , t) which can include a
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perturbation (δvext( #»r , t)) switched on at t=0. [44] In a realistic case however, the eigen-
states of the unperturbed system are not exactly known. States are usually approxi-
mated by a combination of slater determinants, or - as in the case of DFT - by a single
slater determinant. [43] In the DFT realm the focus is on an energy functional E0[ρ]

which has a minimum value for ρ0( #»r ), the exact ground state density. [45;46] Runge and
Gross proved that the biunique one-to one mapping of densities and external potentials
can be extended to time-dependent cases even for fully interacting systems. [44;47] The
resulting TD-DFT framework is nowadays intensely used to study excitation energies
and corresponding observables. The response of observables, e.g. the density, to a
pertubation (δvext( #»r , t)) can then be expressed as a Taylor series. [44] Applying this to
the density (ρ( #»r , t) = ρGS( #»r , t) + ρ1(

#»r , t) + ρ2(
#»r , t) + ...) the first-order term can be

calculated as
ρ1(

#»r , t) =

∫ ∞
0

dt′
∫

d3r′χ( #»r t, #»r ′t′)δvext(
#»r ′, t′) (1)

in standard response theory. [44]

χ( #»r t, #»r ′t′) =
δρ( #»r , t)

δvext(
#»r ′, t′)

∣∣∣∣
vext,0

(2)

is the linear density-density response function, which can be transformed by perturba-
tion theory under the assumption of δvext( #»r , t) being small enough. [44;45] Most com-
monly, only the first-order term is investigated ("linear response"), while higher-order
terms are essential for the calculation of certain observables such as the direct inves-
tigation of non-linear spectra involving hyperpolarizabilities. [48] This is often done via
time-propagation. [44;49] A Fourier-transformation with respect to t − t′ subsequently
results in the spectral ("Lehmann") representation of the response function [43;44;50]

χ( #»r , #»r ′, ω) = lim
η→0+

∑
I

〈Ψ0|ρ̂( #»r )|ΨI〉〈ΨI |ρ̂( #»r ′)|Ψ0〉
ω − ΩI + iη

− 〈Ψ
0|ρ̂( #»r ′)|ΨI〉〈ΨI |ρ̂( #»r )|Ψ0〉

ω + ΩI + iη
.

(3)
The sum runs over all interacting excited states (ΨI) which fulfill the completeness
relation (

∑
I |ΨI〉〈ΨI | = 1̂). [44] Formally, energies of the excited states ΨI can be directly

calculated as EI = E0+ΩI , where E0 denotes the energy of the exact ground state (Ψ0)
of the fully interacting system. [44] The density operator is defined as ρ̂ =

∑N
i=1 δ(

#»r −
r̂i). [44]

In practice, equation 3 is very hard to evaluate, which motivates the derivation and
application of TD-DFT. In these paragraphs some of the most important equation are
given and discussed to sketch the logic behind the TD-DFT framework. Proofs and a
detailed derivation can be found in the literature, such as references [43; 44; 46; 47; 50]:
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Analogously to equation 1, ρ1( #»r , t) can also be defined in terms of the first order change
of the TD Kohn-Sham (KS) potential (δvs(t)) of a non-interacting reference state. [50]

The Lehmann representation of the KS density response function is given by

χKS( #»r , #»r ′, ω) = lim
η→0+

∑
k,j

= (fk − fj)δσkσj
ψ

(0)∗
k ( #»r )ψ

(0)
j ( #»r )ψ

(0)∗
j ( #»r ′)ψ

(0)
k ( #»r ′)

ω − (εj − εk) + iη
, (4)

where fk denote Fermi occupation factors (considered to be 0 and 1 only in the follow-
ing) and σk the spin orientation of the kth orbital. [44;50] Equation 4 has poles at the
energy differences of the KS single-particle orbitals, not at the true excitation energies
(poles of equation 3)! [44] But the true-density response can be obtained from the KS
systems by the use of the exact time-dependent exchange-correlation (xc) kernel [44;50]

fxc[ρGS]( #»r t, #»r ′t′) =
δvxc[ρ]( #»r , t)

δρ( #»r ′, t′)

∣∣∣∣
ρ=ρ

GS

. (5)

Using these prerequisites, the first-order change in the TDKS potential (δvKS) for a
given δvext can be formulated as [44]

δvKS( #»r , t) = δvext(
#»r , t) +

∫
d3r′

ρ1(
#»r ′, t)

| #»r − #»r ′|
+

∫
dt′
∫

d3fxc[ρGS]( #»r t, #»r ′t′)ρ1(
#»r ′t′). (6)

Equation 6 together with the definition of the exact density response ρ1 in terms of the
non-interacting KS system

ρ1(
#»r t) =

∫ ∞
0

dt′
∫

d3r′χKS( #»r t, #»r ′t′)δvKS( #»r ′t′) (7)

result in an exact representation of the linear density response. [44;51;52] This connection
- the possibility of reformulating the exact linear density response ρ1 of an interacting
system in terms of the linear density response of a non-interacting system to a pertur-
bation δvKS - was used from the late seventies [53] but only proven in 1996 by Petersilka
et al. [44;51;52] By inserting equation 6 in equation 7 and equating this to equation 1,
a Dyson-like equation for the response function of the interacting system can be ob-
tained. [44] A Fourier-transformation takes us back to the frequency domain and results
in a framework which allows for the direct extraction of excitation energies and oscil-
lator strengths of the full interacting system in question from the non-interacting KS
system. [44;50] The Dyson-like equation in the frequency domain is commonly written as

(1̂− χKS(ω) ∗ fHxc(ω))χ(ω) = χKS(ω), (8)
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where a few new notations are introduced. The spatial indices (r) are dropped and the
corresponding integrals are shortened to ∗ as in

χKS(ω) ∗ fHxc(ω) =

∫
d3r1χKS( #»r , #»r 1, ω)fHxc(

#»r 1,
#»r ′, ω). (9)

Furthermore, a Hartree-xc kernel

fHxc(
#»r , #»r ′, ω) =

1

| #»r − #»r ′|
+ fxc(

#»r , #»r ′, ω) (10)

was introduced. [44;50] Expanding this equation in a KS spin orbital basis, finally leads
to the well known Casida matrix equation, [44;54][

A(ω) B(ω)

-B*(ω) -A*(ω)

][
X(ω)

Y(ω)

]
= ω

[
X(ω)

Y(ω)

]
(11)

which heavily masks its response character. A(ω), B(ω), X(ω) and Y(ω) are matrices
themselves and defined as [54]

Aia,jb(ω) = δijδab(εa − εb) + (ia|f̂Hxc(ω)|bj), (12)

Bia,jb(ω) = (ia|f̂Hxc(ω)|bj), (13)

Xia(ω) = −{
∑
jb

fj − fb
ω − ωjb

(ia|f̂Hxc(ω)|bj)} 1

ω − ωia
(14)

and

Yia(ω) = −Xai(ω) (15)

The extension of these matrices for hybrid and range-separated (RS) functionals
can be found in reference [55]. The deduced framework is formally exact. However,
for real world applications a few approximations have to be introduced. Those are
mainly the adiabatic approximation of the TD xc model and the approximation of the
xc functional. [50] The former results in frequency-independent xc terms and therefore
makes LR-TD-DFT a linear eigenvalue problem. On the downside, this causes the
loss of all information attributed to double or higher excitations. [50] The adiabatic
approximation also enforces the approximation of the xc functional. This can heavily
deteriorate the quality of excitation energies, especially when Rydberg or CT character
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is involved. [50] One approach to tackle these problems in applications is discussed in
the next section. TDA is a further, often used approximation. In this approximation,
the B-matrix is set to zero which makes computations faster. [35] For this reason it is
still the default method in ORCA 5.0 [56] and QChem 5.3 [57]. We found however quite
large errors for systems such as pentacene in comparison to full TD-DFT. [58;59] It is
therefore advisable to use full TD-DFT if only singlet excitations are investigated. If
triplets are investigated, however, TDA is absolutely necessary due to instabilities in
the B-Matrix. [35]

0.3.2 Range-separation and IP-tuning in DFT

The majority of calculations in this work was performed using DFT. This approach
is based on the theorems by Hohenberg and Kohn [46], which state that the ground
state of a N-electron system is biuniquely determined by its external one-body poten-
tial [60]. In combination with the equations implemented by Kohn and Sham [61], which
are based on a fictitious non-interacting system, this allows in principle for an exact
solution of the many-body problem. Although the exact functional remains elusive,
DFT is a highly popular method due to the massive reduction in the dimensionality of
calculations in comparison to wavefunction based methods at comparable accuracy. [62]

Analogous theorems were formulated by Runge and Gross [47] which facilitate for the
deduction of excited state properties from the time-dependent ground state density via
TD-DFT.
One persistent problem of common functionals in spectroscopic TD-DFT applications
is their poor description of CT excitations. This is due to the lack of derivative dis-
continuities in the exchange-correlation energy which results in an underestimation of
the fundamental gap by the Kohn-Sham gap. [63]

An idea to mitigate the derivative discontinuity problem, was the incorporation of a
non-local operator such as the Hartree-Fock (HF) exchange operator which results in
so-called hybrid-functionals. Equation 16 shows the division of the exchange energy
(Ex) in such a functional in its simplest form. Here, λ denotes the coupling-strength
parameter and EHF

x and EGGA
x are the fractions of the exchange energy calculated

by Hartree-Fock or the DFT functional respectively which is classically a generalized
gradient approximation (GGA)-functional.

Ex =

∫ 1

0

dλEλ
x ≈ EGGA

x + λ(EHF
x − EGGA

x ) (16)
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Figure 1: Plot of the error-function to illustrate the effect of different ω-factors.
ω=0.25 equates to the standard formulation of ωB97X-D3 [67], ω=0.10 is a realistic
approximation to the tuned value of an extended molecular organic system. Addition-
ally, the parameters which control the amount of HF exchange in the limiting cases are
adopted from ωB97X-D3 (α=0.195728, β = 1 − α) [67]. The x-axis is given in atomic
units. 10 a.u. equal approximately 5.29Å.

Strictly speaking, this extension does not fit into the original Kohn-Sham framework
since the HF exchange integral is not based on the electron density but is covered by the
generalized Kohn-Sham method as formulated by Seidl et al. [64]. Hybrid functionals use
a fixed amount of HF exchange which reduces the self-interaction error of approximate
DFT functionals but has also to be balanced to keep an accurate enough description
of correlation effects. [64]

More flexibility is provided by RS hybrid-functionals, [65] which allow particularly for
the correction of the asymptotic behaviour of the exchange potential to match the exact
value of −r−112 . This can greatly improve the description of Rydberg and CT states. [66]

In this group of functionals one range-separation parameter (denoted as ω throughout
this work) controls the proportion of HF-exchange at a given inter-electron distance
(r12) as an argument of the error function (erf) as shown in figure 1. This leads to the
division of the two electron operator ( 1

r12
) as follows: [68]

1

r12
=

1− erf(ωr12)

r12
+

erf(ωr12)

r12
(17)
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When combined with a hybrid functional with a fixed percentage α of HF-exchange at
all distances, the maximum share of HF at long distances is given by α+β. With this,
equation 17 can be expanded to

1

r12
=

1− [α + β erf(ωr12)]

r12
+
α + β erf(ωr12)

r12
(18)

where α + β = 1 is often enforced to ensure an asymptotically correct behaviour. A
famous exception to this rule is the CAM-B3LYP functional, with standard values of
α=0.19 and β=0.33. [66] The first term of the operator is applied to the underlying
(GGA) DFT exchange terms, the second to the exact HF-exchange. This is more
apparent in the reformulation in energy terms, here formulated analogously to the
expression Exc = Ec,GGA +Ex,GGA of the exchange-correlation energy (Exc) of the pure
GGA functional. [59]

ERSH
xc = αESR

x,HF + (α+ β)ELR
x,HF + (1− α)ESR

x,GGA + (1− α− β)ELR
x,GGA +Ec,GGA (19)

Here, the Ex and Ec terms denote contributions to the exchange energy and the corre-
lation energy, respectively. The superscripts denote whether the terms are part of the
long-range (LR) or short-range (SR) description of the range-separated hybrid (RSH)
functional. An optimal value for ω can be either defined by fitting to empirical data
or by imposing physical conditions which should be met by an ideal functional.
The latter motivates a procedure called non-empirical or ionization potential (IP)-
tuning. [69] It is based on the ionization potential theorem which states that in exact
Kohn-Sham theory, the energy of the highest occupied molecular orbital (HOMO)
(εHOMO) is equal to the IP and opposite in sign. [70]

−εHOMO = Egs(N − 1)− Egs(N) (20)

In this equation Egs denotes the ground state (GS) energy of the N (neutral) and
N-1 (cation) electron system. The tuned value of ω for extended organic systems is
often substantially smaller than the standard for the functional. A smaller value for
ω results in a smaller proportion of HF-exchange at all distances which might be less
ideal in terms of self-interaction (SI)-errors. It does, however, incorporate substantial
DFT exchange at longer inter-electron distances which can enhance the description of
delocalized and CT-excitations in extended systems.
The tuning procedure itself is done to meet not only one but two requirements. There
is no analogue to the IP theorem for the electron affinity (EA) and the lowest unoc-
cupied molecular orbital (LUMO). Instead, this is circumvented by the application of
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the theorem to the HOMO of the anion at the geometry of the neutral system as a
reliable approximation for the vertical EA. Since only one parameter (ω) is varied,
both conditions cannot be perfectly satisfied simultaneously. Therefore the sum of the
deviations from the requirements (J(ω)) is minimized.

J(ω) =
∑

i=neutral,anionic

(εω,iHOMO + Ei
gs(Ni − 1;ω)− Ei

gs(Ni;ω))2 (21)

0.3.3 Description of Vibronic Spectra in the Franck-Condon

Framework

The Franck-Condon (FC) principle provides a handy starting point for the analy-
sis of vibronic spectra. Its basis will be shortly reviewed in this section following
the reasoning by Norman et al. [43] and Condon himself. [71] In the realm of the Born-
Oppenheimer (BO) approximation, the transition dipole moment between a vibroni-
cally excited (final) state and an initial state can be written as 〈f, F |µ̂|i, I〉. In this sec-
tion lowercase letters denote vibrational states, uppercase letters electronic states. The
transition dipole operator can be divided in parts depending exclusively on electronic
and nuclear coordinates (µ̂ = µ̂e(r) + µ̂K(R)). Integration over electronic coordinates
results in

〈f(R), F (r;R)|µ̂(r, R)|i(R), I(r;R)〉 = 〈f(R)|µFIe (r;R)|i(R)〉 (22)

where µFIe denotes a matrix element of the dipole moment where nuclear coordinates
are assumed to be parametric. [71] µFIe is hard to interpret in a general manner, but
supposed to be a smooth or slowly varying function over the interval of R in ques-
tion. [71] For a further evaluation of the integral, it is beneficial to switch from cartesian
coordinates R to mass-weighted normal coordinates in which the electronic ground
state can be expanded. [43] The electronic dipole moment can then be represented by a
Taylor-Expansion around the nuclear equilibrium configuration (Q = 0). Cutting this
expansion after the first order results in the following terms:

〈f |µFIe (r;Q)|i〉 = µFIe (0)〈f |i〉+
∑
i

(
δµFIe
δQi

)0〈f |Qi|i〉+ .... (23)

The Franck-Condon approximation assumes the parametric dependence in the elec-
tronic states to be constant (R = R0). [43] Therefore only the zeroth order element of
the expansion survives and µFIe is constant. The intensity (I) of a transition is then
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solely dependent on the overlap integral of the nuclear wavefunctions 〈f |i〉 scaled by a
Boltzmann distribution and is conventionally defined as [72]

I = 〈f |i〉2e−Ei/kBT , (24)

where Ei denotes the energy of the vibrational state of the initial electronic state
relative to the ground state of the respective electronic state. The second term of
equation 23 is known as the Herzberg-Teller (HT) correction. [43] This term allows for
symmetry forbidden transitions to gain intensity through vibrational coupling.
Calculation of FC integrals and HT corrections is implemented in various program
packages. [57;72–74] The preferred package for FC spectra throughout this work due to
its robustness was ezFCF by Krylov and co-workers as described in [72] employing
Dushinsky rotations.

0.3.4 Treatment of Relativistic Effects

This chapter intends to sketch the framework of relativity used in quantum mechanical
calculations and closely follows the rationale of Norman et al. [43] For a more in-depth
introduction please refer to the literature, e.g. references [23; 75–77]. Calculations in a
full relativistic treatment are based on the one-electron stationary Dirac equation: [77]

hDΨ =

[
V c(σ · p)

c(σ · p) V − 2mc2

]
Ψ = EΨ (25)

Here hD denotes the one-electron stationary Dirac Hamiltonian and Ψ is a spinor which

includes a large (L) and a small component (S) Ψ =

[
ΨL

ΨS

]
. The interested reader can

follow the derivation in reference [77]. V is the potential induced by clamped nuclei and
σ · p the dot product of the Pauli spin matrices with the relativistic momentum. [77]

While a full relativistic treatment of quantum chemical calculations is expensive and
poses a lot of challenges for the non-expert user, there are several aspects which can
be incorporated at a somewhat lower level. Although these techniques still have to
be handled with care, they can greatly improve the quality of calculations when e.g.
heavy atoms are handled or spin-forbidden transitions are of interest. [76]

Scalar Relativistic Effects

Relativistic effects become apparent for particles moving close to the speed of light.
Electrons in the vicinity of heavy nuclei are among those particles. The kinetic energy
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of an electron (K) rises with the square of the nuclear charge (Z), as can be seen from
the relation for a 1s-electron and its kinetic energy (K) in a hydrogen-like ion: [43]

K =
Z2~2

2men2a20
(26)

~ denotes the reduced Planck constant, n and me the quantum number and mass of the
electron and a0 the Bohr radius. In the limit of high kinetic energies - where classical
expressions break down - K is connected to speed as follows: [43]

K =

(
1√

1− (v/c)2
− 1

)
mc2 = (γ − 1)mc2 (27)

Equation 27 includes the Lorentz factor γ. In the non-relativistic limit the relation
γ = 1 holds. Noticeable deviations from this value can therefore serve as an indi-
cator of the extent of relativistic effects. A 1s-electron of a gold atom for example,
corresponds to γ = 1.15. [43] The Lorentz factor feeds back into the relativistic mass
m = γme which in turn is inversely proportional to a0. As a direct effect, this contracts
and stabilizes (s-)orbitals. In fact, the contracting effect mostly predominates for s-
and p-orbitals. For the outer shells this effect is opposed by the stronger screening
effect of the inner shells which leads to an expansion of d- and f-orbitals. [43]

To practically include scalar relativistic effects in a standard self-consistent field
(SCF) treatment, the full (4-component) relativistic Hamiltonian as described in equa-
tion 25 has to be approximated. ORCA [74;78] provides i.a. the Douglas-Kroll-Hess
(DKH) [79] and zeroth-order regular approximation (ZORA) [80–82] framework. As ZORA
Hamiltonians were employed in chap. 4, I focus on this framework in the following.
Approximative relativistic two-component Hamiltonians (to which the DKH and the
ZORA Hamiltonian belong) rely on different approximations to the exact coupling (R).
R connects the large and small components of Ψ (ΨS

+ = RΨL
+). In the ZORA frame-

work it is approximated as R ≈ c
2mc2−V σ · p. [77] Using this approximation it is possible

to arrive at an equation for a variationally stable ZORA Hamiltonian: [77]

ĤZORA = V + TZORA (28)

The effective energy operator (TZORA) is defined in such a way that it approaches to
the non-relativistic limit for V → 0, which mirrors the situation far from the nuclei. [77]

TZORA =
1

2m
σ · p 2mc2

2mc2 − V
σ · p (29)
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Further simplification was achieved by van Wüllen et al. [82] who proposed a procedure
for DFT which relates to a spin-free variant of ZORA in a model potential:[

p
c2

2c2 − V
p− Veff

]
ψi = εiψi (30)

Replacing Veff with a non-relativistic KS potential resembles a standard DFT treat-
ment were only the kinetic operator is replaced by the ZORA variant. However,
since this would require a costly recalculation of the kinetic energy in each SCF cycle,
van Wüllen introduced a model potential which is constructed from a model density
(ρmodel(r) =

∑
A ρ

A(r)). This is calculated by summing over the spherically symmetric
atomic densities (ρA). [82]

The resulting SCF equations (30) are currently often used not only for DFT but
are also adapted for HF based methods such as complete active space (CAS)-SCF and
its perturbation theory based additions. [78]

Spin-Orbit interaction

SOC is rooted in magnetic induction and describes the interaction of the spin of the
electron (ŝ) with a magnetic field, which arises of the relative motion of a charged
particle, such as a nucleus or electron. [43] This effect becomes important for phenom-
ena such as phosphorescence and ISC and is indispensable for the calculation of the
anisotropy of the g-tensor in EPR. [43;83] Full description of this coupling would require a
more involved treatment than scalar-relativistics, this means at least a two-component
approximative Dirac operator. [43] Therefore, it is often added to non-relativistic frame-
works in a pertubative manner. [83] In this framework the composition of a perturbed
triplet wavefunction |ΨSOC

Ti
〉 can be expressed as [84]

|ΨSOC
Ti
〉 = |ΨTi〉+

∑
n

〈ΨSn|ĤSOC |ΨTi〉
E(Ti)− E(Sn)

|ΨSn〉. (31)

This expansion of triplet states allows e.g. for the use of Fermi’s Golden Rule

k(ω)if =
4ω3n2

3~c3
|〈Ψi|µ̂|Ψf〉|2 δ(Ei − Ef ± ~ω) (32)

to approximate radiative transitions between states of different multiplicity. [83] Plug-
ging a pure triplet as initial state (Ψi) and a pure singlet as final state (Ψf ) would
yield a zero transition dipole moment (〈Ψi|µ̂|Ψf〉). Using |ΨSOC

T1
〉 together with the FC

approximation permits for example the calculation of phosphorescence rates. [83]





Chapter 1

Excited States in Perylene-Based Thin
Film Systems

Figure 1.1: Molec-
ular structure of DIP
(left) and PDIR-CN2

(right).

This chapter covers investigations on thin film systems of
PDIR-CN2 and DIP. The molecules are perylene derivatives
and are pictured in figure 1.1. Due to their relative position
of frontier orbitals, these materials are candidates for organic
photovoltaics. [3;4] The functionality of organic photovoltaics is
based on the interplay between a donor- and an acceptor-
material, which in this case are deposited as thin film lay-
ers with DIP acting as donor and PDIR-CN2 as acceptor. In
this chapter two publications are presented, each preceded by
a short summary and attribution of contributions to the co-
authors. These publications cover the processes in single thin
films after excitation by light. [4] While the former discusses re-
laxation effects only approximately, those effects were investi-
gated in the second publication. [85] The processes taking place
at the interface between two thin films will be discussed in the
next chapter.
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18 Excited States in Perylene-Based Thin Film Systems

1.1 Excited-State Dynamics in Perylene-Based Or-

ganic Semiconductor Thin Films: Theory Meets

Experiment

This publication is a collaborative work with physical chemists from Heidelberg and
physicists from Tübingen, with contributions as stated in the following and detailed
in the submitted documents. All calculations were done by myself, additionally I con-
tributed to the composition of the article and the writing itself in a leading position.
The NLO-experiments, conducted by Hänsel et al. [2–4] showed significant differences
for thin film systems of DIP prepared at room-temperature (RT) (DIPRT ), at low-
temperature (LT) (DIPLT ) and PDIR-CN2. We investigated these effects focusing
on excited states of monomers and aggregates. TD-DFT, namely the RS-functional
ωB97X-D was the method of choice since it finely balances the ability to calculate
excitations on systems of several hundred atoms while providing a proper balance of
Frenkel and CT states.
Firstly, an extensive benchmark of the quality of monomer calculations was done to
attach error-margins to our calculations. As benchmark data we used wavefunction
based methods such as the spin-component scaled (SCS)-second-order approximate
coupled-cluster singles and doubles model (CC2) and the SCS-algebraic diagrammatic
construction method to second order (ADC(2)) as well as experimental absorption
spectra of the monomers. All experimental absorption spectra in this work were mea-
sured by Belova, Broch and Schreiber. We investigated the influence of different en-
vironments (conductor-like polarizable continuum model (C-PCM), point-charges and
vacuum), the importance of relaxation and vibrational effects, the error margin corre-
lated to the choice of method and basis-set and lastly the difference induced by using
a model system instead of full PDIR-CN2. Dealing with PDIR-CN2 in this work posed
two difficulties. Firstly, in the crystal structure the perylene-body is kept flat while
full optimization in vacuum or approximate environments results in a twist of its body.
This was avoided by restricting the respective dihedrals in the optimization. Secondly,
PDIR-CN2 possesses big alkyl-chains which result in high computational costs while
the influence on the excitations of interest is low. Since those alkyl-chains are also
tough to optimize in a sensible manner which mirrors the crystal environment, we re-
placed them with a methyl-groups in the aggregate calculations.
To approximate the configuration of the thin films, optimized monomers were placed on
the respective positions in cutouts of the experimentally known crystal structures and
were surrounded by layers of point charges. Atomic point charges were calculated for
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single optimized molecules and placed at the positions of the atoms in the crystal. Most
calculations were done on tetramers in point-charge environment. The effect of bigger
aggregates on the excited states was approximated by semi-empirical calculations on
DIP for which ZINDO(S) showed reliable results. The resulting excited state calcu-
lations were investigated in terms of character and expansion of the excitons. These
data was set in context to experimental absorption spectra of the thin film systems to
determine the character of the excitons which can be created by the pump-pulses in the
NLO measurements by Hänsel and Tegeder. We found a clear difference in the size of
excitons between DIPLT and PDIR-CN2. Further investigations confirmed, that this is
no artifact of symmetry but a real effect which can explain the different build-up times
of the signals in NLO measurements. The difference in the decay time of the signal
could be attributed to the varying sequences when looking at the brightness of states in
DIP and PDIR-CN2. This is induced partly by the difference in the crystal structures,
but greatly enhanced by the higher level of disorder in the first layers of PDIR-CN2.
These aspects further the build-up of J-aggregate like structures in PDIR-CN2 and
therefore a longer decay time back to the ground state in comparison to DIP. The
remaining feature of the time-resolved (TR)-SHG spectra is similar in both systems
and was attributed to exciton trapping on lower-lying (disordered) sites. Vibrations
which modulate the signals, could be assigned to vibrations of the monomers.
In conclusion, we were able to assign processes after light-induced excitation in the
thin film systems by calculations on aggregates taken from crystal structures by addi-
tionally considering effects of the environment, disorder and relaxations on individual
monomers.

This paper was published in S. Wirsing, M. Hänsel, V. Belova, F. Schreiber, K. Broch,
B. Engels, and P. Tegeder, Excited-State Dynamics in Perylene-Based Organic Semi-
conductor Thin Films: Theory Meets Experiment, The Journal of Physical Chemistry
C 123, 27561–27572 (2019). Reprinted from reference [4] with permission from 2021
American Chemical Society.
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ABSTRACT: Perylene-based organic semiconductors are
widely used in organic electronic devices. Here, we studied
the ultrafast excited-state dynamics in diindenoperylene (DIP)
and dicyanoperylene-bis(dicarboximide) (PDIR-CN2) thin
films, respectively, after optical excitation using femtosecond
(fs) time-resolved second harmonic generation in combina-
tion with large scale quantum chemical calculations. In DIP,
the initial optical excitation leads to the formation of
delocalized excitons, which localize on dimers on a ultrafast
time scale of <50−150 fs depending on the excitation energy.
In contrast, in PDIR-CN2, the optical excitation directly
generates localized excitons on monomers or dimers. In both
DIP and PDIR-CN2, localized excitons decay within hundreds
of fs into Frenkel-like trap sites. The relaxation to the ground state occurs in DIP on a time scale of 600 ± 110 ps. In PDIR-CN2,
this relaxation time is 1 order of magnitude faster (62 ± 1.8 ps). The differences in the exciton formation and decay dynamics in
DIP and PDIR-CN2 are attributed to differences in the aggregation as well as to the respective structural and energetic disorder
within the materials. Our study provides important insights into the exciton formation and decay dynamics in perylene-based
organic compounds, which is essential for the understanding of the photophysics of these molecules in thin films.

■ INTRODUCTION

Understanding photoinduced processes in thin films of
functionalized polycyclic aromatic molecules is a prerequisite
for the design of optoelectronic devices such as organic solar
cells or light emitting diodes.1−7 In organic solar cells,
separation of optically excited electron−hole pairs and long-
range charge transport play an important role for the
efficiency.2 Both are largely influenced by the film structure
and the molecular orientation at interfaces between electron
donor (D) and acceptor (A) molecules.8,9

To characterize the various photoinduced processes, which
take place on different time scales, sufficiently sensitive
methods are needed. While time-resolved photoluminescence
and transient absorption spectroscopy have been frequently
used to investigate the excited-state dynamics in organic films
ranging from the femtosecond (fs) to the nanosecond time
scale, fs time-resolved second harmonic generation (TR-SHG)
studies are less common.10−13 The SHG signal is generated by
the second-order nonlinear susceptibility of the sample and is
therefore especially sensitive to electronic excitations.14−16 For
centrosymmetric materials, the signal is dominated by surface
processes, since the bulk contributions vanish, which results in
the surface or interface sensitivity of this method.14−21 TR-

SHG spectroscopy has been applied, for instance, to investigate
the role of hot excitons on charge transfer (CT) yields at D/A
interfaces13 or to characterize the ultrafast decay dynamics of
excitons in diindenoperylene (DIP) thin films prepared at
room temperature (DIPRT) on sapphire and SiO2 substrates.

22

DIP is a perylene derivative (see Figure 1a) which plays an
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Figure 1. Molecular structures of (a) DIP and (b) PDIR-CN2.
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important role as a donor material in organic semiconductor
devices.23−28 On the basis of the fs TR-SHG data obtained
from DIPRT films, it has been proposed that the initial optical
excitation induces the generation of delocalized excitons.
Depending on the excitation energy, they localize on a time
scale of 140 fs at an excitation energy of 2.03 eV and
approximately 20 fs for an excitation at 2.23 eV. Such
localizations are also known for other organic materials.29−31 A
drawback of the TR-SHG method is that the time-dependent
signal contains very little information about the character of
the involved states. Thus, the nature of the involved states in
DIP could not be fully determined, even taking into account
time-resolved photoluminescence and transient absorption
data.32

In the present study, we extend the scope to TR-SHG
measurements on DIP films prepared at low temperatures
(DIPLT) and to the electron acceptor N,N′-bis(2-ethylhexyl)-
1,7-dicyanoperylene-3,4:9,10-bis(dicarboximide) (PDIR-CN2,
see Figure 1b). The former is of interest in order to investigate
the influence of the film morphology (e.g., increased disorder
or decreased size of nucleation sites) on localization and
exciton transfer processes. While DIPRT forms highly ordered
films in which the molecules are arranged in a standing upright
(edge-on) geometry (σ-phase), DIPLT exhibits additional lying
down (face-on) domains, the λ-phase.25 On the other hand,
studying PDIR-CN2, a compound also widely used in organic
electronic devices,9,33−36 allows insights to be gained into the
influence of variations in both the electronic structure and the
film morphology on the ultrafast photoinduced processes.
Note that PDIR-CN2 films are less ordered compared to DIPRT
films.9

Previous investigations showed that reliable interpretation of
spectroscopic measurements necessitates input from theoreti-
cal simulations of the spectra because the overall shapes of the
measured spectra result from an intimate interplay of various
effects. Approaches based on the Frenkel−Holstein model
Hamiltonian37−41 have very successfully been used to interpret
the absorption spectra of perylene-based systems.42−44

However, for emission spectra, difficulties exist because the
parameters for the absorption may differ from the parameters
needed for the emission. Improvements of this approach were
suggested by Martińez and co-workers45 and Kühn and co-
workers.46,47 In the present work, we performed large scale
quantum chemical calculations on the energetics and the
characters of the involved states, using our dimer- or aggregate-
based approach.46 This approach has been proven to be
reliable for the investigations of the excited-state dynamics
after optical excitations of DIP and other substituted perylene
derivatives.48−51 Further information about exciton diffusion
processes in amorphous films is adopted from recent work on
DIP films and DIP−C60 interfaces.

52−54 Moreover, these data
are combined with experimental information about the thin-
film structures.55−58

We found that the initial optical excitation in DIPLT results
in the formation of delocalized excitons in agreement with
previous studies.22 Depending on the excitation energy, these
excitons localize on an ultrafast time scale (<50 fs) on DIP
dimers. In contrast, for PDIR-CN2, the initial excitation leads
directly to the generation of localized excitons on monomers
and dimers. In both compounds, the localized excitons relax
within hundreds of fs into Frenkel-like trap states. The final
relaxation to the ground state occurring on the picosecond
time scale is an order of magnitude faster in PDIR-CN2

compared to DIPLT. The differences in the exciton formation
and decay dynamics are mainly based on the different film
morphologies of both compounds.

■ METHODS SECTION

Sample Preparation. Thin films of DIPLT and PDIR-CN2
were prepared by organic molecular beam deposition in an
ultrahigh vacuum chamber on sapphire substrates (CrysTec,
single crystal, (0001) surface, both sides polished). During
deposition, the substrate temperature was kept at 220 ± 10 K
for DIPLT, while it was room temperature for PDIR-CN2 at a
base pressure of 1 × 10−9 mbar. The deposition rate of 0.3
nm/min during growth was controlled by a quartz crystal
microbalance calibrated by X-ray reflectivity (XRR). The
nominal thickness of each layer was 20 nm. For the deposition
method used, PDIR-CN2 forms films in an edge-on geometry,
while, in DIP, the deposition at 220 ± 10 K led to molecular
orientations which consist of edge-on and face-on do-
mains.57,59 The film structures were studied by XRR
measurements.9

SHG Experiments. For the TR-SHG measurements, a
Ti:sapphire laser system with a repetition rate of 300 kHz, a
pulse length of 50 fs, and a spectral width of 25 nm was used.
The initial beam was split into a pump and probe beam. The
wavelength of the pump beam was varied between 650 and 550
nm, while the probe beam was kept at 800 nm, resulting in a
SHG signal of 400 nm. The measurements were taken in
reflection mode under an angle of 45° with respect to the
surface normal. The SHG signal was filtered by a
monochromator and detected by a photomultiplier tube. The
beams were p-polarized, leading to a perpendicular and a
parallel component of the light with respect to the surface
normal. In addition, measurements with s-polarized light were
performed, which exhibits only a parallel component of the
light.13,15,16,21,60 A probe beam intensity of 360 μJ/cm2 and a
pump intensity of 135 μJ/cm2 were used. For an improved
signal-to-noise ratio, at least 10 measurements were summed
up on one spot and at least four different spots on the sample
were used for each signal trace. The sapphire substrate was
used, since sapphire generates a SHG signal close to zero. All
experiments were performed under an inert gas atmosphere
(N2) and at room temperature. To describe the TR-SHG data,
we utilized different models for DIP and PDIR-CN2. In the
case of DIP, a three-step first-order kinetic model with the
amplitude A set to zero and overlaid with an oscillating part
(see ref 22 and the Supporting Information) was used. For
PDIR-CN2, a two-step (A to B) combined with a single
exponential decay and the oscillating term first-order kinetic
model was used (see the Supporting Information). The signal
decaying on the picosecond time scale in DIP and PDIR-CN2
was modeled by a single exponential decay function.

Computational Details and Estimates of Theoretical
Error Bars. The aggregate systems in the present study pose
various challenges for a thorough computational investigation.
Since the intermolecular arrangement of the molecules in the
thin films was found to have an essential impact on the charge-
carrier qualities of the system,55,56,61 intermolecular degrees of
freedoms need to be investigated. The electronic screening
induced by the environment also has to be accounted for, since
it significantly affects the processes after excitation. Another
property of the thin-film structures is their high anisotropy
with regard to the propagation direction which reduces the
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accuracy of a description of the environment through
continuum models.
To account for the various effects, the model structures for

the calculations on DIP aggregates were built from optimized
monomers and arranged according to experimentally deter-
mined X-ray structures. For PDIR-CN2 aggregates, some
additional effects had to be considered. X-ray experiments
indicate that PDIR-CN2 is planar in single crystals and thin
films, while an optimization of a monomer in solvent or
vacuum predicts a twisted form (dihedral(1234) = 17°, the
enumeration of the centers is given in Figure 1). In a vacuum,
the twisted equilibrium structure is about 7 kJ/mol more stable
than the corresponding planar structure. In contrast, a tetramer
built up from four twisted monomers is about 250 kJ/mol less
stable than the tetramer built up from four planar monomers.
Differences between the monomer and the tetramer result,
since the van der Waals interactions are considerably higher
between planar monomers than between twisted ones.
Additionally, steric interactions may also play a role. However,
due to the difference between monomer and tetramer, one
cannot exclude that single molecules are slightly twisted within
defect regions. To investigate the influence of such possible
distortions, we also computed mixed tetramers, which consist
of three planar monomers and one twisted monomer. The
twisted monomers were taken from a full ground-state
optimization starting from the crystal structure. To obtain
minimized planar structures, we performed a constrained
optimization in which the dihedral angles are kept frozen at 0
or 180°. To test the influence of possible defect structures on
the electronic structure, we also calculated distorted tetramers
in which one monomer is tilted by 10° around its short axis.
This was also done for the DIP tetramer. The nomenclature
used for the aggregates is sketched in Figures 2 and 3. For DIP,

we used the single crystal structure of the high temperature σ-
phase which is in good agreement with the unit cell of DIP
films on sapphire.57,62 The structure of PDIR-CN2 was
adopted from a powder X-ray diffraction analysis.55 This
structure was used to model that of the solution-processed
annealed films of PDIR-CN2 which is also in accordance with
the structure of the vacuum deposited films used in this
work.55,56 Necessary geometry optimizations of monomers

were conducted with the density functional theory (DFT)
functional ωB97X-D63 in combination with the cc-pVDZ basis
set64 if not denoted otherwise. This method was tested to
perform very well in combination with a double-ζ basis-set plus
polarization in a former benchmark study including perylene
derivatives and is still sufficiently cheap to describe larger
clusters.65

Excited-state properties were mostly calculated using time-
dependent (TD)-DFT theory employing ωB97X-D/cc-pVDZ.
As a range-separated and dispersion-corrected functional,
ωB97X-D allows for a reliable description of excited states of
Frenkel and CT character.63 This functional was furthermore
found to qualitatively reproduce the potential energy surfaces
(PES) of perylene dimers along an intermolecular coordinate
when the respective monomers were optimized with the same
method.66 Accounting for the size of the systems, SCS-CC2/
cc-pVTZ64,67−73 and SCS-ADC(2)/cc-pVTZ64,68−71,73−76 cal-
culations could only be used to test the quality of the TD-DFT
calculations. All (TD-)DFT calculations in this work were
conducted with Gaussian 16,77 while SCS-CC2 and SCS-
ADC(2) calculations were performed with Turbomole7.1.78

For the investigation of bigger aggregates of DIP, consisting of
up to 10 monomers, we employed ZIndo(S).79−81 Although it
is a semiempirical method, ZIndo(S) has been proven to
produce reliable results for perylenetetracarboxylic dianhydride
(PTCDA) aggregates in earlier studies.48 Benchmarks with
respect to TD-DFT showed that this also holds for the DIP
films, while it turned out to not accurately reproduce the
character of the excitations in PDIR-CN2 (see the Supporting
Information).
To account for environmental effects, a supercell of the

crystal structure was mimicked by a point-charge field fit to the
electrostatic potential (ESP).82,83 The supercells are built up
by three layers, where each layer consists of 28 (DIP)/30
(PDIR-CN2) monomers (Table S1). The lying domains (λ-
phase) in DIPLT were approximated by the same unit cell as
the standing domains but were rotated manually by 90° to
mimic the neighborhood between lying and upright standing
DIP molecules. This is a valid assumption according to
investigations by Dürr et al.58 For further details on the
supercell, see the Supporting Information (Table S1).
Calculated excitations are investigated regarding the

following parameters: The delocalization of a system is

Figure 2. One layer of the crystal structure of the DIP σ-phase, with a
highlighted tetramer. In the following discussion, the dimers will be
enumerated according to this scheme.

Figure 3. One layer of the crystal structure of PDIR-CN2, with a
highlighted tetramer. In the following discussion, the dimers will be
enumerated according to this scheme.
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quantified by the participation ratio (PR) which depicts the
mean delocalization of the hole and the particle (electron) in
terms of involved fragments.84 For the investigation of the
systems at hand, monomers were defined as fragments. Hence,
the quantity of PR directly mirrors how many monomers of the
calculated aggregate are involved in the excitation. The CT
character of an excitation is calculated from all configurations
with the hole and the particle located on different fragments.84

A CT value of 1 corresponds to a fully charge-separated state,
and a value of 0, to a pure Frenkel excitation. For the
determination of PR and CT, the program package TheoDORE
was employed.84−86

The quantum chemical cluster computations on aggregates
allow for an even treatment of CT and Frenkel excitations and
offer detailed insights into photoinduced processes. Thus, the
assignment of the measured spectra and the interpretation of
the TR-SHG signals can be based on these results. Never-
theless, the computations include some approximations the
accompanying errors of which have to be carefully estimated to
allow for a reliable interpretation of the experimental data. The
corresponding benchmark calculations are described in the
Supporting Information. Due to the size of the model systems,
only vertical excitation energies can be evaluated for the
aggregates. Vibrationally resolved monomer computations on
DIP, which agree excellently with their experimental counter-
parts (deviation <0.05 eV), indicate that the vertical excitation
energies obtained with ωB97X-D/cc-pVDZ are blue-shifted by
about 0.4 eV. ZIndo/S calculations predict an additional error
of 0.1 eV when restricting the aggregate to a tetramer. An
additional estimate is made by the utilization of perfect crystal
structures. Work by Hertel and Bas̈sler and by Brückner et al.
indicates that the disorder in the thin films induces an averaged
broadening of 0.1 eV.52−54 These studies also show the
existence of trap states which lie 0.2−0.3 eV lower in energy
than the average of states. Corresponding benchmark
calculations of PDIR-CN2 (Table S7) indicate that the vertical
energies calculated on the tetramer (Table 3) are blue-shifted
by about 0.4−0.5 eV.

■ RESULTS AND DISCUSSION
In the case of DIP, we can build up on our previous study, in
which we investigated the ultrafast excited-state dynamics in
DIP films generated at room temperature (DIPRT).

22 The
preparation at low temperature (220 ± 10 K, DIPLT), leads to
a different film structure. The well-ordered structure with the
molecules oriented perpendicular to the substrate (edge-on) is
disturbed in a way that some molecules adopt a more parallel
(face-on) orientation.57 The optical extinction of the DIP and
PDIR-CN2 films is displayed in Figure 4. In addition, the
excitation photon energies of 556 nm (2.23 eV), 580 nm (2.14
eV), and 610 nm (2.03 eV) are marked.
TR-SHG Experiments on DIP Films. The excited-state

dynamics of DIPLT films after optical excitation at 580 nm are
shown in Figure 5a. They are very similar to the TR-SHG data
of DIPRT.

22 A strong intensity increase of the SHG signal is
observed due to the electronic excitation by the pump pulse.
The signal contains two components, a fast and a slow one
(feature labeled as B and C). In addition, as has been found for
DIPRT films,22 the rise of the pump pulse is steeper compared
to the signal rise, and the signal still increases after the pump
pulse has passed. This indicates that the initial optical
excitation does not induce a signal change. The initially
created excited species is labeled as A. The TR-SHG data can

be perfectly modeled by the first-order kinetic three-step
model (see the Supporting Information) used previously.22

From the fit, we get times of 30 ± 10 fs for the transfer from A

Figure 4. Extinction spectra of both materials on a glass substrate (a)
and in solution (b and c). (a) The vertical lines mark the excitation
wavelengths (556, 580, and 610 nm) used for the TR-SHG
experiments, and the colored area around the respective central
wavelength indicates the energy width of the excitation pulse. (b) DIP
in acetone. (c) PDIR-CN2 in chloroform. The black lines indicate the
experiment. The stick spectra were calculated with ωB97X-D/cc-
pVTZ and the Franck−Condon−Herzberg−Teller formalism in IEF-
PCM. Both are red-shifted by 0.04 eV (DIP)/0.05 eV (PDIR-CN2)
for a better comparison with the experiment. For details, see the
Supporting Information, Computational Details.

Figure 5. Time-resolved second harmonic generation (TR-SHG)
measurement of DIPLT films on sapphire. (a) TR-SHG signal for the
p-polarized probe beam overlaid with the results of a three-step first-
order kinetic model (see the Supporting Information and ref 22). (b)
TR-SHG result in which an s-polarized probe beam has been used.
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to B and 350 ± 100 fs for that from B to C, in agreement with
our previous study.22 The decay of C occurs on longer time
scales, namely, within 600 ± 110 ps (see the Supporting
Information). In addition, we observe an oscillation on the TR-
SHG signal. It has a period of 247 ± 3 fs, which corresponds to
a frequency of 135 ± 2 cm−1 (16.7 ± 0.2 meV). The measured
values are summarized in Table 1 together with the decay

times observed for different excitation energies. Note that, in
contrast to measurements on the DIPRT, we observe for DIPLT
a clear time-dependent SHG signal with s-polarized light (see
Figure 5b). This can be attributed to the more parallel oriented
DIPLT molecules with respect to the surface plane.
TR-SHG Experiments on PDIR-CN2 Films. In a next step,

we present and discuss the data obtained from PDIR-CN2
films on sapphire. As observed for DIPLT, we detect an
oscillation on the TR-SHG signal (see Figure 6a). For the
PDIR-CN2 film, the oscillation period is 271 ± 2 fs,
corresponding to a frequency of 123 ± 1 cm−1 (15.3 ± 0.1
meV). In PDIR-CN2, the optical excitation leads to a direct
(within the temporal width of the pump pulse) and steep
increase of the SHG signal. In order to describe the data, we
used a two-step first-order kinetic model combined with a
single exponential decay (including an oscillating term), as
detailed in the Supporting Information. The data obtained at a
pump photon energy of 556 nm indicate that an excitation of
electrons into different vibronic levels is possible (see Figure
4); therefore, we included this in the modeling. This results in
two different components A and B. The dependence of the
TR-SHG signal on the excitation energy is shown in Figure 6b.
For an excitation of 610 nm, only one feature can be observed,
which resembles the fast relaxation component (A) of the
spectrum obtained with a pump energy of 556 nm. Increasing
the excitation energy leads to a rise of a second decay
component (B). Feature A is decaying on a time scale of 130 ±
30 fs and feature B within 370 ± 30 fs. For delay times in the
picosecond regime, another feature labeled as C can be
observed (see Figure 6c). The decay time of C is 62 ± 2 ps. In
addition, a further component labeled as D decaying on the
ultrafast time scale of 20 ± 10 fs could be detected. Feature D
has a different dependency on the pump intensity compared to
feature C (see Figure 6d); thus, we assume that D belongs to a

process which is independent of the process involving feature
C as well as features A and B (data not shown here), since they
possess the same pump intensity dependence as feature C.
Thus, we suppose that feature D is related to polarization
effects in the molecules due to the electric field of the laser
light. The measured decay times are summarized in Table 1.

CalculationsAbsorption Spectra. Before discussing
the observed SHG features, we will first focus on the
assignment of the absorption spectra of the DIP and PDIR-
CN2 thin films given in Figure 4. Subtracting a blue-shift of 0.4
eV resulting from the use of vertical energies instead of 0−0
energies (Table S2) from the computed excitation energy of
2.63 eV for the lowest state of the DIP tetramer in the point-
charge field (Table 2), we predict the lowest absorption band
of the DIP thin film at 2.2−2.3 eV. This matches the lowest
band of the absorption spectrum (≈2.25 eV). The strongest
peak in the spectrum (≈2.8 eV) is assigned to the highest
electronic state of the tetramer in the point-charge field (2.94
eV, see Table 2). In agreement with the experiment, our
calculations predict considerably higher transition dipole
moments for this state compared to the lower lying states.
The computations seem to underestimate this excitation by
about 0.2 eV if we assume the same error bars as used for the
lower states. Note that the highest peak is not relevant for the
present study, since the highest excitation energy used in the
SHG experiments is 2.23 eV.
The thin-film absorption spectra of PDIR-CN2 exhibit the

most intense absorption band at 2.16 eV. This agrees with the
computed second state of the PDIR-CN2 tetramer in the
point-charge field located at 2.66 eV (see Table 3), if it is
corrected by the blue-shift of vertical excitation energies
discussed in the Supporting Information (Table S9) of 0.4−0.5
eV. In addition, the intensity pattern of the computed four
states matches excellently that of the experimental spectrum,
because the second state possesses by far the highest electronic
transition dipole. The corrected energy of the lowest electronic
state of the tetramer is about 2.0 eV; i.e., only this state will be
populated by the lowest excitation energy of 2.01 eV used in
the SHG experiments. The energy of the second absorption
maximum at 2.34 eV fits to the corrected energy of the
computed fourth state of the tetramer (≈2.3 eV). Whether the
peak at higher energies (2.48 eV) belongs to an even higher
electronic excitation or a combination of the electronic state at
2.36 eV plus an excited vibrational state remains unclear.
However, this state is not relevant for the present study. Our
cluster computations also nicely reflect that both materials
exhibit inverted intensity patterns. This variation results
because the absorption spectrum of the DIP film is dominated
by H-aggregates (e.g., Dimer12 in Table S4), while for PDIR-
CN2 the second lowest state possesses the highest transition
dipole moment. This is in line with the experimentally found
aggregation structure in PDIR-CN2 which is an intermediate
between H- and J-type.56 A comparison of our calculations
with a previous theoretical study on DIP44 shows agreement
with respect to the relative energetic positions of Frenkel and
CT states as well as a minor mixing of Frenkel and CT states.

Assignment of the TR-SHG Features. The assignment of
TR-SHG features demands for further experimental and
theoretical information. Therefore, we combine our computa-
tions of DIP and PDIR-CN2 aggregates discussed above with
(i) experimental data from the thin-film structures,55−58 (ii)
previous simulations on trapping effects in organic semi-
conductors such as perylene diimide (PDI), PTCDA, and

Table 1. Summary of the Observed TR-SHG Features in
DIP and PDIR-CN2 Films, Respectivelya

rate constants determined for different excitation
energies (nm)

feature 610 580 556

DIP
1a (A1 to B) 30 ± 10 fs 20 ± 10 fs
1b (A2 to B) 150 ± 90 fs
2 (B to C) 350 ± 100 fs 350 ± 100 fs 350 ± 100 fs
3 (decay of C) 600 ± 110 ps 600 ± 110 ps 600 ± 110 ps
oscillation 247 fs 247 fs 247 fs

PDIR-CN2

1 (A to C) 130 ± 30 fs 130 ± 30 fs 130 ± 30 fs
2 (B to C) 370 ± 30 fs 370 ± 30 fs
3 (decay of C) 62 ± 2 ps 62 ± 2 ps 62 ± 2 ps
4 (decay of D) 20 ± 10 fs 20 ± 10 fs 20 ± 10 fs
oscillation 271 fs 271 fs 271 fs

aThe associated nomenclature used in Figures 5 and 6 is given in
parentheses.
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DIP,48,49,87 as well as (iii) information about the exciton
diffusion in DIP films and at a DIP/fullerene interface.29,53

Various experimental investigations indicate that, due to the
structural disorder in thin films, the generated excitons localize
very fast on smaller subunits; i.e., shortly after their generation

by the pump pulse, the excitons are only delocalized over a few
monomers30 or even on dimers.88,89 The exciton energies and
the delocalization of the excitons depend on the excitation
energy, the organic material, and its degree of disorder.90,91

Microscopically, the relative orientation of the monomer
determines these exciton characteristics.29,52,53

In general, TR-SHG signals, which monitor the population
or depopulation of a given electronic state, can be attributed to
two pathways. They can originate from local processes on a
subunit, e.g., due to the transition from a higher to a lower
lying electronic state as well as from the accumulation of
excitons on energetically favorable sites. Such accumulations
are induced by the exponential decrease of the jump
probability of an exciton with the energy difference between
the respective sites according to Marcus theory.92,93 Since both
processes occur on similar time scales, an unambiguous
assignment of the TR-SHG signals is difficult.49 Sites for
which the jump probabilities vanish, act as traps from which
the excitons cannot escape but can only decay into the
electronic ground state.49,66 Such traps often result from a
combination of intra- and intersite effects. For example, for
perylene-based dyes, experimental studies indicate that
excitons localize on dimers on a femtosecond time scale.94

Nevertheless, further hopping would still be possible for most

Figure 6. (a) TR-SHG measurements of PDIR-CN2 on sapphire for delay times of up to 1 ps overlaid with the results of our model (see text). (b)
Dependence of the TR-SHG trace on the pump wavelength. Inset: Difference in the TR-SHG response for a pump wavelength of 556 and 610 nm.
(c) Decay of the signal for decay times of 40 ps. (d) Pump intensity dependence of features C and D.

Table 2. Comparison of TD-ωB97X-D/cc-pVDZ
Calculations of the Effects of Possible Environments and
Distortions on DIP Tetramers in the σ-Phasea

(a) in vacuum (b) in point-charge field (c) in vacuum, tilted

ΔE f PR ΔE f PR ΔE f PR

2.62 0.00 3.97 2.63 0.00 4.00 2.60 0.01 3.80
2.68 0.00 2.03 2.70 0.00 2.04 2.67 0.00 2.14
2.73 0.00 2.03 2.73 0.00 2.04 2.72 0.02 2.09
2.90 1.97 4.00 2.94 2.33 4.00 2.90 2.00 3.89

aAll energy differences (ΔE) are given in eV and depict vertical
excitation energies. f denotes the oscillator strength and PR the
participation ratio (see the Methods Section). Note that the CT
character for all excitations is below 0.1 (compare Tables S3 and S4);
thus, we did not include the CT values here. “Tilted” refers to the
aggregate described in the Computational Details, in which one
monomer is tilted by 10° along its short axis to disturb the symmetry
of the aggregate.
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sites.29,53,54 For H-aggregates, the final trapping occurs due to
the relaxation from the upper to the lower Frenkel state48,49

sometimes mediated through CT states.50,87

The TR-SHG signals for DIPLT and PDIR-CN2 thin films
show two main differences: First, the signal of the DIPLT film
arises after optical excitation with a specified, pump-energy-
dependent delay, while the TR-SHG trace of PDIR-CN2
increases instantaneously with the pump pulse. Second, the
decay time of the feature C is 10 times faster in PDIR-CN2
than in DIPLT. These differences arise most likely from
intermonomer effects rather than from variations in the
photophysics of the monomers (intramonomer effects),
because the monomer spectra strongly resemble each other
(Figures S1 and S2). This resemblance is owed to transitions
within the perylene core, which dominate both monomer
spectra.
The differences in the intermonomer effects result from the

different aggregation structures (H- vs J-aggregates) and from
the respective structural and energetic disorders within the
materials. For example, experiments show that PDIR-CN2 thin
films are less-ordered than DIP thin films.56,57 This is likely
caused by the branched alkyl chains or the CN substituents of
the PDIR-CN2 molecule. However, it is an open question if
this higher structural disorder leads to significant differences in
the electronic structures of DIP and PDIR-CN2 thin films. To
test such effects, we compared the electronic structure of
tetramers in a vacuum with the electronic structure of
tetramers embedded in spatially limited point-charge fields,
thus mimicking a slightly disturbed single crystal environment
(Table S1). To investigate the influence of defects, we
computed tetramers in which one monomer is tilted by 10°
around its short axis. Finally, we computed PDIR-CN2
tetramers, which are composed of three planar monomers
and one twisted monomer. Such a twisting may happen at
defects because PDIR-CN2 molecules possess a twisted
structure in a vacuum or solvents but are planarized due to
the intermolecular interactions in a single crystal. For DIP, we
did not perform computations with nonplanar monomers
because DIP is always planar. The data are summarized in
Table 2 (DIP) and Table 3 (PDIR-CN2). Both tables
summarize the excitation energies of the four lowest lying
states (ΔE), the oscillator strengths ( f), and the PR value. The
latter gives a measure of the delocalization of the exciton in the
tetramer; i.e., a value of 4 indicates a completely delocalized
exciton, while a value of 1 characterizes the exciton as localized
on one monomer. A comparison between DIP and PDIR-CN2
crystal properties on the basis of tetramer data is only valid if
the transition from crystals to tetramers does not introduce

different symmetry reductions. Figure 7 shows the various
inversion symmetries (yellow points), 2-fold rotational axes

(green), and mirror planes (purple plane) which are present in
the DIP crystal. For the tetramer, the inversion center in the
middle of the tetramer remains. For PDIR-CN2, the various
inversion centers of the crystal structure also reduce to one in
the middle of the tetramer. Additionally, the translational
equivalents within both crystals disappear in the tetramers.
Because the reduction of symmetry going from the full crystal
to a tetramer is similar for both compounds, a comparison
based on differences in the tetramers seems to be valid. For the
distorted tetramers (one monomer tilted by 10°), the
symmetry reduces for both compounds. For PDIR-CN2, the
symmetry additionally lowers if one planar monomer is
replaced by a twisted one.
The computations predict strongly delocalized excitons for

the computations in a vacuum. For PDIR-CN2 (Table 3a), the
second and fourth states are delocalized over all four units,
while the first and third states are only delocalized over two
units. For DIP (Table 2a), a complete delocalization is found
for the first and fourth states, while a delocalization over two
monomers is predicted for the two middle states. Differences
between both compounds arise if the high symmetry of the
nondisturbed tetramers is lifted. In the slightly distorted
environment of the point-charge fields, the PR values for PDIR-
CN2 lower to 3.5−3.6, while the corresponding values for DIP
remain 4.0. Please note that the excitation energies and the
oscillator strengths do not change considerably for both
compounds. For the distorted tetramer (one monomer tilted
by 10°), the differences are even stronger. For PDIR-CN2, the
PR values for the strongly delocalized states decrease further
(PR = 3.20 and 2.48, respectively), while again nearly no
change is found for DIP (PR = 3.80 and 3.89). In the mixed
cluster consisting of three planar molecules and one twisted

Table 3. Comparison of TD-ωB97X-D/cc-pVDZ Calculations of the Effects of Possible Environments and Distortions on
PDIR-CN2 Tetramersa

(a) in vacuum (b) in point-charge field (c) in vacuum, tilted (d) in vacuum, twisted

ΔE f PR ΔE f PR ΔE f PR ΔE f PR

2.57 0.00 2.17 2.57 0.00 2.13 2.61 0.08 2.19 2.58 0.01 2.15
2.67 3.06 4.00 2.66 2.97 3.67 2.67 2.89 3.20 2.68 2.57 2.41
2.70 0.00 2.14 2.70 0.10 3.52 2.71 0.07 1.48 2.71 0.00 2.74
2.71 0.01 3.99 2.71 0.00 2.22 2.71 0.01 2.48 2.74 0.41 1.10

aAll energy differences (ΔE) are given in eV and depict vertical excitation energies. f denotes the oscillator strength and PR the participation ratio
(see the Methods Section). Note that the CT character for all excitations is low (compare Tables S11 and S12); thus, we did not include the CT
values here. “Tilted” refers to the aggregate described in the Computational Details, in which one monomer is tilted by 10° along its short axis to
disturb the symmetry of the aggregate, and “twisted” refers to an aggregate in which one of the monomers is fully ground-state optimized and
therefore twisted.

Figure 7. Schematic representation of the symmetry elements in the
thin-film systems of DIP (left) and PDIR-CN2 (right).
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PDIR-CN2 molecule, the PR values for the most delocalized
states are only 2.41 and 2.74; i.e., on average, the exciton is
localized on dimers. In summary, our computations indicate
that distortions in the crystal structures influence the
localization of excitons less strongly in DIP than in PDIR-
CN2. Hence, we conclude that the experimentally found higher
structural disorder in PDIR-CN2 films will lead to considerably
stronger localized excitons.
Taking these differences into account, we can assign the

various TR-SHG signals. We first focus on the oscillations
found for both compounds. To get deeper insights into the
physical nature of these oscillations, their dependence on the
pump energy and intensity was investigated. For both
compounds, the amplitude depends on excitation energy and
pump intensity, while the oscillation period is independent of
both (see Figure S4). A more detailed discussion is given in the
Supporting Information. Based on these observations, the
oscillations can be explained as a coherent excited-state wave
packet motion of the molecular core of the molecules induced
by the pump pulse,95−98 i.e., a combined electronic-vibration
excitation generated by the pump pulse. Since the excitations
start from the lowest vibrational state of the electronic ground
state, excited vibrations of the electronically excited states and
the corresponding Franck−Condon factors are relevant for the
assignment of these oscillations. In principle, the assignment
should include the modes taken from a larger cluster. However,
since calculations for the larger model system failed due to
hardware and software limitations, we approximate the
vibrations by monomer vibrations. This includes several
assumptions. First, intermolecular modes are not taken into
account; however, they should lie at even lower energies.
Second, we assume that interactions between the monomers
will not influence the modes. This should also be
approximately valid, since the intramonomeric interactions
are considerably stronger than the interactions between the
monomers. Finally, the vibrational motions computed for a
monomer could be hindered because the molecule is
embedded in the thin films. However, as seen in Tables S16
and S17 (unscaled vibrations), the displacements of the
perylene cores are very small, and thus probably not hindered.
For DIPLT, the oscillation has a period of 247 ± 3 fs, which

corresponds to a frequency of 135 ± 2 cm−1. Based on
Franck−Condon intensities (see Table S15), we assign this
oscillation to the excitation of mode 4 (154 cm−1), which is a
kind of twist mode around the molecular center (Table S16).
The corresponding oscillation for PDIR-CN2 has a period of
271 ± 3 fs, which corresponds to a frequency of 123 ± 1 cm−1.
The Franck−Condon calculations for the full PDIR-CN2
molecule did not converge. If the alkyl chains are replaced
by methyl groups, the computations predict two modes with
strong Franck−Condon factors in this energy region (Table
S15). The one with the highest intensity (122 cm−1, intensity
183 dm3 cm−1 mol−1) represents a combination mode of the
first, second, and fifth modes, which are all singly excited. The
second (123 cm−1, intensity 58 dm3 cm−1 mol−1) represents an
excitation of mode 10 (Table S17, upper part). The
nonconverged computations for the full PDIR-CN2 also
predict a buckling mode along the long axis, whose motion
in the perylene part is similar to mode 10 of the model system
with methyl groups (Table S17, bottom) but also involves a
significant movement of the alkyl chains. Besides the
uncertainty arising from the nonconverged computation, this
mode might be hindered within the solid state because the

alkyl substituents are much more closely packed than the
perylene cores. Based on the higher intensity, we assign this
oscillation to the combination mode. Nevertheless, in contrast
to the DIP situation, this assignment is quite precarious.
A schematic representation of the remaining TR-SHG

features is given in Figures 8 and 9, including the nomenclature

introduced in Table 1. We first discuss the processes in the ps
time regime, since these can be described by the same
phenomenon in both materials. The signals are assigned to the
final decay from the energetic sinks (trap states), in which the
excitons accumulate to the ground state (C to GS). The factor
10 between the rate constants can be explained by the
variations in the transition intensities to the ground state found
for DIP (Table 2, Figure 8) and PDIR-CN2 (Table 3, Figure
9) thin films. As a consequence, the emission from the lowest
electronic state is allowed for PDIR-CN2, while it is formally
forbidden for DIP. This explanation is in line with photo-
luminescence measurements for DIP and PDIR-CN2,

9,56 which
show a considerably stronger luminescence for PDIR-CN2.
These measurements also indicate the presence of trap states.
From the experimental data, it is impossible to conclude
whether these trap states possess Frenkel or CT character. Our
computations clearly indicate (see Tables 2 and 3 and Tables
S2, S4, and S10) that they exhibit Frenkel character because
the lowest lying states with distinct CT character are predicted
to appear above 3 eV.
For DIP, the excitation pulses at 580 and 556 nm induce

very fast processes with rate constants of 30 ± 10 and 20 ± 10
fs (Figure 8) which are completely missing for PDIR-CN2. For
the probe pulse at 610 nm, the process happens on a longer
time scale of 150 ± 100 fs in DIP. Combining the above-
discussed different localization behavior of excitons in DIP and
PDIR-CN2 films with the experimentally determined higher
structural order of DIP thin films, we propose that the pump
pulses at 580 and 556 nm initially excite delocalized excitons
which induce no signal change due to their high isotropy. The
signal rise is then caused by the localization of these excitons
on smaller aggregates, e.g., tetramers or dimers (A1DIP to BDIP).

Figure 8. Scheme of the processes observed by TR-SHG spectros-
copy in DIPLT films. Colored transfer times indicate the energy of the
pump pulse (red, 610 nm (2.03 eV); yellow, 580 nm (2.14 eV); green,
556 nm (2.23 eV)).

Figure 9. Scheme of the excited-state dynamics observed by TR-SHG
spectroscopy in PDIR-CN2 films as well as the assignment to the
involved processes (see text).
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Such localization effects were already described in our previous
DIPRT study22 but also in other perylene-based dyes.88,94,99

Since these localization processes are faster than energy
dissipation, which occurs on the 100−1000 fs time scale,100 the
resulting excitons still possess enough energy for diffusion.
This diffusion process leads to a final population of even lower
lying trap states and takes place on a time scale of around 350
fs (BDIP to CDIP). For the excitation at 610 nm, we monitor
basically the same effects. Since this excitation energy lies
considerably below the first absorption maximum (see Figure
4), the generated excitons exhibit almost no excess energy,
which slows down the localization process to 150 fs (A2DIP to
BDIP). In extreme cases, the localization can only take place on
trap sites, which corresponds to a direct relaxation (A1DIP to
CDIP).
Based on the TR-SHG results, both DIPRT (pure σ-phase)

and DIPLT (including domains of the λ-phase) behave very
similar.22 This is also mirrored in our calculations (compare
Table 2 and Tables S4−S7) from which we can conclude that
the shorter relaxation times in DIPLT compared to DIPRT thin
films should mainly result from smaller nucleation sites and the
resulting higher degree of disorder. Furthermore, they indicate
that the λ-domains in DIPLT exhibit the same relaxation
processes as the pure σ-phase. The direction of exciton
diffusion in DIPLT is of course flipped by 90°.
For PDIR-CN2 (Figure 9), the fast processes (<100 fs) are

missing for all excitation energies. This can be explained by a
stronger exciton localization as indicated by our computations
(Table 3) in combination with the higher structural disorder of
PDIR-CN2 thin films found experimentally. Therefore, the
excitons in PDIR-CN2 are instantaneously localized. Hence, for
the pump pulses at 580 and 556 nm, the first TR-SHG signal
change already monitors the population of the trap states
(BPDIR‑CN2

to CPDIR‑CN2
) which was assigned to the second

signal of the DIP system. The rate constant for this process is
370 ± 30 fs for excitation energies of 580 and 556 nm but only
130 ± 30 fs for the excitation at 610 nm. This difference can be
attributed to the mobility of the generated excitons. According
to Förster’s theory, these mobilities depend on the transition
dipole moment of the populated state as well as on the excess
energy of the exciton. The excitons generated by the 610 nm
(2.03 eV) pump pulse can only populate the lowest
electronically excited state (S1), which has a low transition
dipole moment. In combination with the low excess energy,
the mobility of these excitons is expected to be rather small,
leading to fast trapping processes. Conversely, the excitons
generated at higher excitation energies (580 and 556 nm)
inhibit a considerably higher mobility, because the S2-state is
mainly populated. The S2-state has a higher transition dipole
moment which is accompanied by a higher mobility. If these
excitons relax to the S1-state through, e.g., intrasite relaxation
processes, they still possess rather high excess energies;
consequently, their trapping occurs on a longer time scale.

■ CONCLUSION

We have investigated the excited-state dynamics in diindeno-
perylene (DIPLT) and dicyano-perylene-bis(dicarboximide)
(PDIR-CN2) thin films after optical excitation utilizing
femtosecond (fs) time-resolved second harmonic generation
and large scale quantum chemical calculations. DIPLT prepared
at low temperatures leads to the formation of face-on domains
compared to the edge-on geometry formed at room temper-

ature (DIPRT). In DIPLT, optical excitation (at 556, 580, and
610 nm) resulted in the formation of delocalized excitons.
Depending on the excitation energy and accordingly on the
excess energy, a localization on dimers occurred on a time scale
between 20 and 150 fs. Afterward, the excitons are trapped
within 350 ± 100 fs on Frenkel-like trap sites, followed by a
decay into the ground state on the time scale of 600 ± 110 ps.
In PDIR-CN2, the fast processes (<100 fs) are not observed at
all, since the initial excitation induced the creation of localized
excitons located on either monomers or dimers. These excitons
relax into Frenkel-like trap states within around 100−400 fs
depending on their excess energy. The decay to the ground
state happened within 62 ± 1.8 ps. The differences between
DIPLT and PDIR-CN2 in the primary exciton generation
process (delocalized vs localized) and the 1 order of magnitude
difference in the exciton decay times into the final ground state
are assigned on the one hand to differences in the aggregation
structures (J- vs H-aggregates). On the other hand, they are
attributed to differences in the respective structural and
energetic disorders within the thin films. Our combined
experimental and theoretical study has elucidated the so far
unresolved processes and decay times of electronically excited
states on the femtosecond time scale in perylene-based
semiconductors.
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1.2 Geometry Relaxation-Mediated Localization and

Delocalization of Excitons in Organic Semicon-

ductors: A Quantum Chemical Study

This publication is a collection of quantum chemical investigations by my colleagues
and me with contributions as stated in the following and detailed in the submitted
documents. I did all calculations on DIP and PDIR-CN2, and provided input to the
discussion of the impact of results on all systems featured in this paper.
Following the implications of former publications [4;86–89] we wanted to elucidate the
effect of and interplay between inter- and intramonomer relaxations on the character
and position of excited states in organic semiconductor materials. This also covers
the question to which extent the investigation of monomer relaxations can be used to
model relaxations which take place in spatially extended systems.
In the first part of the paper we show that the used DFT functionals pose a good
compromise between cost and accuracy and are well suited for the description of ex-
citation levels in the systems at hand. This was followed up by the extension of the
methodology to aggregates, mostly tetramers. Previous calculations on DIP showed
that an initial delocalization of the exciton to at least four (but potentially up to nine
monomers) is possible in a crystal like thin film structure. [4] Following this, the ques-
tion arises whether such a delocalized exciton could potentially be more stable than a
localization on a single monomer when relaxation of nuclear coordinates (R) is taken
into account. Based on the outcome, one could explain trapping effects and potentially
guide the development of materials with an improved behaviour in this regard.
Full relaxation of potential energy surfaces (PESs) of aggregates cannot be used to
study this question due to (a) artificial boundaries which are introduced by the extrac-
tion of aggregates from approximately periodic systems and (b) limits on computational
resources. We employed the hypothesis that relaxation of a monomer in the aggregate
will follow the direction of relaxation in vacuum as long as packing structures do not
hinder the geometric change. Delocalization of the exciton might then favour a ge-
ometry which is not fully relaxed to the excited state (ES) minimum of the monomer
(R(S1)) but can be seen as an intermediate between the GS geometry of the monomer
(R(S0)) and R(S1). Indeed, we found that a fully delocalized exciton in DIP is most
stable in a tetramer where all monomers are at a 1

4
R(S1) geometry. The minimum of

the PES of the first excited state of the tetramer in DIP is however found when one
monomer can fully relax resulting in a localized excitation. This is contrasted by the
second and third ES of the aggregate which clearly favour a delocalized geometry.
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In conclusion, we found that the effect of geometric relaxation on excited state energies
in aggregates can exceed several tenths of eV and therefore should not be overlooked.
Additionally, the effect on distinct excitations stemming from the same monomer ex-
citation can vary greatly. This last effect might be even more pronounced when CT
excitations become more important in donor:acceptor systems. This is investigated in
ongoing work and will be detailed following this paper.

This paper was published in M. Deutsch, S. Wirsing, D. Kaiser, R. Fink, P. Tegeder,
and B. Engels, Geometry relaxation-mediated localization and delocalization of exci-
tons in organic semicon-ductors: A quantum chemical study, The Journal of Chemical
Physics 153, 224104(2020). Reprinted from reference [85] with permission from 2021
American Chemical Society.
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ABSTRACT

Photo-induced relaxation processes leading to excimer formations or other traps are in the focus of many investigations of optoelectronic
materials because they severely affect the efficiencies of corresponding devices. Such relaxation effects comprise inter-monomer distortions
in which the orientations of the monomer change with respect to each other, whereas intra-monomer distortions are variations in the geom-
etry of single monomers. Such distortions are generally neglected in quantum chemical investigations of organic dye aggregates due to the
accompanied high computational costs. In the present study, we investigate their relevance using perylene-bisimide dimers and diindenop-
erylene tetramers as model systems. Our calculations underline the importance of intra-monomer distortions on the shape of the potential
energy surfaces as a function of the coupling between the monomers. The latter is shown to depend strongly on the electronic state under
consideration. In particular, it differs between the first and second excited state of the aggregate. Additionally, the magnitude of the geo-
metrical relaxation decreases if the exciton is delocalized over an increasing number of monomers. For the interpretation of the vibronic
coupling model, pseudo-Jahn–Teller or Marcus theory can be employed. In the first part of this paper, we establish the accuracy of density
functional theory-based approaches for the prediction of vibrationally resolved absorption spectra of organic semiconductors. These inves-
tigations underline the accuracy of those approaches although shortcomings become obvious as well. These calculations also indicate the
strength of intra-monomer relaxation effects.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0028943., s

INTRODUCTION

Functionalized polycyclic aromatic molecules are in the focus
of a multitude of experimental and theoretical investigations because
they are promising materials in the field of organic semiconduc-
tors.1–5 In this context, perylene-based dyes have been frequently
investigated as they exhibit favorable properties.1 In particular,
3,4,9,10-perylene tetracarboxylic acid bisimides (PBIs) have been
explored as a replacement for fullerenes in organic photovoltaics
as they possess higher electron mobilities6,7 and high extinction
coefficients in the visible region.8 Furthermore, they are relatively
inexpensive and remarkably stable toward light as well as air.1

Eventually, their electronic properties and the packing geometries
can be tuned by varying the substitution pattern.9,10 However,
despite all these advantages, PBI containing photovoltaic devices
show reduced efficiencies in comparison to fullerene analogs.11

Reasons for these shortcomings were attributed to morphological
issues12 and to trapping processes, which arise due to the forma-
tion of excimer states.13,14 For PBI thin films, a fast relaxation of
excitons leading to long-lived immobile states was identified.14 For
α-perylene, the formation of excimers induced by motions of two
monomers with respect to each other was indicated by Raman spec-
troscopy.15 Recent investigations on excimer formation by Hoche
and co-workers,16 as well as Kennehan and co-workers,17 also
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indicated a similar mechanism. For amorphous systems, additional
traps are due to the strongly varying excitation energies due to the
relative orientation of the molecules with respect to each other.18,19

Actually, it was shown that the energetic disorder is mostly caused
by these orientation effects and only to a smaller degree by envi-
ronmental effects. In this investigation, the energetical disorder pre-
dicted by using the Bässler model20,21 could only be reproduced if a
delocalization of excimers is assumed.22

A detailed understanding of possible relaxation pathways is
very important for the rational design of materials with improved
functionality.1,23 However, while the mentioned studies agree
with the fact that exciton trapping occurs rather frequently, the
details of the underlying processes are still under debate. Within
H-aggregates, trapping can occur because the exciton is initially
excited to the higher lying Frenkel state (in a dimer system, this
is the S2 state). If the relaxation to the lowest Frenkel state (S1) is
faster than the competing hopping process, the exciton gets trapped
because hopping to the higher lying S2 state is no longer possible due
to the energy loss accompanied with the relaxation to the S1 state.
Furthermore, hopping between the lower Frenkel states—which
is energetically feasible—is very inefficient due to the vanishing
transition dipoles of these states.

Non-negligible contributions of charge transfer (CT) states
result in an even more complex situation. Using the dimer M–M
(M ≡ Monomer) as the most simple aggregate, Frenkel configura-
tions arise from linear combinations of the locally excited M∗M
and MM∗ determinants, while the CT-type configurations stem
from linear combinations of the electron exchanging determinants
M+M− and M−M+. Due to significant couplings between locally
excited- and CT-configurations, the adiabatic states determined by
common quantum-chemistry excited state calculations are generally
strong mixtures of these configurations. The ratio of Frenkel and
CT characters depends on a subtle interplay of the energy differ-
ence and the electronic coupling between the diabatic states.21,24–26

Hence, a rugged potential energy surface (PES) with various con-
ical intersections results, which may provide very efficient decay
pathways to lower lying states.27–30 Going to larger aggregates, the
number of CT states increases considerably (trimer: 3 Frenkel, 6
CT; tetramer: 4 Frenkel, 12 CT), resulting in a decreased energy
spacing between the states. Consequently, transitions into lower
lying states become even more efficient. Note that due to the cou-
plings between states, CT states can influence the position of coni-
cal intersections even if they are higher in energy than the Frenkel
states.

Photo-induced relaxation processes in PBI aggregates repre-
sent one example for the complicated interplay of various electronic
states and geometrical relaxations and distortions.29–32 Model cal-
culations predict that excimer formation is the reason for the mea-
sured strong red shift in the emission spectra of PBI dimers in the
minimum structure of the ground state. This red shift is obtained
by twisting one of the two monomers of an eclipsed arrangement
by 30○ about the symmetry axis parallel to the molecular plane
[RL = RT = 0 Å, Rz = 3.4 Å, and φ = 30○ according to the dimer
structure parameters in Fig. 3(a)].33 According to these model cal-
culations, the excimer formation starts with an exciton relaxation
from the initially populated S2 Frenkel state to the lower lying S1
Frenkel state. However, this first step is not a direct transfer but
is mediated by a CT state, which crosses the initially populated S2

state, resulting in a fast population transfer. The transition between
the transiently populated CT state and the S1 Frenkel state is non-
radiative and also very efficient due to the strong coupling between
both states. The final emission then takes place from the S1 state.29–32

The computations show that intra-monomer (e.g., variations of
interatomic distances) and inter-monomer (e.g., the torsional angle
between both monomers) relaxation effects have to be taken into
account. The relaxation effects not only strongly influence the effi-
ciencies of the relaxation processes but also induce strong red shifts
in the emission. On the basis of these processes, it was possible to
assign the known spectra of PBI aggregates as well as femtosecond
time-resolved experiments.30,31,33 Recently, the model was also suc-
cessfully employed to explain the ambient-stable, bright, steady-state
photoluminescence from long-lived excitons of H-aggregated PBI
crystals.34 Another important example for localization effects is due
to intra-chain dynamics.35,36

While intra-monomer relaxations leading to the CT geometry
were included in the description of the PBI trapping processes, possi-
ble geometry relaxations of the Frenkel states themselves were omit-
ted. Their importance became apparent through our monomer com-
putations, which indicated relaxation effects of about 0.3 eV–0.4 eV.
This is in the range of the Davydov splittings found for aggregates
of these organic semiconductors. The pronounced impact of geom-
etry relaxation raises the question of how their explicit consideration
for Frenkel states may change predictions for aggregate clusters. The
inclusion of such relaxation effects might not only induce a change
in the energetic position of the excited states but may also affect the
individual character of the electronic states. For example, the nuclear
relaxation of a single monomer in an aggregate could lead to a local-
ization of the exciton on that monomer. The energetics associated
with this situation is sketched in Fig. 1 using a dimer as the sim-
plest model for a molecular aggregate. For clarity, we neglect possible
influences of CT states. Figure 1 depicts the coupling between the
two localized S1 states of the monomers if both monomers adopt the
same geometry (blue) or if one monomer adopts a structure leading
to a lower energy of its localized S1 state (red). If both monomers
adopt the same geometry (blue), the exciton is completely delocal-
ized over both monomers due to simple symmetry considerations.
Going to the case given in red, one monomer is relaxed to the

FIG. 1. Comparison of different relaxations. Blue: Both monomers remain in the
geometry of the ground state of the monomer (R0). Red: One monomer is relaxed
to the geometry of the excited state of the monomer (R1) while the second
one remains in the ground state geometry of the monomer (R0). Green: Both
monomers relaxed by the same amount (Rd = optimal geometry for S1-state of
dimer).
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optimal geometry of its localized S1 state (R1), while the other
remains in the geometry of the ground state (R0). Because the energy
of the localized S1 state in the optimal S1 geometry is lower, both
interacting localized states differ not only in their geometry but also
in their associated energies. Due to these inequalities, the splitting
decreases, and the exciton starts to localize on the monomer in the
S1 geometry for the lower Frenkel state. For the exciton in a dimer, it
could also be that both monomers relax by the same amount (green
situation, Rd is the optimal geometry for the S1 state of the dimer).
Then, the energy of the exciton would also decrease, but the exci-
ton remains delocalized over the whole dimer. Which situation is
most appropriate to characterize the molecular aggregate depends
on the relative energies of the resulting Frenkel states. It might also
be that the exciton becomes localized for the lowest Frenkel state but
stays delocalized for the second Frenkel state. Since CT states are
always delocalized, the degree of delocalization of an exciton may
vary strongly during complex relaxation processes involving several
electronic states.

Localization effects in self-assembled perylene helices were
investigated by Segalina and co-workers.37 Their study offers valu-
able insights into the behavior of such aggregates, but localization
effects resulting from geometrical changes in monomers were omit-
ted. Such localization effects were investigated by Talipov and co-
workers.38 They investigated relaxation effects in polychromophoric
assemblies using covalently linked cofacially arrayed polyfluorenes
as model systems. Their computations show that for these systems,
excitons always localize on dimers irrespective of the number of
chromophores. This behavior is explained by very strong geome-
try relaxation effects of the highest occupied and lowest unoccupied
molecular orbitals (HOMO and LUMO) in this specific case. Thus,
it remains unclear whether these systems can serve as real model
systems.

Possible models were already worked out by Fulton and
Gouterman who successfully described these excitonic effects with
vibronic coupling theory.39,40 They also showed that this theory is
formally equivalent with the pseudo Jahn–Teller (pJT) framework
and similar to the potential energy model used in Marcus theory.
The vibronic coupling theory was later employed by Diehl and co-
workers41 to assign the spectra for a homologous series of oligo(p-
phenylene) bridged PBI dimers with intermolecular center-to-center
distances ranging from 1.3 nm to 2.6 nm. For these dimer systems,
the reorganization effects are in the range of 0.3 eV–0.4 eV, while the
coupling between monomers is small by a factor of 5 or even more.
Consequently, a double minimum potential arises in which the exci-
ton is either localized on one or the other monomer. In simulations,
the monomer on which the exciton remains adopts the S1 equilib-
rium geometry, while the other monomer stays in the S0 structure.
For the fully delocalized situation, both monomers were assumed to
adopt the S0 geometry (blue case in Fig. 1).

Dreuw and co-workers employed the pJT framework to model
relaxation effects in CO and in the benzene dimer.42,43 In both
cases, they varied inter-monomer geometries of the dimers to mod-
ify the coupling between both monomers. They showed that for
larger monomer distances, the coupling is weaker than the relax-
ation, which results in a double-minimum potential. For smaller
distances, a parabolic shape is found because the coupling is stronger
than the relaxation. More details in relation to our study will be given
below.

FIG. 2. Lewis structures of the investigated monomer systems. (1) 3,4,9,10-
perylene tetracarboxylic acid bisimides (PBIs), (2) diindenoperylene (DIP), and (3)
dicyanoperylene-bis(dicarboximide) (PDIR-CN2).

In the present study, we will extend these previous investiga-
tions of the interplay of geometry relaxation and exciton localization.
Whether an exciton is delocalized or localized depends on the sub-
tle interplay between the coupling strength between the units of the
aggregate and the decrease in the associated energy due to the intra-
monomer relaxation of one unit into its S1 geometry. While the
former favors a delocalization of the exciton, the latter induces its
localization. We start the investigations with perylene dimers [Figs. 2
and 3(a)] and vary the inter-monomer geometries (e.g., the longi-
tudinal shift or the distance) and the intra-monomer geometry of
one monomer. In a second step, we investigate the diindenopery-
lene (DIP) tetramer as an example for larger clusters. Variations in
the electronic character are monitored by computing the localization
of the exciton.

This paper is organized as follows: After briefly describing the
details of the used theoretical approaches, we first establish expected
error bars for different quantum chemical approaches by compar-
ing computed vibrationally resolved excitation energies of the PBI
monomer (1) (Fig. 2) with measurements of Klebe et al.44 and
Wewer and Stienkemeier.45,46 For DIP (2) and PDIR-CN2 (3), we
extend these investigations to solvent effects. After establishing the
accuracies of our approaches, we turn to the dimer and trimer com-
putations to investigate the interplay of exciton localization and
delocalization effects.

TECHNICAL DETAILS

Multi-reference approaches would yield ideal reference results
for benchmarks because they provide very accurate results for
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FIG. 3. (a). Description of the varied inter-monomer coordinates for the computed PBI dimer. The coordinates include transversal (RT) and longitudinal (RL) shifts, the distance
between both monomers RZ, and the rotation of the upper monomer around φ. (b) Enlarged sketch of the geometry change between the equilibrium structures of the S0 to
the S1 states of the PBI monomer. The sum of the variations is <0.005 Å. (c) Arrangement of the DIP tetramer.

excited states,47–50 potential energy surfaces,51,52 as well as other
molecular properties.53 For the size of the present system, however,
they are computationally too expensive. Hence, we test the accuracy
of time-dependent density functional theory (TD-DFT) calculations
against SCS-CC254,55 in combination with the SVP (split valence
plus polarization)56,57 and the TZVPP basis sets.56,58 We compared
the TD-DFT-based approaches with respect to SCS-CC2 to keep the
computational costs feasible. SCS-CC2 predicted adiabatic excita-
tion energies with a mean absolute error (MAE) of 0.05 eV and a
standard deviation of 0.06 eV for a test set of 0–0 transitions in
medium-sized and large organic molecules.59 In this work, SCS-CC2
was shown to perform slightly better than its parent approach CC2
(MAE = 0.09 eV). Furthermore, it improves the description of CT
states.60 For the “low-cost” TD-DFT approach, we mainly used the
modern range-separated hybrid ωB97X-D functional61 in combi-
nation with SVP, TZVP, cc-pVDZ, cc-pVTZ, and def2-SVP basis
sets.56,58,62,63 This method is sufficiently efficient to compute aggre-
gates up to tetramers.32,64,65 For the benchmark, we optimized the
ground state and the first excited states within the given approxi-
mation unless stated otherwise. Vibrational effects were computed
using the Franck–Condon approximation alone or in combination
with the Herzberg–Teller correction as implemented in the Gaus-
sian16 program package.66 For the vibrational effects, we used not
only the standard time-independent approach67 but also the time-
dependent formalism.68 For excited state calculations in solution, we
used the equilibrium and non-equilibrium options in the IEF-PCM
(Integral Equation Formalism version of Polarizable Continuum
Model) approach implemented in the Gaussian program suite.69–71

In the non-equilibrium option, only ultrafast solvent processes (e.g.,
polarization of the electron cloud of the solvent) are considered.72

In the equilibrium option, also slower effects (e.g., the reorienta-
tion of solvent molecules) are included.73 An equilibrium calcula-
tion describes a situation where the solvent has had time to fully
respond to the solute. A non-equilibrium calculation is appropriate
for processes that are too rapid for the solvent to have time to fully
respond, e.g., for the energy of the 0–0 excitation in an absorption
spectrum. The vibrational propagation had to be estimated based on
frequencies in the equilibrium model due to technical limitations.

To mimic intra-monomer relaxation effects, we modulated
the monomer geometry linearly from the monomer ground state

geometry [R⃗(S0)] to the monomer geometry in its S1 state [R⃗(S1)]
using

R⃗χ = R⃗(S0) + χΔR⃗, with ΔR⃗ = R⃗(S0) − R⃗(S1). (1)

We varied χ from −0.5 to 1.5 in 0.5 steps for each monomer of
the dimer. According to Eq. (1), χ = 0.0 gives R⃗(S0), while R⃗(S1)
is obtained with χ = 1.0. An enlarged description of the difference
between R⃗(S0) and R⃗(S1) for PBI is given in Fig. 3(b). The result-
ing 2D surfaces for energy and properties were obtained by spline
interpolation between the resulting 25 points. We only include relax-
ations to the equilibrium geometry of the S1 state of the monomer
because higher electronic states of the monomer units are nor-
mally not relevant for the photo-induced behavior of crystals, thin
films, or amorphous systems.18,19,74 To investigate the interplay
between inter-monomer and intra-monomer changes, we computed
the intra-monomer variations for the longitudinal shifts (RL = 0.0 Å,
0.5 Å, 1.0 Å, 1.4 Å, 1.7 Å, and 2.5 Å) and the distances between both
monomers (RZ = 3.1 Å, 3.31 Å, 3.5 Å, 4.0 Å, 5.0 Å, and 10.0 Å).
Beside the energies, we also computed the oscillator strengths, the
PR value, and the CT value. The PR values give the delocalization of
the exciton, i.e., PR = 2 denotes the situation in which the exciton is
completely delocalized between the two monomers in a dimer, while
PR = 1 characterizes an exciton that solely resides on one monomer.
The CT value gives the percentage of CT character, i.e., CT = 0
corresponds to a pure Frenkel state, and CT = 1 corresponds to a
pure CT state. To determine the PR and CT values, we employed the
TheoDORE program package.75,76

Benchmark for vibrationally resolved absorption
spectra of perylene-based organic semi-conductors

In order to computationally model the relevant processes in
organic semiconductor thin films, sufficiently large molecular clus-
ters have to be used to mimic the high density of states, their energy
shifts, and the important mixing of CT and Frenkel states. Addition-
ally, the experimental absorption and emission spectra exhibit dis-
tinct vibrational progressions, i.e., vibrational effects should also be
considered. Finally, the influence of the environment on the energy
position of the different states can also be important because the
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position of conical intersections or even the energetic order of states
might change due to polarizable environments. Obviously, the com-
putational modeling of large molecular clusters and very accurate
electronic descriptions exclude each other. Computations of such
cluster models are only possible with DFT or even simpler methods
because the system size excludes costly high-level multi-reference
approaches.77–79 The inclusion of vibrational effects—even solely on
the harmonic level—necessitates geometry optimizations and the
determination of the Hessian of the excited state, which is generally
too costly for more accurate approaches.

Table I estimates the error bars arising from the use of TD-
DFT and neglect of the vibrational effects by comparing the com-
puted results for the PBI monomer (1) with measurements of Klebe
et al.44 as well as Wever and Stienkemeier.45 Klebe et al. noted that
the first band peak of PBI monomers dispersed in, e.g., polystyrene
appears at 530 nm (2.339 eV), while Wever and Stienkemeier mea-
sured the 0–0 transition of N–N-dimethyl PBI in He-droplets at
486 nm (2.553 eV). The difference of about 0.2 eV within the exper-
imental spectra may result from the different temperatures, solvent
effects, or the influence of substituents. Because we performed the
computations of single molecules without considering environmen-
tal (solvent) effects, we chose the values of Wever and Stienkemeier
as our reference, i.e., a 0–0 transition at 2.553 eV. In the following,
we focus on the S0 → S1 transition because the vertical energy of
the S2 state is about 1 eV higher. Furthermore, the corresponding
transition moment vanishes.

From our experience, also the range-separated ωB97X-D func-
tional should give reliable results for perylene systems.74,80–82 In
contrast, the B3LYP functional that is very often used for the com-
putations of excited states was less accurate and tends to underes-
timate the excitation energies of CT states.28,81,83 Comparing com-
puted vertical excitation energies obtained for vacuum with mea-
sured 0–0 energies in He-droplets, B3LYP/TZVP deviates by only−0.122 eV. The discrepancies for SCS-CC2/SVP (+0.418 eV) and
ωB97X-D/cc-pVDZ (+0.287 eV) are considerably larger. The pic-
ture changes if vibrational effects are included and the transitions

between the lowest vibrational states of ground and excited states
(0–0 transition) are compared. While the discrepancies between
the SCS-CC2/SVP and ωB97X-D/cc-pVDZ values and their experi-
mental counterparts decrease to +0.143 eV and +0.008 eV, respec-
tively, the values obtained with B3LYP/TZVP are too low by
about 0.3 eV.

The error found for SCS-CC2 decreases to −0.010 eV if the
larger TZVPP basis is employed, i.e., SCS-CC2 shows a much
improved description with larger basis sets. In contrast, for ωB97X-
D/cc-pVDZ, we find an error compensation because the agreement
to the experimental result of 2.553 eV slightly deteriorates if the
basis sets are enlarged (Table II). Comparing the results obtained
with the cc-pVDZ basis with those computed with the improved
aug-cc-pVDZ basis sets, the 0–0 excitation energy decreases to
2.49 eV, i.e., the deviation from the experimental result increases to
about 0.06 eV. The same trend is also found for other larger basis
sets. Hence, at least for PBI, ωB97X-D/cc-pVDZ represents an excel-
lent choice for the description of the electronic states. The agreement
is much better than expected because various benchmarks indi-
cate larger error bars for the computations of excitation energies of
organic molecules.84,85

The variations going from vertical to vibrationally-resolved
excited state estimations mainly result from the relaxation ener-
gies of the first excited state [ES1(RS1) − ES1(RS0)], which amount to
0.14 eV–0.21 eV depending on the employed method. This explains
the distinct vibrational progression found in experimental absorp-
tion and emission spectra. Figure 3(b) gives an enlarged description
of the geometrical structure difference between the equilibrium
geometry of the S0 state to that of the S1 state. Note that the
sum of all variations is less than 0.005 Å. Table I clearly shows
that the small deviations between theoretical B3LYP/TZVP verti-
cal energies and experimental 0–0 energies stem from error com-
pensation. In comparison to the more accurate approaches, B3LYP
underestimates the excitation energies by about 0.4 eV–0.5 eV.
This error is partly compensated by the neglect of the relaxation
energy of the excited state (0.15 eV–0.2 eV). For SCS-CC2/SVP, the

TABLE I. Comparison of computed and measured excitation energies for a PBI monomer.

B3LYP/ ωB97X-D/ SCS-CC2/ SCS-CC2/
TZVP cc-pVDZ SVP TZVPP Reference 44 Reference 45

Evert (eV)a 2.431 2.840 2.971 2.810b

Eadi (eV)c 2.289 2.631 2.766 2.613b

Erelax (eV)d 0.143 0.209 0.205 0.197
ZPE (eV)e 0.030 0.070
0–0 (eV)f 2.259 2.561 2.696g 2.543g 2.339 2.553
Ecorr (eV)h 0.172 0.279 0.275

aVertical excitation energy.
bSingle point computation on the SCS-CC2/SVP geometrical structure.
cAdiabatic excitation energy.
dRelaxation energy of the excited state (Evert–Eadi).
eEnergy correction due to zero-point vibrational effects.
f(0–0) excitation energy.
gUsing the ZPE of ωB97X-D/cc-pVDZ.
hTotal correction (Evert–E0–0).
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TABLE II. Influence of functionals and basis sets on the computed excitation energies for the S1 state of a PBI monomer. For
more explanations, see Table I and the text.

ωB97X-D/ ωB97X-D/ ωB97X-D/ ωB97X-D/ ωB97X-D/
cc-pVDZ aug-cc-pVDZ 6–311++G(d,p) def2-TZVP def2-TZVPP

Evert (eV)a 2.840 2.763 2.801 2.814 2.811
Eadi (eV)b 2.631 2.554 2.587 2.596 2.593
0–0 (eV)c 2.561 2.494 2.511 2.510 2.512

B3LYP/ CAM-B3LYP/ M06-2X/ LC-ωHPBE/
cc-pVDZ cc-pVDZ cc-pVDZ cc-pVDZ

Evert (eV)a 2.414 2.803 2.820 3.160
Eadi (eV)b 2.297 2.602 2.620 2.878
0–0 (eV)c 2.226 2.531 2.546 2.803

B3LYP/ CAM-B3LYP/ M06-2X/ LC-ωHPBE/
def2-TZVPP def2-TZVPP def2-TZVPP def2-TZVPP

Evert (eV)a 2.383 2.766 2.789 3.118
Eadi (eV)b 2.262 2.556 2.580 2.831
0–0 (eV)c 2.174 2.468 2.489 2.744

aVertical excitation energy.
bAdiabatic excitation energy.
c(0–0) excitation energy.

vertical excitation energies do not coincide with the experimental
0–0 transition because no error compensation takes place. Remain-
ing deficiencies in the basis set (SVP vs TZVPP) even lead to an
overestimation of the vertical energies by about 0.1 eV–0.2 eV.
Assuming SCS-CC2/TZVPP results as a reference value, the ωB97X-
D functional overestimates the vertical excitation energies by less
than +0.1 eV. These estimates are in good agreement with previ-
ous investigations of perylenetetracarboxylic dianhydride (PTCDA)
single crystals.29,32,64

Table S1 shows the results of extended computations employ-
ing additional functionals and basis sets, and Table II summarizes
the influence of the basis set size for ωB97X-D and the influ-
ence of the functionals for the smallest (cc-pVDZ) and the largest
basis sets (def2-TZVPP). Comparing the vertical excitation ener-
gies obtained for the def2-TZVPP basis sets, B3LYP (2.383 eV)
gives the lowest value. The B3LYP excitation energy differs by about
0.74 eV from the excited state energy obtained for LC-ωHPBE
(3.118 eV). The ωB97X-D functional, which seemed to be quite
accurate according to the comparisons given in Table I, predicts a
value of 2.811 eV, which is 0.045 eV higher than that of CAM-B3LYP
(2.766 eV), the long-range corrected version of B3LYP. The M06-
2X functional lies in between (2.789 eV). Comparing the 0–0
transitions with the corresponding experimental values (Table I,
2.553 eV), ωB97X-D/def2-TZVPP shows the best agreement
(−0.041 eV deviation from the experimental value of Ref. 45).
CAM-B3LYP/def2-TZVPP and M06-2X/def2-TZVPP give com-
parable deviations (−0.085 eV and −0.064 eV, respectively).
As already discussed above, B3LYP/def2-TZVPP considerably

underestimates the experimental value by 0.379 eV, and PBE0
behaves rather similar, while LC-ωHPBE/def2-TZVPP overesti-
mates the experimental value by 0.191 eV.

Tables II and S1 also show interesting trends with respect to
basis sets’ selection. Going from larger basis sets to the double-zeta
cc-pVDZ basis set, which represent the smallest employed basis sets,
the computed 0–0 excitation energies increase irrespective of the
used functionals. However, the increments are less than 0.1 eV in
all cases. This shows that the neglect of vibrational effects is a more
severe approximation than the use of smaller basis sets. The aug-cc-
pVDZ basis sets are well adapted to the description of electronically
excited states, and indeed, the corresponding 0–0 excitation ener-
gies are slightly lower than the ones obtained with the def2-TZVPP
basis sets. However, for the most reliable functionals (ωB97X-D,
CAM-B3LYP, and M06-2X), the predicted values become too low
in comparison to the experimental value of 2.553 eV. In summary,
the best agreement is found for M06-2X/cc-pVDZ, which only devi-
ates by 56 cm−1 (0.007 eV). ωB97X-D/cc-pVDZ underestimates the
experimental value by 65 cm−1 (0.008 eV).

Note that while ωB97X-D/cc-pVDZ predicts the 0–0 exci-
tation energy rather accurately, a comparison with the SCS-CC2
benchmark values indicates that it seems to overestimate the relax-
ation energy by about 4%. As indicated by the even larger relax-
ation energies obtained with larger basis sets (Table II), the choice
of the relatively small cc-pVDZ basis set again tends to improve the
performance of the method.

Figure 4 depicts a comparison of computationally modeled and
experimental absorption spectra. We present the spectrum obtained
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FIG. 4. Comparison of the experimental (red full lines) and computed (black dashed line) S0–S1 absorption spectra of the PBI monomer. The computed spectra were shifted
by −117 cm−1 and 275 cm−1, respectively, so that the 0–0 lines of experiment and theory coincide. The computed intensities are adjusted with respect to the experimental
0–0 transition intensity; however, the intensities cannot be compared due to experimental reasons. For more information, see the text.

within the ωB97X-D/cc-pVDZ ansatz as an example. To simplify
the comparison, the computed spectra were shifted so that the 0–0
lines of experiment and theory coincide. Furthermore, the computed
intensities were adjusted with respect to the experimental 0–0 tran-
sition intensity. The overall agreement in the energetic positions
of the quantized absorption peaks is excellent. As mentioned by
Wewer and Stienkemeier,45 the intensities in their laser induced flu-
orescence spectra do not agree with absorption spectra, which are
simulated in our theoretical approach. It is obvious that the sizes of
the employed AO basis sets do not have a relevant influence on the
accuracy of the computational prediction.

Table III and Fig. 5 extend our investigations to the DIP
molecule. Table III summarizes the computed data and compares
the 0–0 band of the S0 → S1 transition with the energy of the lowest
band of the experimental absorption spectrum, measured in ace-
tone at room temperature.87 Figure 5 compares the stick spectrum
and a convoluted version of the computed vibrational transitions
with the measured absorption spectrum. The computed data are
shifted by 0.04 eV to match the maximum of the energetically lowest
peak in the absorption spectrum. More information is given in the
supplementary material. For the DIP monomer, the S2 state is only
slightly higher in energy than the S1 state. Nevertheless, it can be
omitted in regard to the assignment of the absorption spectrum as
the S0 → S2 transition is symmetry forbidden.88 S3 will also not con-
tribute because it is too high in energy and the computed transition
dipole moment vanishes.88 We combine the ωB97X-D/cc-pVTZ
approach with a (non-equilibrium) continuum-solvation approach
to account for solvent effects (acetone) in the absorption spectrum.
We predict the 0–0 band of the S0–S1 excitation at 2.38 eV, which
is in excellent agreement with the energetically lowest peak of the
experimental absorption spectrum of the monomer (2.35 eV). The
corresponding vertical energies are predicted at about 2.7 eV, under-
lining that the neglect of vibrational effects leads to a blue shift in

the absorption spectrum of 0.32 eV in vacuum and 0.34 eV in ace-
tone. Table III shows that for vacuum and acetone, the strongest
contributions to the difference between vertical excitation energies
and the 0–0 peak result from the geometrical relaxation into the
S1 geometry (0.24 eV–0.25 eV). Variations in the zero-point ener-
gies (ZPEs) of both electronic states are about 0.1 eV, i.e., they fur-
ther decrease the excitation energy. All other contributions to the

TABLE III. Monomer calculations on the S0 → S1 transition of DIP. All energies are
given in eV. For more explanations, see Table I and the text.

Acetone

Solvent Vacuum Eq. Non-eq.

Method ωB97X-D SCS-CC2 ωB97X-D

Basis sets cc-pVDZ cc-pVTZ Experiment

Evert (eV)a 2.80 2.77 2.72 2.72
Eadi (eV)b 2.59 2.53 2.29 2.47
Erelax (eV)c 0.21 0.24 0.42 0.24
ZPE (eV)d 0.11 0.10 0.09
0–0 (eV)e 2.48 2.43 2.20 2.38f 2.35
Ecorr (eV)g 0.32 0.34 0.51 0.34

aVertical excitation energy.
bAdiabatic excitation energy.
cRelaxation energy of the excited state (Evert–Eadi).
dEnergy correction due to zero-point vibrational effects.
e(0–0) excitation energy.
fCalculated with the equilibrium ZPE since frequency calculations are not feasible in
non-equilibrium solvation.
gTotal correction (Evert–E0–0).
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FIG. 5. The monomer S0 → S1 absorption spectrum of DIP (ωB97X-D/cc-pVTZ):
The black full line shows the experimental data (in acetone).86 The computational
estimate in acetone is given in red (stick spectrum and its Gaussian convolution,
FWHM = 500 cm−1). For a better comparison, these theoretical data were shifted
by 0.04 eV so that the energetically lowest peak of the theoretical and experimental
spectra coincides. The corresponding data in blue give the computational results
in vacuum. These datapoints are shifted by 0.14 eV.

0–0 energies are smaller. The reduction in the basis set’s size from
valence triple-zeta (cc-pVTZ) to valence double-zeta (cc-pVDZ)
seems to introduce an error of 0.06 eV. In contrast to PBI, an
increase in the basis sets slightly improves the agreement with
the experimental values for DIP. Using the wave function based
SCS-CC2 approach in combination with the cc-pVTZ basis set, the
computed excitation energies change by only about 0.05 eV. In sum-
mary, as for PBI, the explicit consideration of the photo-induced
relaxation of the geometry (vertical excitation vs adiabatic exci-
tation) introduces the strongest shift in the computed excitation
energies.

Figure 5 shows the vibrational structure of the theoretical
absorption spectra in acetone (red) or vacuum (blue) at T = 0 K
and the experimental spectrum.86 For the corresponding convolu-
tion with a Gaussian, we used a FWHM of 500 cm−1 because it
seemed to reflect the overall shape of the bands better than, for
example, a FWHM of 270 cm−1, which is the default option in the
Gaussian16 program. Decreasing the FWHM introduces additional
features in the envelope of the first band, which are not found in
the experimental spectra (Figs. S1 and S2). However, while the com-
puted energy spacings between the first two bands and their widths
agree quite nicely with the experimental results, the intensity ratio
between the two lowest energy (highest intensity) bands is predicted
less well (Fig. 5). The experimental measurements find a decrease in
intensity with an increase in energy. In contrast, the lowest band has
less intensity than the next higher one in the computed spectrum.
This erratic intensity ratio is found for the theoretical spectra in vac-
uum and even stronger in acetone. Thus, while ωB97X-D/cc-pVTZ
reproduces the excitation energy quite accurately, it overestimates
the relaxation of the DIP molecule due to excitation in the S1 state.

The amount of which the relaxation of the excited state is overesti-
mated can be assessed by approximating the potentials of the ground
end excited states by shifted harmonics. Then, the intensity In of the
vibrational line n is given by a Poisson distribution (In = Sn

n! e−S),
with the Huang–Rys parameter S = 1

2(Δu)2. Here, Δu is the dif-
ference between the equilibrium distances in dimensionless coordi-
nates.89 With the observed intensity patterns, it results that ωB97X-
D/cc-pVTZ overestimates the structural change in the excited state
(Δu) by about 20%. This seems sufficiently small to employ this
model for the qualitative analysis of the excited states shown below.
Furthermore, as discussed in the supplementary material, the shape
of the theoretical spectrum changes by modifying the FWHM
of the Gaussian convolution or by including temperature effects
(Fig. S2), while the Herzberg–Teller correction is hardly significant
(Fig. S3).

The corresponding data for the PDIR-CN2 molecule are given
in the supplementary material (Table S2, Fig. S4). We find the
same trends as already discussed for PBI and DIP. Similar perfor-
mance of the quantum chemical models for these molecules could
be expected since the electronic excitations are dominated by the
perylene core.28,65 However, in a recent study, we also find compara-
ble relaxation effects for tetracene, which represents a considerably
larger molecule.90

Intra-monomer relaxation effects in aggregate
structures

The above-mentioned monomer relaxation effects of 0.2 eV
–0.4 eV raise the question how distortions of the monomer geometry
(intra-monomer relaxation) influence the photophysical behavior
of organic semiconductors. The Davidov splitting in such molecu-
lar aggregates is often in a similar range. Previous computational
investigations often neglect intra-monomer relaxation effects since
full optimizations of aggregates are too time-consuming if suffi-
ciently accurate approaches are employed. Hence, to make the com-
putations feasible, the frozen-monomer approximation has often
been used. In this approximation, the geometries of the monomers
are fixed to their S0 equilibrium structures. Using these frozen
monomers, the potential energy surfaces are computed as a func-
tion of the inter-monomer geometrical parameters to model inter-
monomer relaxation effects. The inter-monomer parameters are
shown in Fig. 3(a). To investigate how inclusion of intra-monomer
effects changes the figure, we utilized the PBI-dimer for model cal-
culations. For this model, we took various relative orientations of the
monomers in the dimer and characterized the intra-monomer relax-
ation by distorting each monomer independently from the equi-
librium structure of the ground state of the monomer R⃗(S0) to
the equilibrium structure of the first excited state of the monomer
R⃗(S1). We performed the computations for the vacuum case, an
almost nonpolar environment with a high refractive index (ε = 5
and εinf = 4.45) and water (ε = 78.355 and εinf = 1.776) to inves-
tigate the influences of polarizable environments. However, since
the comparison of the corresponding PESs (Fig. S5) shows very
small changes when changing the polarity of the environment, we
focus the discussion on the values obtained for the almost nonpolar
medium.

Figure 6 summarizes the PESs of the various states as a func-
tion of distortions of the monomers. To differentiate between the
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electronic dimer and monomer states, the dimer states are abbrevi-
ated as D0–D3, where D0 represents the singlet ground state of the
dimer, while Dn stands for its n-th excited singlet state. The white
lines are given for a better overview. Within the figures, the abscissa
and ordinate depict the distortion of the monomers. Moving along
the lowest horizontal white line of the PESs, one monomer remains
fixed at its ground state geometry, while the other monomer varies
its geometry from R⃗−0.5 = R⃗(S0)+ (−0.5)ΔR⃗ to R⃗1.5 = R⃗(S0)+ 1.5ΔR⃗
[Eq. (1)]. In Eq. (1), ΔR⃗ = R⃗(S0) − R⃗(S1) represents the difference
between the equilibrium structures of the monomer in its ground
and first excited singlet states. Consequently, R⃗(S0) is related to
χ = 0.0, while R⃗(S1) corresponds to χ = 1.0. Along the left vertical
white line, the structure of the other monomer changes. The PES
must be symmetric due to the symmetry of the system [Fig. 3(a)].
Along the diagonal, both monomers are equally distorted so that
the exciton must be completely delocalized over the whole dimer.
In the outer diagonal parts, both monomers are differently distorted
so that the exciton can localize on one monomer. Single points on
the PESs are designated as [R⃗A; R⃗B] where the structure of the first
monomer is R⃗(S0) + AΔR⃗, while the second monomer’s geometry is
R⃗(S0) + BΔR⃗.

To make the small variations visible, we choose contour lines
with an energy difference of only 0.02 eV. All energies are given
with respect to the equilibrium geometry of the ground state, and
all dimer structures have a vertical (molecular plane to plane) dis-
tance of RZ = 3.31 Å [Fig. 3(a)]. All calculations were performed
with the ωB97X-D/def2-TZVP approach. Previous investigations
show that the dimer is additionally stabilized by small transver-
sal shifts (RL) or alternatively by a torsion of both monomers with
respect to each other.13,27 Nevertheless, in the scope of the present
work, we only vary the longitudinal shift and the distance between
the two monomers. Figures 6 and 7 compare the energies and the
properties of the various dimer states at their optimal RL orien-
tations. Note that the optimal RZ value is 3.31 Å for all states.
This comparison allows us to differentiate between intra- and inter-
monomer relaxation effects. Figures 8 and 9 focus on the differences
in the behavior of the D1 and D2 states for the same inter-monomer
orientations (the same RL and RZ values).

As expected, the minimum of the D0 surface (Fig. 6, top
left) is found if both monomers adopt essentially the monomer
ground state geometry. The small elongation of the equilibrium
bond distance in the direction of the excited state indicates that the

FIG. 6. PES as a function of the monomer distortions computed for a monomer distance of 3.31 Å and the optimal longitudinal shift RL for the respective electronic state. The
energy color code is given on the left side of each PES. The energy difference between two contour lines is 0.02 eV. R(S0) and R(S1) denote equilibrium geometries for the
monomer in its ground (S0) and first excited states (S1), respectively. The white lines are given for a better overview. For more information, see the text.
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FIG. 7. Variation in the oscillator strength fosc (a.u.) as a function of the monomer distortions computed for a monomer distance of 3.31 Å and the optimal longitudinal shift RL
for the given electronic state. The color code for fosc is given on the left side of each surface. R(S0) and R(S1) denote equilibrium structures for the monomer in its ground
and first excited states, respectively. The white lines are given for a better overview. For more information, see the text.

interaction of the two monomers tends to promote electrons from
the HOMO of one monomer into the LUMO of the other one
and vice versa. Thus, both monomers are partially excited due to
the interaction with the other one, which introduces the observed
departure of the dimer equilibrium geometry from the monomer
values. However, the energy lowering with respect to the monomer
structure amounts to only about 0.02 eV, which is hardly signif-
icant. For the D1 state, our computations predict different inter-
and intra-monomer geometries compared to the ground state. The
optimal inter-monomer orientation for the ground state is found at
RL = 1.4 Å, whereas RL = 1.0 Å gives the lowest computed energy
for the first excited state. In the D1 state, the optimal intra-monomer
geometry is at [R⃗0.7; R⃗0.7]. This indicates that an exciton that is delo-
calized over a dimer influences the geometry of the single monomers
less than it is found for the S1 state of the monomer. This is in line
with the work of Harbach and Dreuw on the CO dimer.42 In the
CO dimer, the CO distance of the dimer D1 state is 1.1875 Å, which
lies between the distance found for S0 (1.126 Å) and S1 (1.222 Å)
of the monomer. In terms of the χ-parameter, they obtain a value
of 0.65, which is surprisingly close to our value of 0.7. Figure 6
also reveals that the D1-PES shows a curved valley ranging from

[R⃗0.7; R⃗0.3] over [R⃗0.7; R⃗0.7] to [R⃗0.3; R⃗0.7]. In this range, the energy
varies by less than 0.02 eV, i.e., all structures are virtually isoener-
getic. For the vertical energy of the D1 state at the structure [R⃗0.0;
R⃗0.0] and RL = 1.0 Å, we compute an excitation energy of 2.452 eV.
Intermolecular relaxation along the longitudinal axis to RL = 1.0
Å decreases the excitation energy to 2.360 eV (Einter

relax = 0.09 eV).
Adding the intra-monomer relaxation ([R⃗0.0; R⃗0.0] to [R⃗0.7; R⃗0.7]) for
RL = 1.0 Å, the excitation energy drops to 2.225 eV, i.e., Eintra

relax
amounts to 0.135 eV. Hence, the intra-monomer relaxations are
slightly larger than the inter-monomer ones. However, for the for-
mer, we only included one degree of freedom, while all possible
relaxations are included in the latter. Note that Eintra

relax computed for
the dimer (0.135 eV) is smaller than the variation found for the
monomer (Table I; 0.201 eV).

For the D2 state, inter- and intra-monomer effects differ from
those computed for the D1 state. The optimal RL value for D0 and
D2 is equal, i.e., inter-monomer relaxation effects vanish. Further-
more, the minimum of the D2-PES lies along the diagonal, i.e.,
structures with equally distorted monomers are favored with respect
to those with unequally distorted monomers. The intra-monomer
relaxation effects for the D2 state are computed to be 0.13 eV. As
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FIG. 8. Comparison of the PESs obtained for the longitudinal shifts RL = 0.5 and 2.5 Å. The horizontal distance between both monomers is always 3.31 Å. The energy color
code is given on the left side of each PES. The energy difference between two contour lines is 0.02 eV. R(S0) and R(S1) denote equilibrium structures for the monomer in its
ground and first excited states, respectively. The white lines are given for a better overview. For more information, see the text.

for the D1 state, the monomers do not fully relax to the S1 geome-
try of the monomer. The minimum ranges from about [R⃗0.5; R⃗0.5] to
[R⃗0.7; R⃗0.7] instead.

The shape of the intra-monomer PES of the D3 state seems to be
a mixture of shapes of the D1 and D2 states. However, while D1 and
D2 possess mainly Frenkel character, the D3 represents a CT state.
Hence, to describe its intra-monomer relaxation effects, we would
have to distort the monomers to the anionic and cationic structures
rather than to the S1 structures of the monomers. Since these addi-
tional variations are out of the scope of the present work, we will
focus in the following on D1 and D2 states of the dimer.

The PES of the D1 states possesses a broad minimum, which
comprises unequally distorted monomers and equally distorted
monomers. For the latter, the exciton must be completely delocal-
ized due to symmetry reasons. Since unequally distorted monomers
can induce exciton localization, it is of interest to investigate the
variation in the PR value obtained from the TheoDORE pro-
gram. The PR value differentiates between completely delocalized
(PR = 2.0) and localized (PR = 1.0) excitons. Hence, for equally dis-
torted monomers, PR = 2 is obtained due to the symmetry. The PR
value for [R⃗0.3; R⃗0.7] is about 1.9, showing that excitons remains

mainly delocalized in the range of the curved valley of the D1
state. For the D2 state, the minimum runs along the diagonal, and
therefore, the excitons are also delocalized.

Another property that differentiates between localized and
delocalized excitons is the oscillator strength fosc. For a completely
delocalized exciton, fosc should vary roughly between twice the
monomer value and zero. For completely localized excitons, all oscil-
lator strengths should resemble the monomer values. For example,
for an H-aggregate, the D1 state should be dark (fosc = 0) if the
exciton is delocalized. If the exciton starts to localize, the oscillator
strength of D1 should increase to the limit of the oscillator strength
of the S1 monomer state. The corresponding data are summarized
in Fig. 7. Indeed, for the D1 state, fosc vanishes for equally dis-
torted monomers. For unequally distorted ones, the values smoothly
increase. For the D2 state, the opposite is found. The variations
found for D3 resemble the behavior expected for a CT state.

In the vibronic coupling theory, the relative size of the Davy-
dov splitting with respect to the monomer relaxation energy deter-
mines whether an asymmetrical distortion of both monomers will
take place or not. The monomer relaxation energy within the pJT
framework is related to the size of the vibronic interactions.42,43
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FIG. 9. Comparison of the PESs obtained for the longitudinal shifts of RL = 0.5 and 2.5 Å. The horizontal distance between both monomers is always 5.0 Å. The energy color
code is given on the left side of each PES. The energy difference between two contour lines is 0.02 eV. R(S0) and R(S1) denote equilibrium structures for the monomer in its
ground and first excited states, respectively. For more information, see the text.

Figures 8 and 9 investigate these interplays. We compare the sit-
uations obtained for RL = 0.5 Å and RL = 2.5 Å in Figs. 8 and 9.
The horizontal distance between both monomers (RZ) is 3.31 Å in
Fig. 8. Thus, the coupling is stronger but should vary due to the
variation in RL. The coupling J is given as half of the energy differ-
ence between D1 and D2 (ΔE = 2 J) for equally distorted monomers.
Using this relationship, for RZ = 3.31 Å and RL = 0.5 Å, our com-
putations predict a coupling of 0.43 eV for [R⃗0.0; R⃗0.0] and 0.39 eV
[R⃗1.0; R⃗1.0]. We compute a coupling of 0.12 eV for both monomer
relaxations for RZ = 3.31 Å and RL = 2.5 Å, i.e., the coupling is
indeed smaller. Figure 8 shows that this variation in the coupling
influences the shapes of the PESs, but the overall energy variations
are small. Figure S6 gives the fosc values. They show that even for
[R⃗0.5; R⃗1.0], fosc behaves as expected for an H-aggregate (RL = 0.5 Å)
or a J-aggregate (RL = 2.5 Å), showing the excitons to be still
delocalized.

For RZ = 5.0 Å, the coupling is only 0.04 eV–0.05 eV for
RL = 0.5 Å and 0.03 eV for RL = 2.5 Å. The considerably smaller cou-
plings are reflected in the PES shapes, as given in Fig. 9. The PESs of
the D1 state possess two distinct minima at [R⃗1.0; R⃗0.0] and [R⃗0.0; R⃗1.0]
for which one monomer remains at the ground state structure,

while the other relaxes to the S1 monomer structure. The exciton
is strongly localized in these positions at the relaxed monomer as
shown by the computed PR value of 1.08. Hence, the system repre-
sents a localized exciton on the relaxed monomer, which is weakly
perturbed by the non-excited PBI monomer at the distance of 5 Å
for both minima. For RL = 0.5 Å, the intra-monomer relax-
ation energy (Erelax) is 0.204 eV, while 0.216 eV is computed for
RL = 2.5 eV. We included environmental effects for these calcula-
tions. The corresponding vacuum environment data are 0.143 eV for
RL = 0.5 Å and 0.155 eV for RL = 2.5 Å. Both values are smaller than
Erelax calculated for the monomer in vacuum (0.218 eV in Table II;
ωB97X-D/def2-TZVP). This implies that the disturbed, non-excited
monomer slightly decreases the relaxation energy, while a polariz-
able environment leads to a small increase. Our computations show
the well-known double-well potential of the Marcus theory or of a
pJT-surface with a strong vibronic coupling for the PESs of the D1
state. The computations also show that an estimate of the barrier
height based on the unrelaxed geometry [R⃗0.0; R⃗0.0] leads to an over-
estimation thereof. The barrier height is estimated at 0.20 eV for
RL = 0.5 Å if [R⃗0.0; R⃗0.0] is taken as top of the barrier. The value
reduces to only about 0.09 eV if the optimal arrangement (≈[R⃗0.7;
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R⃗0.7]) is used. The corresponding values for RL = 2.5 Å are 0.22 eV
(via [R⃗0.0; R⃗0.0]) and 0.08 eV (via [R⃗0.7; R⃗0.7]).

The shapes of the PESs of D1 and D2 differ considerably for RZ
= 3.31 Å and 5.0 Å. Especially the computed shapes for 5.0 Å nicely
reflect the 1D potential curves given by Marcus theory for ground
and excited states of weakly interacting monomers or that of a pJT
effect with strong vibronic coupling. In Fig. 9, the D1 state exhibits
the double-well potential if both minima are connected, while the
shape of D2 along this coordinate is harmonic. A very similar poten-
tial was obtained by Garcia-Fernandez et al. for the benzene dimer in
D6h symmetry at a distance of 5 Å, emphasizing the generality of our
results.43 As in the Marcus theory picture, the difference between
D1 and D2 in our model results from the required orthogonality
between two solutions of a Hermitian operator such as the elec-
tronic Hamilton operator. The exciton is localized on the relaxed
monomer for the minimum of the D1 state at [R⃗0.0; R⃗1.0]. Due to the
required orthogonality, a localized exciton would reside on the unre-
laxed monomer for D2. If it is localized on the relaxed monomer, it
would populate the S2 state of the monomer, which is considerably
higher in energy. However, if the exciton localized on the unrelaxed
monomer, both monomers exhibit unfavorable geometries for this
localization. Hence, the symmetrical relaxation of both monomers
leading to a delocalized exciton represents the energetically most
stable situation for D2.

For our investigations on a larger cluster, we selected DIP
tetramers in which the monomers take the position of the crys-
tal structure as a first example. While the monomer positions
were taken from the experimental crystal structure (CCDC code
642482),91,92 the intra-monomer coordinates were determined by
full optimizations for the S0 and S1 states of the DIP monomer. As
for the PBI dimer, the intra-monomer geometries were varied by
changing the monomer structures linearly from R⃗(S0) to R⃗(S1). The
energy variations obtained for the four lowest electronic states of the
tetramer (T1–T4) as a function of varying monomer geometries are
collected in Fig. 10. The abscissa gives the distortion of the respective
monomers toward R⃗(S1). To simplify the abbreviations, we intro-
duce a different nomenclature for the tetramers. If all monomers are
equally distorted, the distortion is indicated only once. For example,
“1” denotes the structure in which all monomers are in the S1 geom-
etry, while “0.25” abbreviates the structure in which all monomers
are distorted to R⃗0.25 ([R⃗0.25; R⃗0.25; R⃗0.25; R⃗0.25] in dimer notation).
For differently distorted monomers, the abbreviation denotes which
one is distorted (Fig. 3). For the [0.5 0 0 0.5] monomer, 1 and 4
are distorted to R⃗0.5, while 1000 and 0001 abbreviate the clusters
in which monomer 1 or 4 adopts the S1 geometry. For the cluster
computations, these geometries have different energies because the
corresponding monomers are not transferred into each other by a
symmetry operation. Symmetrically equivalent are only monomers
1 and 2 as well as 3 and 4.

As expected, the global minimum of the tetramer ground state
T0 is obtained for “0.” Distortions of the monomers toward R⃗(S1)
increase the ground state energies. For example, for “0.25,” the
energy slightly increases by 0.05 eV, while an energy increase of
0.81 eV is obtained for “1.” For “1000,” the energy raises by 0.2 eV.
The minimum of the first electronically excited tetramer state T1 is
found for the structure “0001,” i.e., if monomer 4 (Fig. 3) adopts the
S1 geometry, while all other monomers remain in the ground state
geometry. The excitation energy with respect to the energy of the

FIG. 10. Energies of the four lowest excited states of the DIP tetramer (T1 in red,
T2 in blue, T3 in green, and T4 in purple) as a function of the monomer geometries
(for details see text). All energies are given with respect to the energy of the equi-
librium geometry of the ground state. ∗ indicates states with considerable oscillator
strengths. A full ∗ denotes fosc > 0.5, while an empty one gives fosc > 0.2.

equilibrium geometry of T0 (Eadi) is 2.46 eV, and the corresponding
value for “1000” is 2.50 eV. The computed PR values of 1.04 and 1.13
indicate that the unequal distortions lead to a nearly complete local-
ization of the exciton on the distorted monomer. If all monomers
are equally distorted by a quarter of the difference between S0 and S1
(“0.25”), Eadi increases to 2.55 eV. For a tetramer, PR varies between
4 (exciton delocalized over all 4 monomers) and 1 (exciton localized
on one monomer). For “0.25,” the PR value is 3.97. The PR value dif-
fers from 4 because not all monomers are symmetrically equivalent.
The comparison of the “1000,” “0001,” and “0.25” structures shows
that for the T1 state of the DIP tetramer, the localized structures are
about 0.1 eV lower in energy than the delocalized ones. The partially
localized structures “0.5 0.5 0 0” (Eadi = 2.58 eV) and “0.5 0 0.5 0”
(Eadi = 2.52 eV) are similar in energy to the delocalized structures
“0.25.” For “0.5 0 0.5 0,” we compute a PR value of 2.09, while 3.17
was computed for “0.5 0.5 0 0.” The difference arises because the
exciton is delocalized over two neighbors for “0.5 0 0.5 0” but not
for “0.5 0.5 0 0.” The structure “0.25” is slightly lower in energy than
“0.5” (Eadi = 2.59 eV). If the distortion increases to “0.75” and “1,” the
Eadi increases to 2.73 eV and 2.97 eV. In all cases, the PR values are
near to 4.

As for the PBI dimer, the T2 state of the DIP tetramer adopts
equally distorted structures. The same holds for the T3 and T4 states.
For the T2 state, the adiabatic excitation energies of the equally dis-
torted structure “0.25” and of the partially unequally distorted struc-
ture “0.5 0.5 0 0” are 2.61 eV. However, the corresponding PR values
are only around 2, indicating that for “0.25,” the exciton is not com-
pletely delocalized as found for the corresponding structure of the
T1 state. A closer inspection, indeed, showed that for the T2 state,
the exciton is only delocalized over the monomers 3 and 4. For T3,
it is delocalized over the monomers 1 and 2. Such a localization
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is possible because only 1 and 2 as well as 3 and 4 are symmetri-
cally equivalent. For T4, the exciton is again completely delocalized
for “0.25.” Note that the unit cell of the DIP crystal contains two
monomers, i.e., also for the crystal, not all monomers are identical.
The PR value computed for the “0.5 0.5 0 0” structure of the T2 is also
lower than the corresponding value obtained for T1. For T3 and T4,
the “0.25” structures represent the respective minima (2.67 eV and
2.85 eV). For the T3 state, this equally distorted structure lies about
0.2 eV below the “1000” or “0001” structures and still 0.1 eV below
the structures in which only two monomers are distorted. Even the
“0.5” structure is still lower than the unequally distorted structures.
For the T4 state, energy variations are smaller. The “1000” structure
is in the same energy range (Eadi = 2.88 eV) as the equally distorted
structure “0.25” (2.85 eV), while the partially unequally distorted
structures “0.5 0.5 0 0” and “0.5 0 0.5 0” lie slightly higher in energy
(Eadi = 2.93).

For the T1 state of the DIP tetramer, the unsymmetrical dis-
tortion is clearly favored over the symmetrical one, while for the D1
state of the PBI dimer, both structures were isoenergetic. This can be
explained by the couplings for the DIP tetramer, which are expected
to be smaller because the molecular planes of the monomers are
tilted with respect to each other. To check if differences in the elec-
tronic structure of both molecules also contribute, we performed
test computations for DIP dimers in which both monomers lie on
top of each other. Based on previous investigations of the minimum
structures of such dimers, we choose RL = 1.5 Å and RZ = 3.6 Å.93

For this dimer, the symmetrically distorted [R⃗0.5; R⃗0.5] structure
(Eadi = 2.47 eV) and unsymmetrically distorted [R⃗0.0; R⃗1.0] (Eadi
= 2.46 eV) are again virtually identical. The corresponding val-
ues for the PBI dimer with RL = 1.4 Å and RZ = 3.5 Å are
2.41 eV ([R⃗0.5; R⃗0.5]) and 2.35 eV [R⃗1.0; R⃗0.0], i.e., the variations
are similar. Other structures like [R⃗0.0; R⃗0.0] and [R⃗1.0; R⃗1.0] are
higher in energy for DIP (Eadi = 2.60 eV and 2.55 eV) and for
PBI (Eadi = 2.53 eV and 2.45 eV). In both dimers, symmetri-
cally distorted structures are favored with respect to unsymmet-
rical ones in the D2 state (DIP: [R⃗0.5; R⃗0.5] Eadi = 2.65 eV; [R⃗0.0;
R⃗1.0] Eadi = 2.75 eV; PBI: [R⃗0.5; R⃗0.5] Eadi = 2.51 eV; [R⃗0.0; R⃗1.0]
Eadi = 2.69 eV). This comparison indicates that the favored unsym-
metrically distorted monomers for the DIP tetramer mainly result
from the different orientations of monomers, while differences
between the electronic structure of DIP and PBI are of minor
importance.

Comparing the optimized geometries of the first excited states
of monomer, dimer, and tetramer, respectively, shows that the dis-
tortion relative to the ground state structure decreases. Taking the
factor of 1.0 for the difference found for the monomer, for PBI, DIP,
and the CO-dimer, the delocalized exciton leads to smaller distor-
tions of 0.7, 0.65, and about 0.5. For the DIP tetramer, the structure
in which each monomer is distorted by a factor of “0.25” is already
lower in energy than the “0.5” geometry. This trend indicates that
for the first excited states, the size of the photo-induced geome-
try distortions decreases with an increase in delocalization of the
exciton. Indeed, the trend is supported by test calculations for a clus-
ter consisting of 14 tetracene. In this system, the vertical excitation
energy (factor 0.0) is already lower than the excitation energy to the
geometry in which all monomers are equally distorted by a factor
of 1/14. Computations to investigate if this is a general trend are
under way.

CONCLUSIONS

In the first part of the present publication, we show that DFT-
based descriptions of vibrationally resolved absorption spectra of
perylene-based organic semiconductor monomers such as PBI, DIP,
and PDIR-CN2 are very accurate. The computations show that
photo-induced geometrical relaxation effects are quite important
and have to be included for an accurate description of the spec-
tra. The ZPE also contributes but is of minor influence. For solvent
effects, the non-equilibrium option is important. The most inten-
sive band mainly represents the 0–0 transition. Small errors in the
ratio of the intensities of the various bands indicate that the photo-
induced relaxation effects are slightly overestimated. The Franck–
Condon and harmonic approximations are essentially appropri-
ate, but the inclusion of temperature (hot bands) is in some case
significant.

The size of the photo-induced relaxation effects found for
monomers suggested that the inclusion of intra-monomer relaxation
effects is also important for the description of spectra of aggregates.
Our investigations of the PBI dimer, indeed, underline their impor-
tance. The D1 state shows the expected double well shape for larger
distances for which the coupling is weaker than the intra-monomer
relaxation. Therefore, the exciton localizes on one monomer. How-
ever, even in this situation, the D2 PES exhibits the harmonic form,
i.e., the exciton remains localized. The strong dependence on the
state under consideration results because the wavefunctions of both
states have to be orthogonal to each other for each geometry. For
the optimal distance between both monomers (RZ = 3.31 Å), the
coupling is sufficiently strong that the excitons remain mainly delo-
calized for the D1 as well as for D2 states, but the differences in the
shapes of both PES are obvious. Additionally, the optimal longitudi-
nal shifts (RL) of both states also differ. The results can be modeled
by the vibronic coupling, the Marcus theory or by pJT-effect. All
models represent a two-state system in which the eigenvalues are
determined by an interplay between energy difference of the diag-
onal elements and size of the outer-diagonal elements. The pJT is
closer to the physical nature of the effect. In the delocalized situation
for the dimer, both monomers adopt the same structures, which lie
somewhere between the S0 and S1 structures of the monomer. The
relaxation to a localized exciton is then induced by a force, which
drives one monomer toward the S1 geometry and the other toward
the S0 geometry. Obviously, this force leads to the antisymmetric
motion, which is also obtained from symmetry considerations. The
Marcus theory also allows for a description of these effects; however,
the underlying forces remain more abstract as only one coordinate
is considered.

For the DIP tetramer, the coupling strength is smaller so that
for the lowest electronically excited state T1, the localized structure
is the global minimum. In this structure, one monomer adopts the
equilibrium geometry of the S1 state of the monomer, while all other
monomers remain undisturbed. Structures in which all monomers
are equally distorted are more stable for the T2–T4 states. However,
even for these states, the amount of delocalization varies. For T2
and T3, the exciton is only delocalized over two monomers, while
it is completely delocalized for T4. This finding emphasizes that
intra-monomer relaxation effects strongly depend not only on the
ratio of intra-monomer relaxation and coupling but also on the
electronic state under consideration. Note that the photo-induced
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geometry distortions decrease if the exciton is delocalized over more
and more monomers. For dimers, the distortion is smaller by a
factor of 0.5–0.7 than the distortion found for the monomer. The
distortions shrink to about ¼ if the exciton is delocalized over a
tetramer.
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Chapter 2

Interface Effects in Perylene-Based
Organic Semiconductor Thin Films

This chapter expands the publications in chapter 1 to investigations of interfaces be-
tween DIP and PDIR-CN2 thin film systems. In an introductory section I will give
an overview covering the motivation for this research, the materials at hand and some
experimental results which were to be explained in the course of this work. This will
be followed by computational details which build on section 0.3. Afterwards I will
present the results and give a short discussion of implications for each key point before
I combine all important points in a separate discussion section. Concluding remarks
complete this chapter.

2.1 Introduction and Experimental Data

This chapter heavily focusses on the energetic position of excitations with CT character
in relation to local excitations. CT excitons are a central element in photovoltaics with
a strong influence on the device performance. [90;91] They are desirable as precursors
for the generation of free charge carriers but can also have negative effects and e.g.
channel geminate recombination. [92] For this reason, Hänselt et al. [2–4] investigated
different interface systems (compare figure 2.10) with TR-SHG spectroscopy; a method
which is especially sensitive to CT excitations as discussed in the following. These
experimental studies strongly indicate that the population of CT excited states is
only possible at very specific interface geometries (compare table 2.1). [3] Furthermore,
energy and polarization dependent effects were found and described, [2–4] but could not
be fully explained. Further investigations of the energetics of this interface systems
with emphasis on the CT character of the involved energetic levels were needed. In
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this work this is done with aggregate based TD-DFT calculations and transition density
matrix analysis (TDMA) as implemented in TheoDORE. [93;94] Interweaving these new
insights on energetic position and CT character of the involved excited states allowed
us to create an extended and more reliable illustration of the processes present in charge
generation in such organic semiconductor (OSC) interfaces.

2.2 Charge Transfer at Organic Interfaces

Efficient conversion of photoenergy via excited excitons to free charge carriers is a key
process in the utilization of renewable energy in photovoltaic devices. [90;95;96] In organic
semiconductor materials, this can be facilitated by fine tuning of the energetic position
of frontier orbitals of donor (D) and acceptor (A) molecules. [97;98] These orbitals are of
vital importance for the buildup of CT states at interfaces, which can then dissociate
and supply free energy carriers. [90;97] While the relative position of HOMO (D) and
LUMO (A) is important for the energetics of CT states and is often used to approximate
the latter, it is not the only factor which should be considered. [90;97–99] The excitation
energy (EE) required to populate a CT state at large internuclear distances (RDA) can
be approximated by [100]

EE = IP (D)− EA(A)− e2

RDA

. (2.1)

To further simplify this, the IP/EA is often approximated by the HOMO/LUMO which
follows the reasoning of Koopmans’ Theorem. From this equation it is obvious that
not only the molecular properties but also the intermolecular arrangement determines
the energetics of a CT state.
The correlation between interface geometries and the involvement of CT states in the
exciton dynamics after photoexcitation played an essential role in the work of Hänsel
et al. [2;3]. In the following I will give a short overview of employed materials, the
experimental methods and results of the aforementioned experimental work, before I
detail my computational work and its implications for the field.

2.2.1 Materials and Spectroscopic Methods

Thin films of DIP and PDIR-CN2 on sapphire substrates as prepared by Belova et
al. [101;102] form well defined structures. [102–107] Of particular interest here is the ten-
dency of DIP to form two different phases depending on the deposition structure.
While at high temperatures all molecules take up a standing configuration (long axis
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approximately perpendicular to the surface, σ-phase) [103], a second phase arises by de-
position at lower temperatures. This second configuration is denoted λ-phase and has
a similar unit cell to the σ-phase but with the long axis parallel to the surface. [104;105] In
the case of PDIR-CN2 different temperature-dependent phases were also found, but all
experiments discussed here were done in the range of the RT phase of PDIR-CN2. [102]

Nevertheless, PDIR-CN2 thin films are less uniform than those of DIP with especially
the first layers on a non-interacting substrate exhibiting significant disorder. [102] Atomic
force microscope (AFM) measurements of PDIR-CN2 on DIP indicate that PDIR-CN2

is more ordered in this case and partly adopts the structure of the underlying DIP
film. [101] Experiments by Hänsel et al. [2–4] were done with a technique called TR-SHG
which is especially sensitive to interfaces and CT excitations. Since SHG, as a second
order non-linear property, is forbidden in centrosymmetric media, it is extremely well
suited to study disturbances of the electronic structure of a material. [108–110]A static
electric field can greatly enhance this effect. It can be induced by the separation of
charges at the interface which happens when a CT state is populated. This is called
EFISH generation [111–113] and is of great importance for the experiments on prospec-
tive photovoltaic materials. [3] The interface combinations investigated by Hänsel et
al. [3] consist of (a) DIPRT on PDIR-CN2 on sapphire, (b) PDIR-CN2 on DIPRT on
sapphire and (c) PDIR-CN2 on DIPLT on sapphire. The subscript of DIP indicates the
temperature at which it was deposited, where RT is room temperature and LT refers to
a temperature of 220±10K. RT produces the aforementioned high-temperature phase
of DIP, LT the low-temperature phase with lying (σ-phase) domains. [3] Since the long
axis of PDIR-CN2 in the thin films is aligned rather vertically with respect to the sur-
face/interface, interface compositions with DIPRT lead to an edge-on configuration in
between layers and compounds. DIP deposited at lower temperature however allows
for domains where the perylene planes of DIP and PDIR-CN2 are facing each other at
a smaller angle. Some of the main features of the TR-SHG measurements on the inter-
face structures could be attributed to its distinct components as discussed in chapter
1. The remaining ones (compare table 2.1) indicate an interaction of the layers and
will be discussed in combination with the computational results of this chapter.
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Table 2.1: Summary of the main features of the TR-SHG measurements on the
interface structures which cannot be explained by the exciton dynamics in the sole
films. All data is reproduced from the thesis of Marc Hänsel. [3]

enhancement of the
main signal (p-pol.)

excited state decay
(p-pol.)

ultra-short
feature (s-pol.)

DIPRT :
PDIR-CN2

- - -

PDIR-CN2:
DIPRT

-

Excited state decay
at long times (>

500 ps) mirrors the
behaviour of DIP but

not PDIR-CN2.

-

PDIR-CN2:
DIPLT

Enhancement
depends on the
energy of the

pump-pulse:
2.25 eV: doubled
2.14 eV: +50%
2.03 eV: no effect

Excited state decay
at long times (>

500 ps) mirrors the
behaviour of DIP but

not PDIR-CN2.

Visible for a
pump energy of

2.25 eV.

2.3 Computational Details

To create a guess for the configuration at the interface, several layers of crystal struc-
tures for both materials were extracted. The crystallographic data was obtained from
the Crystallographic Data Centre (CCDC) [114] via www.ccdc.cam.ac.uk/structures/
with the CCDC code 642482 for DIP and 982087 for PDIR-CN2. The DIP layers were
then moved with respect to PDIR-CN2 in x-, y- and z-direction and additionally ro-
tated around the z-axis as sketched figure 2.1 to find the most stable relative position
by use of the OPLSAA force field within our programm package CAST [115]. For the
lying domains as found in interfaces with DIPLT , the DIP layers were additionally ro-
tated by 90° around the x-axis. From the most stable configuration, aggregates (dimers
and tetramers) were selected manually and replaced by optimized monomers. The op-
timization was done using ωB97X-D3/def2-TZVP in ORCA 4.2 without environment.
For PDIR-CN2 we cut the alkyl-chains and replaced them with methyl-groups to make
computations less costly. The validity of this approach is discussed in reference [4] .
Furthermore, the perylencore of PDIR-CN2 was restricted to be flat, as this is the case
in the crystal environment. In a full vacuum optimization, PDIR-CN2 is twisted about
4° as is also discussed in reference [4] . To investigate stabilization of Frenkel and CT
excited states by relaxation we used an approach as in reference [85] , were the ground

www.ccdc.cam.ac.uk/structures/
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Figure 2.1: Extracts of the crystal structures of DIP and PDIR-CN2 with the axes
along which the DIP aggregate is moved to find the most stable position with respect
to the PDIR-CN2 layer.

state optimized monomers are replaced by partly or fully relaxed S1, anionic or cationic
geometries.

Excited state calculations were performed on these model aggregates. Tetramers
were preferred to include both the interactions in the respective layers and the interac-
tions at the interface (compare figure 2.2). The limiting case of high-disorder regions
was also investigated by a fully optimized heterodimer, which consists of one DIP and
one PDIR-CN2 molecule. An even description of Frenkel- and CT-excitations poses a
challenge for TD-DFT calculations but can be achieved by range-separated (RS) hybrid
functionals, as discussed in chapter0.3. To this end we employed an IP-tuned version of
ωB97X-D3 [67] in combination with the def2-SVP [116] basis set if not denoted otherwise.
IP tuning, as formulated by Stein et al. [69] employs the fact that in exact Kohn-Sham
theory the energy of the highest occupied molecular orbital (HOMO) is equal to the
inverse of the ionization potential. Depending on the definition of the "system" the
tuning procedure can be done for the monomers, or for the full aggregates [59]. In this
work we used both, optimal values are listed in table 2.2.
The choice of functional is in line with our work on the pure thin film systems [4]. The
differences stemming from the tuning procedure, choice of basis set and description
of the environment are shortly discussed in the following section. Calculations were
done in ORCA 4.2 and 5.0.0 [56;74;78] as well as in QChem 5.3 [57]. To account for the
screening effects of the environment, the conductor-like polarizable continuum model
(C-PCM) [117] with a static and optical dielectric constant (ε = εinf = 3) suitable for
an organic semiconductor system was employed. The CT character of excitations was
determined by TDMA employing TheoDORE2.4. [93;94]
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Table 2.2: Optimal values for the range-separation factor ω for different systems.

σc (model)a 0.12
σc (full) 0.12

λb (model)a 0.11
λb (full) 0.10

DIP monomer 0.14
DIP tetramer 0.09

PDIR-CNb
2 monomer (model)a 0.14

PDIR-CNb
2 monomer (full) 0.13

PDIR-CNb
2 tetramer (full) 0.08

aIf not denoted otherwise, we used a model system for PDIR-CN2 throughout this
work for all energy calculations, were the alkylchain was cut and replaced by a
methylgroup. This does not influence the excitation behaviour as was verified in
former works [4]. bAs described in the Computational Details part of the SI,
PDIR-CN2 had to be kept flat during the optimization to mimic the crystal
environment.
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Figure 2.2: Chosen tetramers to model the interface with DIP in standing-up
(σ) and lying (λ) configuration. σ-geometries are found in bilayer systems consist-
ing of DIPRT :PDIR-CN2 and DIPLT :PDIR-CN2. λ only in DIPLT :PDIR-CN2. DIP
monomers are highlighted in red, PDIR-CN2 in blue. Grey molecules are included to
display the surroundings in crystal layers.
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2.4 Results and Implications

2.4.1 Benchmark of Calculated Excitation Energies in Compar-

ison to Pure Thin Film Absorption Spectra

In reference [4] (called Paper I in the following) we assigned the thin film absorption
spectra using tetramers cut from the crystal structure and replaced the monomers with
optimized monomer structures in a point-charge model of the environment. Excited
states were calculated using ωB97X-D/cc-pVDZ. This could be done quite confidently
for low-lying states which are important for the following investigations. We observed
an overall, consistent shift between theory and experiment, though. The charge envi-
ronment had almost no effect on the position of the excited states in the pure film, but
greatly influenced the position of CT states in this work which we deemed unphysical.
Therefore a different approach was adopted for the investigation of interface effects.

Table 2.3: Assignment of features of the absorption spectra of the DIP thin film to
vertical excitations calculated on tetramers. Energies are given in eV, followed by the
oscillator strength (f).

state exp. [4] Paper I [4] this workb
S1 2.25 (first peak) 2.63/0.00a 2.38/0.00a
S2 2.70/0.00 2.44/0.00
S3 2.73/0.00 2.52/0.00
S4 2.94/2.33 2.52/0.00
...
S10 2.48 (second peak) 2.63/0.69

a: The oscillator strength becomes non-zero for this state as soon as the system is
slightly disordered. [4] b: ωB97X-D/def2-SVP/ω=0.09

Table 2.4: Assignment of features of the absorption spectra of the PDIR-CN2 thin
film to vertical excitations calculated on tetramers of full PDIR-CN2 monomers with
a flat perylene core. Energies are given in eV, followed by the oscillator strength (f).

state exp. [4] Paper I [4] this worka
S1 2.57/0.00 2.09/0.00
S2 2.16 (first peak) 2.66/2.97 2.22/2.70
S3 2.30 (second peak) 2.70/0.10 2.27/0.00
S4 2.30 (second peak) 2.71/0.00 2.27/0.35

a: ωB97X-D/def2-SVP/ω=0.09

In the course of this work we also recalculated the excitation energies for the pure
aggregates. We used a version of ωB97X-D/def2-SVP which is IP-tuned to the respec-
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tive tetramers and simulated the environment with C-PCM. While the old calculations
overestimated the excitation energies by up to 0.4-0.5 eV this is reduced in the new
approach to less than 0.15 eV. The remaining difference between theory and experi-
ment can be either attributed to relaxation effects as discussed in reference [85] which
amount to 0.16 eV for DIP or to the limited size of the aggregate (amounts to about
0.1 eV in DIP) [4]. Investigations of the same fashion on PDIR-CN2 were not feasible
since it is not known if and how much its perylene-core and the alkyl-chains can relax
in a crystalline environment. Furthermore ZINDO(S) as employed for the calculations
on bigger aggregates of DIP did not produce reliable results for PDIR-CN2. [4]
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2.4.2 Interface Calculations

All calculations in this chapter are done on the tetramers in figure 2.2 or a fully opti-
mized DIP:PDIR-CN2 (ωB97X-D3/def2-SVP) dimer.

Figure 2.3: Excited states calculated
(ωB97X-D3/def2-SVP) on the tetramer
structures defined in figure 2.2 with
PDIMe-CN2. The colors indicate the char-
acter of the excited state.

Necessity for IP tuning. Applica-
tion of the standard DFT approach,
yielded no low-lying CT states at
all (compare figure 2.3).
Additionally, the lowest vertical excita-
tion energy of any state on any structure
lies above 2.7 eV for this method. The ex-
periments were done with pump energies
of 2.03 to 2.25 eV. While a shift of 0.4-
0.5 eV might be explained by aggregate
and relaxation effects, [4] the observed de-
viation of > 0.7 eV and the absence of the
experimentally found CT states indicate
fundamental problems with this method.

IP tuning is a promising approach to
balance the description of CT and lo-
cal excitations. [59;69] The results in vac-
uum with the range-separation factor ob-
tained from IP-tuning on the monomers
(ω=0.14) are pictured in figure 2.4. This
allows for an energetic comparison be-
tween aggregates. In this description, CT
states are stabilized for λ structures as

expected from the experiments. Additionally, local excitation (LE) states are shifted
towards the correct energetic range, albeit still being too high in energy. However, σc
shows CT character in its lowest excited state, which does not mirror the differences
between σ and λ structures in the experiments (table 2.1). [3] This indicates that more
environmental effects need to be taken into account.
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Figure 2.4: Excited states calcu-
lated (ωB97X-D3/def2-SVP/ω=0.14) on
the tetramer structures defined in figure 2.2
with PDIMe-CN2. The colors indicate the
character of the excited state.

Effect of C-PCM. Figure 2.5 shows
the effect of a polarizable environment
on the excitation energies. Frenkel ex-
citations, especially those with high os-
cillator strengths, are stabilized in a
polarizable environment as observed by
Bellinger et al. [87;118] The destabilization
of CT states with spatially separated
donor and acceptor moieties was rather
unexpected. However, it persisted in
the C-PCM implementations of all big
program packages (ORCA 5.0.0, QChem
5.3, Gaussian16_A) with a destabiliza-
tion of the lowest CT excitation by 0.25-
0.30 eV (compare table 2.5). This ef-
fect might be due to the inability of the
fast share of the solvation to screen the
strong polarization of the CT. Pertur-
bational state-specific corrections (ptSS)
to the excitation energies as implemented
in QChem 5.3 diminish the effect of C-
PCM on local excitations but show no
effect at all on the CT states. This
might be due to the very strong change in density from ground to excited
state which might exceed the limits of an perturbational approach. In a bench-
mark on different additions to zeroth order solvation, Mewes et al. also ad-
vised against the use of the ptSS approach with spatially extended CT states. [119]

Therefore, the default non-equilibrium solvation model is used in this study.
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Table 2.5: Effect of C-PCM models on the lowest local and CT excitation
in DIP:PDIR-CN2 tetramers. The calulcations were done with ωB97X-D/def2-
SVP/ω=0.14 in Gaussian16_A and with ωB97X-D3/def2-SVP/ω=0.14 in ORCA 5.0.0
and QChem 5.3 in vacuum, C-PCM as implemented for vertical excitations and C-PCM
with perturbational state-specific corrections (ptSS).

ORCA 5.0.0 Gaussian16_A QChem 5.3
vac. C-PCM vac. C-PCM vac. C-PCM C-PCM ptSS

CT1 2.66 2.93 2.70 2.98 2.66 2.93 2.93
LE1 2.61 2.45 2.63 2.48 -a 2.47 2.62

a: The TD-DFT implementation in QChem heavily relies on a HOMO-LUMO guess
which tends to miss low-lying Frenkel states if not enough excited states are
calculated for a big system.

Figure 2.5: Excited states calculated
(ωB97X-D3/def2-SVP/ω=0.14/vac.
or C-PCM) on tetramer structures
defined in figure 2.2 with PDIMe-CN2.
The ground state is shifted to the
minimum of the respective method.

Effect of structural relaxation. From the
tetramers in 2.4 the most stable geometries
(σc for the standing up configuration and λb

for areas which exhibit lying DIP domains in
DIPLT ) were chosen for further investigations.
In addition to vertical excitations we aimed
to investigate relaxation effects as presented
in reference [85]. This is particularly inter-
esting for interface effects, since relaxations
might have distinct influences on Frenkel and
CT states. We approximated relaxations of
the tetramer by employing the geometries of
the relaxed monomers (S0 to S1 for Frenkel ex-
citations and S0 to cation/anion for CT ones).
From all possible combinations we chose the
ones with the lowest state for each category
(CT, Frenkel on DIP, Frenkel on PDIR-CN2)
as the best approximation for further discus-
sion. The chosen arrangements are marked
with arrows in figure 2.6 and 2.7.

The calculations on σ-tetramers in a po-
larizable environment are dominated by low-

lying Frenkel excitations for both the relaxed and unrelaxed monomers (compare figures
2.5 and 2.6). Even in the geometry which best approximates the relaxed CT state (or-
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Figure 2.6: Overview over all possible relaxations in the σc tetramer with PDIME-
CN2 in our chosen framework. Calculations are done with ωB97X-D/def2-SVP/C-PCM
and ω=0.14 as obtained from the tuning of monomers for a first screening. Approxima-
tions to the relaxation to a CT state were build by replacing DIP monomers with the
optimized structures for cations, PDIR-CN2 monomers with anions. Relaxed Frenkel
geometries were approximated by the use of S1 optimized monomers. The nomencla-
ture shows the geometry of each monomer (D for DIP and P for PDIR-CN2) by an
added number or sign. "0" signifies a monomer S0 geometry, "1" S1 and fractions
for interpolated geometries in between S0 and S1

[85]. Analogously, "+" represents a
cationic geometry, "-" an anionic geometry. If only one number is given, all monomers
(of this category) are of the same geometry. In the first column all monomers are in
S0 geometry.

ange arrow, figure 2.6), the CT state is still ≈0.3 eV above the lowest Frenkel excitation
at this geometry.

In calculations on the λ-tetramers however, the lowest excitation on a CT geometry
shows full CT character (orange arrow, figure 2.7). It is obvious that the relaxation of
monomers has a strong influence on the position of the states. In the next paragraph
additional effects of the aggregate as opposed to monomer effects shall be taken into
account.
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Figure 2.7: Overview over all possible relaxations in the λb tetramer with PDIMe-CN2

in our chosen framework. Calculations are done with ωB97X-D/def2-SVP/C-PCM and
ω=0.14 as obtained from the tuning of monomers for a first screening. Approxima-
tions to the relaxation to a CT state were build by replacing DIP monomers with the
optimized structures for cations, PDIR-CN2 monomers with anions. Relaxed Frenkel
geometries were approximated by the use of S1 optimized monomers. The nomencla-
ture shows the geometry of each monomer (D for DIP and P for PDIR-CN2) by an
added number or sign. "0" signifies a monomer S0 geometry, "1" S1 and fractions
for interpolated geometries in between S0 and S1

[85]. Analogously, "+" represents a
cationic geometry, "-" an anionic geometry. If only one number is given, all monomers
(of this category) are of the same geometry. In the first column all monomers are in
S0 geometry.
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Monomer- vs. aggregate-based tuning. Several studies report the importance
of tuning to the correct aggregate. [58;59;120] This is sensible due to the delocalization
and stabilization of the frontier orbitals induced by aggregate effects. Therefore, the
most stable tetramers were consulted once more and the functional was tuned to these
aggregates separately. Results are listed in table 2.2. These results follow an observed
trend, which indicates that bigger systems result in a lower ideal RS parameter. Since
ω is reciprocal in the spatial space, this is intuitive. Additionally, smaller ω values tend
to stabilize all electronic excited states, with a stronger effect on CT excitations.
With these new tuning factors, the main relaxations found in figures 2.6 and 2.7 were
reevaluated (see figure 2.8). The trend observed for σc in figure 2.6 is affirmed, although
the difference between the lowest Frenkel and the first CT state is slightly lowered as
expected. For λb the new tuning factor is even smaller than for σc regardless of the
bigger spatial extension of σc. This could be due to the higher interaction in between
layers in λb and results in a bigger change in tuning factors (compare figures 2.7 and
2.8b). CT states are the lowest for each investigated relaxed geometry. While the re-
laxation to DIP and PDIR-CN2 S1 geometries stabilizes local excitations in comparison
to CT excitations, this effect is not strong enough to reduce the CT character of the
lowest excited state in this tetramer.
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(a) Excited states calculated (ωB97X-D3/
def2-SVP/ω=0.12/C-PCM) for σc.
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(b) Excited states calculated (ωB97X-D3/
def2-SVP/ω=0.11 (ω=0.10 for full alkyl-
chains)/C-PCM) for λb.

Figure 2.8: The first column (σc/λb (alkyl)) presents calculations on the tetramer with
full alkyl-chains. The following ones are based on our usual model system. Columns
3-5 show the best approximations (compare figures 2.6 and 2.7) to the relaxation to
a CT (σc/λb (CT)), local DIP (σc/λb (DIP, LE)) and local PDIR-CN2 (σc/λb (PDIR-
CN2, LE)) state. These states are approximated by relaxation of the monomers to S1,
anion or cation geometry while the positions in the crystal are kept frozen. The colours
indicate the character of the excited state.

Effect of the omission of the alkyl-chain of PDIR-CN2. It is also of interest to
reinvestigate the impact of replacing the alkyl-chain in PDIR-CN2 by a methyl group.
The validity was already discussed in the SI of reference [4]. But in that publication,
the environment was not mimicked by C-PCM and there was no focus on CT excita-
tions. The main uncertainty might be induced by the change in the cavity of C-PCM
when the alkyl-chains are cut.
For this reason, σc and λb were built with the full PDIR-CN2 monomer. In the monomer
optimization of PDIR-CN2 the dihedrals were restricted to those from the crystal struc-
ture to adopt the flat perylene core and the orientation of the alkyl-chains in the crystal.
Both properties are subject to aggregate effects in the thin films. It was however impor-
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tant to relax the angles of the nitrile (CN) substituents which were only approximated
in the crystal structures and have a pronounced effect on the energetics1 of the molecule.

Figure 2.9: Excited states calculated
(ωB97X-D3/def2-SVP/ω=0.14/C-PCM)
on a fully optimized DIP (red):PDIMe-CN2

(blue) dimer.

Figure 2.8 shows a very slight differ-
ence in the individual excitation energies
but no impact on the observed trends.
The stabilization of CT excitation by
<0.2 eV is the biggest observed effect,
but probably has to be attributed to the
change in optimal RS factor than to the
change in structure. It is not feasible
to recreate the relaxed structures with
full alkyl-chains since the degree of relax-
ation which can be accessed by those sub-
stituents is highly uncertain.

Effects of highly disordered regions.
Following the assumption that interfaces
of thin films might exhibit regions were
layers consist of both materials, it is
reasonable to expect regions were DIP
and PDIR-CN2 are positioned face-to-
face. These aggregates are modelled by
a full optimization of a heterodimer with
ωB97X-D3/def2-SVP in vaccuum start-
ing from a stacked position. This results
in a stacked but slightly twisted position

as pictured in figure 2.9 with a distance of 3.4Å in between the flat perylene structures.
This face-to-face structure highly stabilizes the CT state in comparison to the edge-on
structures of an idealized interface.

1The ground state of the structure with constrained CN groups lies 0.3Hartree above the ground
state of the structure which was used in this work. The limitations of the resolution in crystallography
were discussed with Katharina Broch (then Universität Tübingen) who advised against the use of the
high-energy structure.
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2.5 Discussion

Zusammenfassung Grafiken

77

(a) DIP auf PDIR-CN2: keine Wechselwirkung, PDIR-CN2 mit
zusätzlicher Unordnung in den ersten Schichten zeigt schnellere
Zerfallszeit als DIP.

(b) PDIR-CN2 auf DIPRT: keine makroskopisch sichtbare
Wechselwirkung; aber schnellere Zerfallszeit von PDIR-CN2 fehlt
im Signal, da ungeordnete Schichten fehlen/Adaption der
geordneteren DIP Struktur stattfindet. Konzentration von
Terassengrenzen eher gering, sonst wäre CT Signal sichtbar.

(c) PDIR-CN2 auf DIPLT: Aufgrund liegender DIP Domänen größere
Konzentration (im Vergleich zu System (b)) von populierbaren,
tiefliegenden CT-Zuständen möglich. Schnellere Zerfallszeit von
PDIR-CN2 nicht vorhanden, da ungeordnete Schichten
fehlen/Adaption der geordneteren DIP Struktur stattfindet.

Figure 2.10: Conceptualized
sketches of interface structures
(DIP:PDIR-CN2) as used in the
experiments by Hänsel et al. [3]

In calculations on the σ-tetramers, the strong
edge-on inter-monomer geometries (compare fig-
ure 2.10(top, middle)) inhibit stabilization of CT
states below Frenkel excitations for both the re-
laxed and unrelaxed monomers (compare figures
2.8a and 2.6). Even in an aggregate which best
approximates the relaxed CT geometry (third col-
umn figure 2.8a), the CT state lies ≈0.2 eV above
the lowest Frenkel excitation at this geometry.
This is in line with the TR-SHG measurements
on PDIR-CN2:DIPRT which show no EFISH ef-
fect and therefore no indication for the population
of CT states at the interface. [3]

For structures with DIPLT as approximated by the
λ tetramers, the first excited state has pronounced
CT character for relaxed and unrelaxed monomers
(figure 2.8b). These states can be populated if the

interface is reached by the excitons and therefore greatly enhance the signal for PDIR-
CN2:DIPLT bilayers as pictured in figure 2.10(bottom), Hänsel reports a stark energy
dependence of the EFISH signal as reproduced in table 2.1. This can be explained by
closer inspection of the energy levels and used pump energies. In the single layers, the
pump pulse with a wavelength of 610 nm can only populate trap states [4]. Excitons can
therefore not reach the interface. Directly at the interface population of CT states at
favourable configurations would be energetically possible. The position of the lowest
CT state in the full λ-tetramer is calculated at 2.05 eV while experimental excitation
takes place at 610 nm (2.14 eV). However, those CT excitations are dark and cannot
be directly populated. This explains the absence of an increased signal at 610 nm.
With an excitation energy of 580 nm regular states in PDIR-CN2

[4] can be populated
and those excitons can therefore reach the interface. There, CT states can be popu-
lated as long as DIP exhibits its lying configuration (λ tetramers). In the DIP layer
itself only low-lying trap states can be populated [4]. Excitation with a pump pulse of
550 nm results in the strongest signal experimentally. [3] At 2.25 eV states in DIP can
be populated from which exciton diffusion towards the interface is possible. This is
probably more efficient than the diffusion process in PDIR-CN2 due to the lying stacks
in DIPLT . These have a bigger π − π overlap perpendicular to the interface and can
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therefore direct the excitons towards the interface. The bigger impact of excitons dif-
fusing towards the interface in comparison to directly populated in CT states is also
assumed to induce the ultra-short feature parallel to the interface (see table 2.1)). This
signal presumably shows the build-up of CT states and is only visible for excitations
with pump-pulses of 550 nm.
Experimentally, a difference in the long excited state decay times depending on the
stacking order of the layers was found (table 2.1). [3] While the decay of the signal in
DIP on PDIR-CN2 on sapphire (figure 2.10(top)) can be mirrored by a superposition of
the signals in pure DIP and PDIR-CN2, it was dominated by the decay time found in
DIP in the other structures (figure 2.10(middle, bottom)). [3] Since the stacking order
does not influence the calculations at all, it has to have a structural influence which
was not yet considered. Belova et al. reported that the upper layer in DIP:PDIR-CN2

tends to adapt the structure of the underlying one. [101] She also detected increased
disorder in the first layers of PDIR-CN2 deposited on silicon oxide. [102] In reference [4]
we attributed the faster decay time of PDIR-CN2 in comparison to DIP at least partly
to its higher degree of disorder. The combination of these results suggests that the
absence of the faster decay time of PDIR-CN2 when stacked on top of DIP layers is
due to a more ordered structure of the first PDIR-CN2 (compare figure 2.10).

Measurements by Belova et al. [101] also indicated that DIP exhibits a certain rough-
ness which could result in terrace structures and therefore mixed layers (figure 2.10(mid-
dle, bottom)). These impurities where PDIR-CN2 and DIP can arrange quite freely,
were modelled by the calculations on a fully optimized dimer (figure 2.9). In this case
the population of low-lying CT states should always be possible at every pump-pulse
energy and result in an enhancement of the SHG signal. The absence of this signal
at lower energies in PDIR-CN2:DIPLT could be due to the inability of the excitons to
reach these positions as discussed before. However, there is also no signal in PDIR-
CN2:DIPRT bilayers at excitation with 550 nm pump pulses. These should be able to
populate Frenkel states in all regions of DIP and PDIR-CN2 and allow for the diffusion
to face-to-face geometries. The missing signals indicates that such terrace geometries
are either rather rare, or do not allow for such an optimal arrangement as assumed in
the calculations.
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2.6 Conclusion

Aggregate based DFT calculations were employed to investigate the position and char-
acter of excited states at DIP:PDIR-CN2 interfaces. IP tuning of the functional im-
proved the results and allowed for a comparison to experimental (absorption and TR-
SHG) results. The investigation of multiple different model systems allowed for dif-
ferentiation between processes in the thin film structures. Reasons for the changes in
signals were found and the dependency of the energetic position of CT excitations on
structural factors was quantified. The incorporation of lying DIP structures (as exper-
imentally found in DIPLT ) [2–4] stabilizes CT excitations below the lowest local excited
states. This explains the enhancement of the TR-SHG signal. The dependence of the
signal on excitation energies [3], was attributed to the energetic position of Frenkel ex-
citations. These are too high in energy to be populated by the pump-pulse of 610 nm if
ordered aggregates are investigated. [4] Using the same aggregates, only PDIR-CN2 can
be excited at 580 nm and both materials at 550 nm. Trap states are not included in
this description. If populated, these would not allow for diffusion to the interface. This
explains the absence of signal enhancement at 610 nm and the increase of the signal
with the energy of the pump-pulse.



Chapter 3

Excitations in mixed Donor-Acceptor
systems for TADF OLEDs

The results of this chapter are part of a collaboration with Jeannine Grüne and Andreas
Sperlich, who did corresponding experiments while all quantum chemical calculations
were done by myself. Whenever experimental data was used to reason it is labelled
and referenced. This chapter starts with an introduction to the topic and present key
points of the aforementioned experiments. I will then expand on the computational
methods used in this work, building on chapter 0.3. The computational results are
divided according to the investigated pure components and their combinations and are
complemented by a short discussion of their implications. The discussion is expanded
in the following section in which all sides of the story are interwoven. Concluding
remarks complete the chapter.

3.1 Introduction

Statistics from 2011 indicate that one third of electricity was utilized in the field of light-
ing. [121] Efficiency could be improved by the use of surface lighting techniques such as
light-emitting diode (LED) in comparison to incandescent bulbs. [121] OLEDs promise
additional improvements regarding sustainability. [121] What remains is the intrinsic,
efficiency-limiting problem of LEDs which is rooted in spin statistics. In average only
25% of charge carriers populate singlet states. The remaining 75% end up in three de-
generate triplet states. In a standard application, only the singlet states contribute to
luminescence. It is therefore of great interest to utilize charge carriers (initially) popu-
lating triplets. Strategies to this end include the utilization of phosphorescence [122] and
triplet-triplet annihilation (TTA) [123;124]. Phosphorescence however needs an emitter

73
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which exhibits significant SOC. [125;126] This is mostly found for components including
heavy atoms, which makes those materials both expensive and less sustainable. The
downside of TTA is that even when the energetic levels are perfectly aligned the highest
theoretical quantum efficiency is 62.5%, since two populated triplet states amount to
only one singlet. [127] A third option which has neither of the aforementioned drawbacks
is called TADF. [128–130] In systems where the populated triplet state lies almost degen-
erate to an emissive singlet one, a thermally-induced transition can be possible. [128–130]

This allows theoretically for a 100% quantum efficiency.
A closer inspection of the approximated TADF rate [122]

k(TADF ) ∝
∑
n

〈Tn|HSOC |S1〉
∆ES1−Tn

(3.1)

serves as a reminder that we cannot ignore SOC, since a symmetry forbidden transition
just like in phosphorescence is utilized. [125;126] Contrary to phosphorescence, the energy
difference in question is the much smaller one between S1 and Tn (∆ES1−Tn) instead of
∆ES0−T1 . ∆ES1−Tn in efficient TADF emitters is usually below 0.2 eV; in systems where
donor (D) and acceptor (A) are located at different molecules, it is reduced to several
meV. [127] This allows for a reasonable TADF rate even in purely organic systems with
a small (but non-zero) 〈Tn|HSOC |S1〉 element. [129;130]

It is possible to utilize multiple triplet states Tn to ease the passage from the initially
populated triplet to emissive singlet or to open an additional pathway. [131–133] The
following discussion however focuses on the T1 → S1 transition to sketch the dominating
challenges in the design of TADF emitters: Assuming that S1 and T1 are based on the
same orbital transitions, ∆ES1−T1 amounts to two times the exchange energy (J). [127;134]

J is exponentially dependent on the distance of the involved wavefunctions. [127;135–137] It
is therefore especially small for CT excitations. [127;134] This can be achieved by including
electron-withdrawing and donating moieties in the emitter. [138] The separation of the
moieties can be enhanced by twists within the molecules. [10;139] Another strategy is to
use a blend of distinct donor- and acceptor- molecules, which results in strong exciplex
character and extremely small ∆ES1−T1 values. [140] The drawback of the latter and
generally of materials with extremely pure and isolated CT states are however two-
fold. Firstly, El-Sayed’s rule states that ISC occurs more readily when the transition
in question "involves a change in orbital type". [141] This is due to a strengthening of
the SOC element by orbital motion. [142] If both S1 and T1 are pure CT states, no such
change in orbital type is present. The second problem arises from the CT character
of S1 which results in a low transition dipole moment to a (neutral) singlet ground
state. [127] Both issues can be circumnavigated by a fine tuning of close-lying excitations.
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The former might be lifted by either mixing with local triplets (although this can also
result in a higher non-radiative decay rate) [143] or made obsolete by an energy gap small
enough to enable a hyperfine interaction (HFI) induced transition. [144;145] The latter
can be diminished by delocalized frontier orbitals [127] or the absence of loss channels [146]

which leaves fluorescence as the only option of deactivation even at slow rates.

3.2 Experimental Background

The experiments of Grüne et al. [5;14;147] focus on two donor-acceptor systems. Namely
m-MTDATA(D):3TPYMB(A) and m-MTDATA(D):BPhen(A); the monomers are pic-
tured in figure 3.1. Both systems can be utilized as TADF emitters for OLEDs. In this
section I give some details on the investigated systems and the methods employed by
the experimentalists.

Figure 3.1: Chemical structures of 3TPYMB (left), BPhen (middle) and m-MTDATA
(right).

3.2.1 Materials

The D:A system m-MTDATA:3TPYMB is widely researched for its property as an
exciplex TADF emitter. [5;6;130;140;143;148] m-MTDATA:BPhen also clearly shows exci-
plex emission including a TADF signature. [7;140;149] Initial PLDMR studies [6] and the
position of the molecular triplet of BPhen [149;150] as calculated from phosphorescence
spectroscopy [151] indicate additional pathways in the latter combination which makes
it interesting for further investigations. [7]

The emitting layer in the OLED devices used by Grüne et al. consists of thin film of
the blend of materials deposited in a vacuum chamber for thermal evaporation. [5] Ad-
ditionally, photo-luminescence experiments were done on spin-coated films on glass. [5]
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3.2.2 Spectroscopic Methods

The experimentalists working on this project combine insights of several spectroscopic
methods to create a dense net of information. As a starting point serve absorption
and emission spectra, which are easily detectable and can be used to verify the com-
putational ansatz. At the heart of the project are transient optically detected mag-
netic resonance (trODMR) measurements, more detailed PLDMR and ELDMR. These
methods use microwave pulses of milliseconds to create time-dependent spectra. [14] The
spectra mirror of the fingerprints caused by triplets and their involvement in the mech-
anisms in OLEDs and OPVs. [14;152] trODMR spectra and the resulting conclusions
were complemented by trEPR measurements. This is a superior combination of exper-
iments since trODMR can probe all spin-carrying excited states which participate in
luminescence with the increased sensitivity inherent to optical detection. [14] trEPR on
the other hand, gives additional information about states not directly involved in the
process leading to luminescence. [16] The latter method is however not as sensitive to
short-lived photoexcitations. [14;15] trODMR is also advantageous in the entangling of
superimposed signals and allows for the detection of CT states with spatially strongly
separated electron and hole which results in a negligible value for the zero-field splitting
(D). [14;17;152]

3.3 Computational Details

All DFT calculations in this work were conducted using the ORCA program package
(v.4.2 and 5.0.0). [78;153] Geometries were optimized with ωB97X-D3/def2-SVP [67;116]

in its original form if not denoted otherwise. For optimization of bigger aggregates,
GFN2-xTB as implemented for use in ORCA 4.2 was employed. [154] Energies for ground
and excited states were calculated with an optimally tuned version of this functional,
following the approach as proposed by Stein, Kronik et al. [69] This allows for a more
balanced description of local and charge-transfer (CT) excitations. For details on the
tuning process see chapter 0.3. For the vertical calculation of triplet and singlet excita-
tion energies, the TDA [35] was added, whenever a comparison in-between multiplicities
was conducted. Additionally, SOCs [83] and zero-field splitting parameters D and D/E
values [155] were calculated within the TD-DFT framework as implemented in ORCA
5.0.0. While the effects in the amorphous systems were mainly investigated by calcula-
tions on fully optimized donor:acceptor (D:A) complexes (heterodimers), the electronic
screening of the environment was approximated using the conductor-like polarizable
continuum model (CPCM) [117], were the dielectric screening constant and the refractive
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index were approximated to 3.00 and 1.73, respectively. CT character and root-mean-
squared electron-hole distances (RMSehs) are calculated using TheoDORE2.4 [93;156].

3.3.1 Choice of Method and the Effect of IP Tuning

Due to the size of the systems the natural method of choice was a DFT functional with
a double-zeta basisset, preferably a range-separated hybrid for an improved descrip-
tion of CT excitations. Since ωB97X-D/cc-pVDZ proved to be a valuable combination
for the description of OSCs, [157] initial calculations were done with this method in
Gaussian16_A. [73] The adiabatic excitation energies for m-MTDATA and 3TPYMB
with this method are however up to 0.7 eV too high in energy in comparison to re-
ported experimental values (compare table 3.1). [148;158;159] While this might be (at least

Table 3.1: Adiabatic excitation energies (Ead.) of m-MTDATA and 3TPYMB from
calculations (ωB97X-D/cc-pVDZ, ∆SCF for T1 and TD-DFT for S1) and onset of
luminescence spectra of thin films.

Ead.[eV] S1,m-MTDATA T1,m-MTDATA S1,3TPYMB T1,3TPYMB

exp. (thin film) 3.10 [148] 2.67 [148] 3.54 [148] 2.95 [159]

calc. (vacuum) 3.75 3.00 3.81 3.46

partly) rationalized as a general trend and improved by the application of a solvation
model, excited state calculations on the heterodimers called for a more severe change in
methodology. The main feature of the experiments [6;7;148], the CT state which results
in a pronounced red-shift of the emission was not present in the first 30 excited states
(singlets and triplets) calculated (TDA/ωB97X-D/cc-pVDZ) on the neutral ground
state structure of the m-MTDATA:3TPYMB heterodimer. These calculations went up
to 4.32 eV while the experiment detects emission from the exciplex at ≈ 2.2 eV. [6;7] Even
excited state calculations on a fragment based optimization of the first excited singlet
with a CT guess (cationic m-MTDATA and anionic 3TPYMB as guess population)
did not find any excited state with a CT value exceeding 0.1 in the energetic range up
to 4.16 eV.
IP tuning, as introduced in section 0.3.2 seemed promising as it was shown to improve
the description of CT states and balance it with regard to local ones, which mostly
results in a stabilization of CT states. [69;160] During this change of methods, we also
switched to the newer implementation of the functional in ORCA [78;153] (ωB97X-D3) [67]

in combination with a basisset of similar quality but designed especially for DFT (def2-
SVP) [116] which resulted in an improved convergence behaviour. The optimal ω-values
obtained from the tuning procedure (see table3.2) are significantly lower than those
of the original functionals (ωB97X-D: 0.20; ωB97X-D3: 0.25) which already indicates
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Table 3.2: Optimal values for the range-separation factor ω for different systems.

m-MTDATA 0.12
3TPYMB 0.12
BPhen 0.16

m-MTDATA:3TPYMB (S0_4)a 0.10
m-MTDATA:BPhen (S0_3)a 0.12

aTuning procedure was done on an exemplary heterodimer each, nomenclature is
given in table A.2

that the original ones overestimate energies of CT states for the systems at hand.
CT geometries are in the following approximated by a ground state optimization with
triplet multiplicity after verifying by the use of spin-densities that those are indeed
CT triplets involving the HOMO and the LUMO orbital. Optimizing triplets was not
also the more reliable method to find CT states in comparison to the fragment based
method but is also reasonable since they present a main focus of the investigation of
TADF materials. After all TADF describes the transfer of energy from a low-lying
populated triplet to the emissive singlet in energetic vicinity.
Tables 3.3 and 3.4 show that the positioning of CT excitations calculated with the

Table 3.3: Vertical excitation energies on m-MTDATA:3TPYMB heterodimers (S0_4
and T1_3) calculated with the tuned and original version of ωB97X-D3/def2-SVP in
a polarizable environment or vacuum. The columns are named by geometry in the
first row and tuning factor and environment in the second row. Excitation energies are
calculated vertically within the TDA framework and given in eV. CT excitations are
here defined by CT>0.5 as calculated by TheoDORE.

S0_4 T1_3
state 0.10, C-PCM 0.10, vac. 0.25, vac. 0.10, C-PCM 0.10, vac. 0.25, vac.
S1 3.36 3.20 4.23 2.53 2.26 3.84

Sn,CT 3.36 3.20 4.80 2.53 2.26 3.84
T1 3.17 3.16 3.43 2.53 2.26 3.12

Tn,CT - 3.19 - 2.53 2.26 3.85

original functional is still extremely overestimated (0.8-1.6 eV) in comparison to the
experimental value of ≈ 2.2 eV for both systems. [6;7] Decreasing the value of the range-
separation factor as proposed by IP tuning, has a stark influence on the energetic posi-
tion of these states and reduces the error to less than 0.2 eV with m-MTDATA:3TPYMB
slightly over- and m-MTDATA:BPhen undershooting. This indicates that the error is
probably not in the method but rather in the approximation of the thin films. C-PCM
as applied in the vertical excitation framework has a small effect in the opposite direc-
tion. This is due to the strong dipole moment of the systems which cannot be fully
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compensated by the fast share of environmental polarization. Full equilibrium solva-
tion of the excited state as is adequate for the calculation of emission annihilates this
issue as can be seen in table 3.8. For this reason, calculations in C-PCM were used to
investigate state specific excitations which allow for an equilibrium solvation and for
absorption where non-equilibrium solvation is deemed correct. Calculations in vacuum
are employed to compare between vertical excitations on different geometries.

Table 3.4: Vertical excitation energies on m-MTDATA:BPhen heterodimers (S0_3
and T1_3) calculated with the tuned and original version of ωB97X-D3/def2-SVP in
a polarizable environment or vacuum. The columns are named by geometry in the
first row and tuning factor and environment in the second row. Excitation energies are
calculated vertically within the TDA framework and given in eV. CT excitations are
here defined by CT>0.5 as calculated by TheoDORE.

S0_3 T1_3
state 0.12, C-PCM 0.12, vac. 0.25, vac. 0.12, C-PCM 0.12, vac. 0.25, vac.
S1 3.10 3.07 4.11 2.12 2.00 3.02

Sn,CT 3.10 3.07 4.29 2.12 2.00 3.02
T1 3.04 3.03 3.30 2.12 2.00 2.76

Tn,CT 3.04 3.03 - 2.12 2.00 2.96

3.4 Results and Implications

In this section I present the results of my computational work and draw connections
to the experimental work by Grüne et al. [5–7;10;14;147] wherever appropriate.

3.4.1 Pure Materials

The effects of interest in this study are mainly exhibited by donor:acceptor complexes
in the blend. It is however important to verify the quality of the methods used to calcu-
late those. Absorption and emission spectra are easiest to interpret and can therefore
be used to test the methodology with regard to excitation energies. To a first ap-
proximation, absorption is often calculated as vertical excitations at the ground state
geometry (R(S0)). This assumption is based on the FC principle. In cases where the
geometry of the first excited singlet (R(S1)) is either geometrically or energetically
close to R(S0), this does not strictly hold. Especially for extended π-systems, we found
several cases with an absorption spectrum dominated by the 0 − 0 transition, [58;85]

which can be approximated by the adiabatic excitation energy, rather than the verti-
cal one, if frequencies are not accessible. For this system we do not expect an active
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0− 0 band since the geometries are energetically divided (compare table 3.5) and are
sterically hindered. Instead we expect an effect induced by disorder. In an amorphous

Table 3.5: Energy difference of S0 between its minimum and the minimum geometry of
the lowest triplet for m-MTDATA, 3TPYMB and BPhen. Geometries were optimized
with ωB97X-D3/def2-SVP, energies calculated with the tuned version of the functional
in C-PCM.

m-MTDATA 3TPYMB BPhen
(ω=0.12) (ω=0.12) (ω=0.16)

∆ES0(R(S0)-R(T1))[eV] 0.44 1.22 0.56

thin film, monomers cannot fully equilibrate at evaporation. As MD simulations would
have exceeded the scope of this work, we approximated differences in structure using
R(S1) and R(T1) as extreme cases of twisted ground state geometries.
The most important values are listed in table 3.6. Ev(R(S0)) lists the first three exci-
tation energies to singlet states calculated vertically at the S0 geometry. These are the
ones which are normally used to approximate absorption. m-MTDATA exhibits three
low-lying singlets, with especially strong absorption coefficient in the second and third.
3TPYMB absorbs at slightly higher energies and with a lower oscillator strength than
m-MTDATA. Its two first singlet excitations are almost degenerate at this geometry
and show similiar absorption strengths. BPhen was calculated to absorb at the highest
energy, 0.66 eV higher than m-MTDATA. Its first excitation is almost dark (f=0.008),
and the second and third degenerate, with only the second showing non-negligible ab-
sorption. The first triplet is strongly stabilized in comparison to S1 and lies in the same
energetic region for all components, ∆ES1−T1 amounts to 0.3-0.4 eV for m-MTDATA
and 3TPYMB and almost 0.9 eV for BPhen. In figure 3.2 the excitation energies cal-
culated on monomers are plotted against the photoluminescence/-excitation spectra of
thin films. Vertical excitation energies at ground state geometry Ev(R(S0)) as discussed
above are plotted in dark blue. Here I used the first five singlets. It is apparent that the
calculated absorption energies fall in the region of strong absorption of the thin films,
but the measured spectra show an onset at significantly lower energies. This difference
amounts to 0.4-0.5 eV in m-MTDATA and 3TPYMB and is especially stark for BPhen
with a difference of more than 0.8 eV. This could indicate that the methodology cannot
accurately describe the monomer excitations, but it could also be due to disorder and
aggregate effects. The first hypothesis can be debunked by looking at monomer spec-
tra. Absorption in solution for m-MTDATA shows a peak at ≈3.54 eV (in toluene) or
≈3.59 eV (in THF), [161] which is in very good agreement with the calculated energies
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of 3.58-3.62 eV for the first excitations.1 Further absorption spectra in solution are not
available, but the calculated emission also backs the reliability of the computational
method. Emission is by default calculated as the vertical excitation energy of S1 at
its minimum geometry R(S1). In figure 3.2 they are indicated by a orange dotted line.
For BPhen and 3TPYMB the calculated emission is blue-shifted by less than 0.1 eV in
comparison to the thin film emission.
The emission of m-MTDATA is calculated to be lower than in the acceptor compounds
but still considerably higher (≈0.35 eV) in energy than the peak of the measured thin
film emission. This could either be caused by computation of a local minimum geome-
try of S1 or an emission which is not mostly induced by the monomer. Stojanović and
Crespo-Otero examined relaxation pathways in propeller shaped compounds, where
the excitonic coupling is very small in comparison to the monomeric relaxation energy
similar to the molecules in this work. [162] They report a significant influence on the
emission behaviour by blocked large-amplitude motions [162], a so-called aggregation-
induced emission (AIE) effect. [162;163] Such effects can also attribute to a red-shift of
the emission, when motions that interrupt the conjugation wavelength of a system are
inhibited. [163]

Table 3.6: Excitation energies calculated on monomers for m-MTDATA, 3TPYMB
and BPhen with ωB97X-D3/def2-SVP/C-PCM tuned on the monomers as defined in
chapter 0.3. Singlet excitations were calculated with TD-DFT, triplets with ground
state DFT calculations. The optimizations were done with ωB97X-D3/def2-SVP.

m-MTDATA (ω=0.12) 3TPYMB (ω=0.12) BPhen (ω=0.16)
eV f eV f eV f

Ev(R(S0))a
S1 3.58 0.265 3.84 0.188 4.24 0.008
S2 3.62 1.026 3.85 0.189 4.32 0.239
S3 3.62 0.623 4.17 0.037 4.32 0.001

Ev(R(S0)) T1 3.25 3.40 3.37
Ev(R(S1))b S1 3.21 0.502 3.34 0.178 3.28 0.016
Ea S1 3.41 3.60 3.85
Ea T1 2.90 2.99 2.75
Ev(R(T1)) T1 2.46 1.77 2.20

a: used to approximate absorption; b: used to approximate emission3; Ev: vertical
excitation energy; Ea: adiabatic excitation energy

1While the contents of table 3.6 are calculated in C-PCM with ε = 3 and a refraction index of
√

3,
a calculation of the same type with the parameters for toluene results in only sligthly modified results
for m-MTDATA. S1: ∆E=3.58 eV, f=0.196; S2: ∆E=3.62 eV, f=0.655; S3: ∆E=3.63 eV, f=0.997

2All calculations in this picture are done with non-equilibrium solvation for the excited states as
is fitting for absorption. To correctly describe emission one would have to equilibrate solvation to
the excited state only. This is however not expected to have a big influence on the position of the
state since solvation generally has no big influence on local excitations and emission energies for S1 in
vacuum differ by less than 0.15 eV in comparison to the pictured ones.
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Figure 3.2: top: 3TPYMB; middle: BPhen; bottom: m-MTDATA:
photoluminescence/-excitation spectra (lines) + vertical excitations (TD-DFT IP-
tuned ωB97X-D3/def2-SVP in PCM) calculated on the monomer. The monomer was
optimized to the singlet ground state (R(S0)), first excited singlet state (R(S1)) and
the lowest triplet (R(T1)). Vertical excitations on S0 are a valid approximation for
absorbance under ideal conditions. Emission can be approximated by the vertical ex-
citation to S1 at R(S1) (dotted orange line)2. In amorphous systems we also expect
molecules which exhibit a geometry which is twisted towards R(S1) or R(T1). To es-
timate this effect, the excitations on these geometries were added as limiting cases for
absorption. Calculated intensities on R(S0) and R(S1) are normalized separately. The
experimental spectra where provided by Jeannine Grüne and are measured on thin film
systems.
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Concluding from this subchapter it is possible to reproduce the main features of
emission and absorption of the pure materials by investigation of single molecules
with a tuned RS-hybrid functional in a C-PCM environment. The continuum model
reflects the dielectric screening in the amorphous film. Splitting of states as found in
homodimer and aggregate calculations in other works [85;86;164] is not prominent for the
systems investigated here (compare table 3.7). Deviations from the experiment are

Table 3.7: Vertical excitation energies calculated with TDA-DFT IP-tuned ωB97X-
D3/def2-SVP on monomers and dimers to investigate state splitting in TADFmaterials.
The molecules in this work are bulky and cannot align closely, which results in a
splitting of states of less than 0.05 eV.

BPhen (ω=0.16) m-MTDATA (ω=0.12) 3TPYMB (ω=0.12)
Monomer Dimer Monomer Dimer Monomer Dimer

eV eV PR eV eV PR eV eV PR
T1 3.23 3.21 1.01 3.11 3.20 1.02 3.39 3.33 1.00

3.22 1.01 3.23 1.02 3.35 1.00
S1 4.20 4.15 1.04 3.66 3.73 1.51 3.89 3.81 1.01

4.18 1.02 3.76 1.58 3.87 1.02

attributed to disorder and aggregate effects and do not diminish the quality of the
model.

3.4.2 Mixed Materials

Photoluminescence and –excitation spectra show clearly that the emission of the blends
is red-shifted in comparison to the emission of the pure films. [6;7] This indicates that
the molecules interact strongly in the emissive state. We found that the spectra of the
pure components can be approximated by vertical excitations calculated on different
geometries of the monomers in a continuum model (compare figure 3.2). To investi-
gate the interactions in the blends, we fully optimized dimers consisting of one donor
(m-MTDATA) and one acceptor (BPhen/3TPYMB) molecule each. This was done
from several starting points to get a rough estimate of the influence of amorphism in
the thin films. MD simulations by Liu et al. [165] investigated this influence in more
detail for the m-MTDATA:3TPYMB system. The following discussion will focus on
exemplary heterodimers (details on the distinct ground state geometries are given in
the Appendix, table A.2); but will be generalized to account for the effects of disorder.
The arrangement of molecules at absorption is approximated by heterodimers opti-
mized to their ground state geometry with vertical excitations calculated on top. Emis-
sion was modelled by a ground state optimization at triplet multiplicity. It was verified

3For details on emission in C-PCM, please refer to footnote 2.
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that the lowest singlet and triplet both represent the same CT state and a ground state
optimization of T1 is both more accurate and computationally cheaper than a TD-DFT
optimization of S1 with CT character. [166;167]

m-MTDATA:3TPYMB

The peak of emission of a blended m-MTDATA:3TPYMB film is measured to be at
2.25 eV and strongly red-shifted in comparison to the films of the pure materials. [6] This
indicates a strong exciplex state. [5;6] The computational investigations in the following
review this assumption, examine this excitation and other low-lying states in detail
and are used to complete the picture drawn by the experiments.

Energetic position and CT character of excited states. It is apparent (compare
table 3.8) that the lowest singlet excitations exhibit charge-transfer character mirrored
by their very low transition dipole moment. The first absorbing state is the S3 and cor-
responds to a local transition on m-MTDATA (compare table 3.6). This explains why
the absorption spectrum of the blend can be roughly approximated by a superposition
of the pure films and is not red-shifted. [5–7] At emission, the interaction between donor
and acceptor shows pronounced effects on the spectra. [5–7] We modelled this situation
by a ground-state optimization of the lowest (CT) triplet. This is a good approximation
to the lowest (CT) singlet since both T1 and S1 mirror the HOMO-LUMO transition.
Since the frontier orbitals are spatially separated, the exchange contribution is negligi-
ble and T1 and S1 are energetically almost degenerate. The natural transition orbitals
(NTOs) for these states are pictured in figure 3.3.

Figure 3.3: Natural transition orbitals (NTOs) to T1 and S1 in m-mTDATA:3TPYMB
at the relaxed ct geometry T13. Calculated with ωB97X-D3/def2-SVP/ω=0.10.
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The calculated singlet-triplet gap (∆EST ) for these states at CT amounts to only
2meV, which is in perfect agreement with the result by Liu et al. based on MD simu-
lated amorphous structures. [165] The experimental estimate derived from ELDMR data
is at 16meV [6] almost an order of magnitude bigger than the value provided by the
calculations but with an error of less than 0.02 eV clearly within the error-bars of TD-
DFT. [157] The oscillator strength of this lowest singlet state is small, as it denotes a
symmetry forbidden transition from the CT S1 to the neutral S0. Emission takes place
from this state nevertheless since it is highly stabilized in comparison to local singlet
states. Comparing the vertical excitation energy of the local singlet on m-MTDATA at
its minimum geometry (Ev(S1, m-MTDATA)=3.26 eV) with the vertical excitation en-
ergy of the CT singlet at the relaxed CT geometry T1_3 (compare figure 3.4) (2.53 eV),
the stabilization amounts to 0.7 eV.4 After relaxation to a CT geometry (T1_x) the dif-
ference between S1 and the first local (m-MTDATA) singlet state increases to >0.8 eV
(compare figure 3.4).

Table 3.8: Excitation energies on a m-MTDATA:3TPYMB heterodimer optimized
with ωB97X-D3/def2-SVP/CPCM; energy calculations were done with the respective
tuned range separation factor (ω=0.10). Triplet energies were calculated by ground
state calculations, excited singlets with TD-DFT.

eV f CT

Absorption S1 3.34 0.003 0.98 CT
(vertical)(a) S2 3.62 0.012 0.94 CT

S3 3.62 0.401 0.02 CT (LEm-MTDATA)

Emission S1 2.12(c) 0.001(d) 0.99 CT(e)

(vertical)5(b) T1 2.12 0.99 CT(e)

∆EST 2meV

(a): Evert(R(S0)) on S0_4; (b): Evert(R(T1)) on T1_3; (c) Excitation energy taken
from ∆SCF(T1) + ∆ET1−S1(TDA); (d) Taken from TD-DFT calculations on R(T1);
(e) Calculated with TDA-DFT to yield values of comparable quality for S1 and T1.

The geometries in figure 3.4 are quite different which is mirrored by their intermolec-
ular distances and relative ground state energies in table 3.9. Nevertheless, important
trends persists which increases the credibility of the previously discussed model cases.
In neutral geometries (S0_x) a huge number of local triplets lies below the first CT

4All calculations for these comparisons are done with ωB97X-D3/def2-SVP/ω=0.12/vac.
5For details on emission in C-PCM, please refer to footnote 2. Due to the CT character of the

excitation in question, the effect might be bigger than for the monomers if the wrong state is set in
equilibrium solvation (compare table 3.3 for the effect of solvation on CT states). But it should also
be noted that in this case full equilibrium solvation was used for both states which cancels a large
part of the error.
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triplet, with the lowest ones localized on m-MTDATA. The first three local singlets
are equally localized on m-MTDATA with a vertical excitation energy of 3.6-3.8 eV. In
all but one of the neutral geometries, this is higher than the lowest CT singlet (and
triplet). Optimization to a CT triplet stabilizes all investigated states relative to S0

but its influence is way more pronounced on the CT excitations than on the local ones
which results in S1 and T1 of exclusively CT character (>0.99 CT), well separated
from the lowest local triplets. Optimization of a local triplet was not possible due to
convergence issues.

Table 3.9: Intermolecular distances (calculated from the center of mass of the
monomers) and relative ground state energies of m-MTDATA:3TPYMB heterodimers
calculated with ωB97X-D3/def2-SVP/ω = 0.12.

geometry S0_1 S0_2 S0_3 S0_4 S0_5 T1_1 T1_2 T1_3
dist.[Å] 7.12 8.00 8.97 6.40 5.78 8.18 8.20 7.99
∆GS[eV] 0.00 0.14 0.27 0.34 0.52 0.61 0.62 0.97

The high CT character of the lowest singlet excitation (S1) and the closest triplet
(Tclose) is mirrored in the very low SOC elements (last columns in table 3.10) in between
these states. Although those elements are usually low for purely organic compounds
(compare monomer values in table 3.10, they are even lower if the transitions have the
same character, i.e. no change in angular momentum). [141]

Table 3.10: Spin-orbit coupling matrix elements (SOCME) of 3TPYMB and
m-MTDATA in S0 and T1 (CT for heterodimers) geometry. Calculated with tuned
ωB97X-D3/ def2-SVP in C-PCM.

m-MTDATA (ω=0.12) 3TPYMB (ω=0.12)
S0 T1 S0 T1

S1- (0.00,-0.20) (0.00,-0.80) (0.00,0.02) (0.00,-0.08)
Tclose (0.00,0.02) (0.00,0.04) (0.00,0.18) (0.00,-0.16)

(-0.00,-0.38) (-0.00,0.11) (-0.00,-0.19) (-0.00,0.19)

3TPYMB: m-MTDATA
(ω=0.10)
S0_4 T1_3

S1- (0.00,0.05) (0.00,-0.00)
Tclose (0.00,-0.07) (0.00,-0.00)

(-0.00,0.12) (-0.00,-0.00)
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Figure 3.4: Vertical excitation energies (∆E) calculated on various dimer structures
of m-MTDATA:3TPYMB, TD-DFT calculations are done with the tuning factor ob-
tained from the monomers (ω = 0.12) for better comparison in between structures.
Excitation energies calculated on singlet structures (S0_x) approximate the situation
at absorption, those on triplet structures (T1_x) the situation at emission. The details
on the distinct ground state geometries are given in the Appendix, table A.2. Colors
indicate the character of the states.
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Electron-hole separation and exciton size. EPR based techniques obtain little
information about the energetic position of the populated excited states, but their D-
value provides a good tool to estimate exciton sizes. While the D-value can be directly
calculated in a relativistic framework, it comes with large uncertainties when scalar-
relativistic DFT is the best method that could be employed due to cost limits. [168]

Instead the approximate exciton size is directly calculated from the transition density
as the RMSeh as implemented in TheoDORE. [169;170] For LEs, the exciton size in this

Table 3.11: Root-mean-squared electron-hole distances (RMSeh [Å]) which
are used to approximate the exciton size for the first excited singlet (S1)
and first triplet (T1) state. Calculations are done with ωB97X-D3/def2-
SVP/ω=0.12(monomers)/ω=0.10(heterodimer) with TDA-DFT in C-PCM on geome-
tries of the singlet (S0/S0_4) and triplet (T1_3) ground state of the systems.

geometry m-MTDATA 3TPYMB m-MTDATA:3TPYMB
S0 S0 S0_4 T1_3 T1_3+2Å T1_3+5Å

state
S1 4.70 3.79 7.62 8.26 9.90 5.99
T1 3.98 3.26 4.01 8.25 8.66 4.43
TCT - - 5.82a 12.70

a: mixed character, 0.4 CT.

model is limited by the molecule size. This is mirrored by the RMSeh values for exci-
tations on the monomers (m-MTDATA > 3TPYMB). In the m-MTDATA:3TPYMB
heterodimers such a local excitation is found for T1 calculated on the neutral geom-
etry, which is a transition on m-MTDATA. All other excitations on heterodimers in
table 3.11 posses CT character. For those excitations, the distance between donor and
acceptor is an additional factor which influences the exciton size and especially their
energetic position as pictured in figure 3.5. At slightly increased distances6 between the
molecules (+2Å) the heterodimer still possesses a low-lying CT-triplet state in close
vicinity to the S1 as expected for TADF activity. At even bigger distances RMSeh
values for CT states increase further. These are however no longer mirrored by T1 and
S1, localized excitations are lower in energy than the CT states for those geometries.

Modelling the blends by heterodimers limits the size of excitons to precisely this
aggregate. It is therefore of interest to expand the investigation to bigger systems.
Due to limitations in computational ressources, trimers were optimized with GFN2-
xTB as available as add-on for ORCA 4.2. GFN2-xTB was proven to outperform
the accuracy of similarly cheap semiempiric methods for optimization even in compli-

6The intramonomer degrees of freedom were frozen and only the distance in between the center of
masses of the monomers increased.
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Figure 3.5: Vertical excitation energies and CT character of the lowest excited states
on a m-MTDATA:3TPYMB heterodimer (T1_3) at different intermonomer distances.
’0’ refers to the optimized dimer, for the following data points the intramonomer degrees
of freedom were frozen and only the distance increased by the given value in Å.

cated cases. [171] Excitation energies on these aggregates were calculated with ωB97X-
D3/def2-SVP/ω=0.12 in the same fashion as on the DFT optimized dimers. Starting
points for the optimization were created as an alternating stack of molecules. For
resulting structures compare figure 3.6.

Closer investigation of the lowest local and CT triplets (tables 3.12 and 3.13), which
are most likely to induce signals in the experiments by Grüne et al. [5–7;10;14;147], pro-
vides no evidence for delocalization which exceeds the one calculated on the dimer.
The RMSeh values correspond to the ones in monomers and dimers. However, since
this value represents only the mean separation of electron and hole, it cannot be used
as the only measure for delocalization in trimers. Participation ratios (PRs) and tran-
sition matrices support the investigation. The PR gives the mean delocalization of
electron and hole over defined fragments, and is close to one in both local triplets in
tables 3.12 and 3.13 and the CT triplet of m-MTDATA:3TPYMB:m-MTDATA. This
means that both electron and hole are localized on one fragment. For the CT triplet
in 3TPYMB:m-MTDATA:3TPYMB the PR amounts to 1.36, which indicates a delo-
calization of either electron and/or hole. The transition matrix of that state shows
that this is due to a delocalization of the electron. Transition matrices present the
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Figure 3.6: Trimers from m-MTDATA:3TPYMB optimized by GFN2-xTB. Left:
m-MTDATA (blue, fragment 1):3TPYMB (red, fragment 3):m-MTDATA (grey, frag-
ment 2); right: 3TPYMB (red, fragment 2):m-MTDATA (blue, fragment 1):3TPYMB
(grey, fragment 3). The distance between center of masses of the fragments amounts
to (left) dist.1−2=6.44Å, dist.2−3=6.42Å and (right) dist.1−2=6.50Å, dist.1−3=7.03Å.
Hydrogen atoms are omitted for clarity.

fragments occupied by the hole on the x-axis and the electron on the y-axis. The
darkness of the colored squares indicates the proportion of the labeled transition. TCT

of 3TPYMB:m-MTDATA:3TPYMB is therefore a transition that starts on fragment 1
(m-MTDATA) and is partly a local excitation (to fragment 1) and partly a CT state
with the electron localized on fragment 3 (3TPYMB). However it does not show par-
ticipation of both acceptor molecules.
To summarize this, no evidence was found that the description of the m-MTDATA:
3TPYMB blend by heterodimers is not sufficient, since excitations are localized on at
most one donor and one acceptor molecule in the investigated cases. This could be
induced by the non-symmetric arrangement in the aggregates, as pictured in figure 3.6.
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Table 3.12: Lowest local and CT triplets on a m-MTDATA (fragment 1):3TPYMB
(fragment 3):m-MTDATA (fragment 2) trimer. Optimization was done with GFN2-
xTB, excited state calculation with ωB97X-D3/def2-SVP/ω=0.12.

state ∆E(eV) PR CT RMSeh [Å] trans. matrix

TCT 3.14 1.09 0.92 7.29

TLE 2.96 1.03 0.03 4.33

Table 3.13: Lowest local and CT triplets on a 3TPYMB (fragment 2):m-MTDATA
(fragment 1):3TPYMB (fragment 3) trimer. Optimization was done with GFN2-xTB,
excited state calculation with ωB97X-D3/def2-SVP/ω=0.12.

state ∆E(eV) PR CT RMSeh [Å] trans. matrix

TCT 3.03 1.36 0.71 7.04

TLE 2.92 1.06 0.05 4.39
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m-MTDATA:BPhen

This blend exhibits a lot of similarities to the one discussed previously. It is therefore
processed in a similar manner with special attention to the differences between the
systems. Emission of this blend was measured to be most intense at 2.21 eV, indicating
a strong exciplex state. [7]

Energetic position and CT character of excited states. The excitation energies
in table 3.14 at the neutral and CT geometry closely resemble those of m-MTDATA:
3TPYMB (compare table 3.8) and likewise explain the strong red-shift of emission in
comparison to the pure materials while the absorption spectrum of the blend resembles
a superposition of these as discussed in the section on m-MTDATA:3TPYMB. The CT
excitations at neutral geometries are lower in energy due to BPhen being less bulky than
3TPYMB which allows for a more compact alignment of the donor:acceptor complex
as can be seen from intermolecular distances in table 3.15 in comparison to table 3.9.
The compact packing is also visualized in figure 3.7 which pictures the NTOs of the
lowest singlet and triplet excitation at CT geometry. The involved orbitals are the
HOMO and the LUMO of the heterodimer and present a CT excitation.

Table 3.14: Excitation energies on a m-MTDATA:BPhen heterodimer optimized
with ωB97X-D3/def2-SVP/C-PCM; energy calculations were done with the respective
tuned range separation factor (ω=0.12). Triplet energies were calculated by ground
state calculations, excited singlets with TD-DFT.

eV f CT

Absorption S1 3.10 0.009 0.96 CT
(vertical)(a) S2 3.24 0.004 0.96 CT

S3 3.59 0.113 0.06 CT (LEm-MTDATA)

Emission S1 2.04(c) 0.003(d) 0.98 CT(e)

(vertical)7(b) T1 2.03 0.97 CT(e)

∆EST 8meV

(a): Evert(R(S0)) on S0_3; (b): Evert(R(T1)) on T1_3; (c) Excitation energy taken
from ∆SCF(T1) + ∆ET1−S1(TDA); (d) Taken from TD-DFT calculations on R(T1);
(e) Calculated with TDA-DFT to yield values of comparable quality for S1 and T1.

7For details on emission in C-PCM, please refer to footnote 2. Due to the CT character of the
excitation in question, the effect might be bigger than for the monomers if the wrong state is set in
equilibrium solvation (compare table 3.4 for the effect of solvation on CT states). But it should also
be noted that in this case full equilibrium solvation was used for both states which cancels a large
part of the error.
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Figure 3.7: NTOs to T1 and S1 in m-MTDATA:BPhen at the relaxed CT geometry
T1_3. Calculated with ωB97X-D3/def2-SVP/ω=0.12.

The calculated singlet-triplet gap (∆EST ) for these states at CT geometry amounts
to 8meV, the activation energy (EA) for TADF was approximated to 58meV from the
ELDMR data. [7] An error of 0.05 eV is low for calculations which utilize TD-DFT. [157]

Also, the zero-point energy (ZPE) for these states could not be calculated due to the
size of the aggregate which alters energy differences by up to 0.1 eV for perylene based
OSCs. [4] Nonetheless, it can not be ruled out at this point that EA is higher than
∆EST due to the involvement of additional barriers that need to be overcome for the
population of the CT singlet. This singlet is proposed to be the emissive one due to
its energetic position although its oscillator strength is low. It is highly stabilized in
comparison to local excitations. The difference between the vertical excitation energy of
the local singlet on m-MTDATA at its minimum geometry (Ev(S1, m-MTDATA)=3.33
eV) with the vertical excitation energy of the CT singlet at the relaxed CT geometry
T1_3 (compare figure 3.8) (2.17 eV), the stabilization amounts to almost 1.1 eV.8 At
CT geometries this difference is higher than 1 eV and goes up to 1.5 eV for geometry
T1_5 (figure 3.8) which makes it an effective trap state and inhibits other radiative
deexcitation pathways.

Table 3.15: Intermolecular distances (calculated from the center of mass of the
monomers) and relative ground state energies of m-MTDATA:BPhen heterodimers
calculated with ωB97X-D3/def2-SV/ω=0.14.

geometry S0_1 S0_2 S0_3 S0_4 T1_1 T1_2 T1_3 T1_4 T1_5 T1_6
dist.[Å] 3.85 3.86 3.47 5.66 3.58 4.98 3.36 3.37 5.01 3.74
∆GS[eV] 0.00 0.00 0.11 0.35 0.58 0.72 0.74 0.76 0.98 0.51

The geometries in figure 3.8 differ strongly in their intermolecular distances and relative
ground state energies as reported in table 3.15. However important trends persists, not

8All calculations for these comparisons are done with ωB97X-D3/def2-SVP/ω=0.14/vac.
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only between geometries for m-MTDATA:BPhen but also compared to m-MTDATA:-
3TPYMB. In neutral geometries (S0_x) some local triplets lie below the first CT
triplet, with the lowest ones localized on m-MTDATA. The first three local singlets
are equally localized on m-MTDATA with a vertical excitation energy of 3.7-3.8 eV. In
all geometries, this is higher than the lowest CT singlet (and triplet). Optimization to a
CT triplet stabilizes all investigated states relative to S0 but its influence is significantly
stronger on the CT excitations than on the local ones which results in S1 and T1 of
exclusively CT character (>0.99 CT), well separated from the lowest local triplets.
T1_6 marks a special case where it was possible to optimize a local triplet (on BPhen).
At this geometry, the vertical excitation energy to the local triplet lies only slightly
above the vertical excitation energy of CT states at T1_1. When the differences in
GS energies are taken into consideration (table 3.15) and adiabatic excitation energies
are compared, the local triplet is almost degenerate to the lowest CT state at all CT
geometries. The implications of this observation will be discussed in section 3.5.

Similarly to m-MTDATA:3TPYMB, the high CT character of the lowest singlet
excitation (S1) and the closest triplet (Tclose) is mirrored in the very low SOC elements
(last columns in table 3.16) in between these states. This is inline with predictions for
the transitions of the same character according to El-Sayed’s rule. [141]

Table 3.16: Spin-orbit coupling matrix elements (SOCME) of BPhen and
m-MTDATA in S0 and T1 (CT for heterodimers) geometry. Calculated with tuned
ωB97X-D3/ def2-SVP in C-PCM.

m-MTDATA (ω=0.12) BPhen (ω=0.16)
S0 T1 S0 T1

S1- (0.00,-0.20) (0.00,-0.80) (0.00,-0.44) (0.00,0.05)
Tclose (0.00,0.02) (0.00,0.04) (0.00,0.12) (0.00,0.28)

(-0.00,-0.38) (-0.00,0.11) (-0.00,-0.04) (-0.00,-0.17)

BPhen:m-MTDATA (ω=0.12)
S0_4 T1_3

S1- (0.00,-0.01) (0.00,0.00)
Tclose (0.00,-0.02) (0.00,-0.00)

(-0.00,0.06) (-0.00,0.00)
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Figure 3.8: Vertical excitation energies (∆E) calculated on various dimer structures
of m-MTDATA:BPhen, TD-DFT calculations are done with the tuning factor obtained
from the monomers (ω = 0.14) for better comparison in between structures. Excitation
energies calculated on singlet structures (S0_x) approximate the situation at absorp-
tion, those on triplet structures (T1_x) the situation at emission. The details on the
distinct ground state geometries are given in the Appendix, table A.2. Colors indicate
the character of the states.
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Electron-hole separation and exciton size. The exciton size is directly approx-
imated from the transition density as the root-mean-square electron-hole separation
(RMSeh) as implemented in TheoDORE. [169;170] For LEs, the exciton size in this model

Table 3.17: Root-mean-squared electron-hole distances (RMSeh [Å]) which
are used to approximate the exciton size for the first singlet (S1) and
first triplet (T1) excited state. Calculations are done with ωB97X-D3/def2-
SVP/ω=0.12(m-MTDATA):ω=0.16(BPhen):ω=0.12(heterodimer) with TDA-DFT in
C-PCM on geometries of the singlet (S0/S0_3) and triplet (T1_3) ground state of the
systems.

geometry m-MTDATA BPhen m-MTDATA:BPhen
S0 S0 S0_4 T1_3 T1_3+3Å T1_3+5Å

state
S1 4.70 3.34 6.25 5.89 8.17 9.86
T1 3.98 2.95 5.42 5.87 8.11a 3.19
TCT - - 10.00

a: energetically degenerate to a local triplet with a RMSeh of 3.34.

is limited by the molecule size. This is mirrored by the RMSeh values for excitations on
the monomers (m-MTDATA > 3TPYMB > BPhen) (compare tables 3.11 and 3.17).
All excitations on heterodimers at equilibrium in table 3.17 posses CT character. For
those excitations the distance between donor and acceptor is an additional factor which
influences the exciton size and especially their energetic position as pictured in figure
3.9. At slightly increased distances9 between the molecules (+3Å) the heterodimer
still possesses a low-lying CT-triplet state in close vicinity to the S1 as expected for
TADF activity. At even bigger distances RMSeh values for CT states increase further.
However, localized excitations are lower in energy than the CT states for those geome-
tries, which is mirrored by the RMSeh for T1. At 3.19Å, the exciton size of this state
clearly states its localization on BPhen.

The investigation was expanded to trimers by optimization with GFN2-xTB. Exci-
tation energies on these aggregates were calculated with ωB97X-D3/def2-SVP/ω=0.14
in the same fashion as on the DFT optimized dimers. Starting points for the opti-
mization were created as an alternating stack of molecules. For resulting structures
compare figure 3.10.

9The intramonomer degrees of freedom were frozen and only the distance in between the center of
masses of the monomers increased.
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Table 3.18: Lowest local and CT triplets on a m-MTDATA (fragment 1):BPhen
(fragment 2):m-MTDATA (fragment 3) trimer. Optimization was done with GFN2-
xTB, excited state calculation with ωB97X-D3/def2-SVP/ω=0.14.

state ∆E(eV) PR CT RMSeh [Å] trans. matrix

TCT1 2.90 1.29 0.79 5.84

TCT2 2.93 1.49 0.64 5.62

TLE 3.05 1.23 0.18 4.53
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Figure 3.9: Vertical excitation energies and CT character of the lowest excited states
on a m-MTDATA:BPhen heterodimer (T1_3) at different intermonomer distances. ’0’
refers to the optimized dimer, for the following data points the intramonomer degrees
of freedom were frozen and only the distance increased by the given value in Å.

Following the reasoning of the previous section on m-MTDATA:3TPYMB, the CT
triplets on the BPhen:m-MTDATA:BPhen (compare table 3.19; PR and transition
matrix) show pronounced delocalization of the hole. Therefore, heterodimers might
underestimate the exciton size in the m-MTDATA:BPhen blend, if several BPhen
monomers are closely aggregated in close proximity to a donor molecule.
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Figure 3.10: Trimers from m-MTDATA:BPhen optimized by GFN2-xTB. Left:
m-MTDATA (blue, fragment 1):BPhen (red, fragment 2):m-MTDATA (grey, frag-
ment 3); right: BPhen (red, fragment 2):m-MTDATA (blue, fragment 1):BPhen (grey,
fragment 3). Hydrogen atoms are omitted for clarity.

Table 3.19: Lowest local and CT triplets on a BPhen (fragment 2):m-MTDATA
(fragment 1):BPhen (fragment 3) trimer. Optimization was done with GFN2-xTB,
excited state calculation with ωB97X-D3/def2-SVP/ω=0.14.

state ∆E(eV) PR CT RMSeh [Å] trans. matrix

TCT1 2.88 1.96 0.59 5.53

TCT2 2.94 1.58 0.86 6.08

TLE 3.03 1.39 0.27 4.70
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3.5 Discussion

The expectation to find low-lying triplet states in a relaxed D:A heterodimer is con-
firmed by the calculations, as apparent from tables 3.8 and 3.14. In all investigated
dimers this lowest triplet becomes a CT state at geometrical relaxation - with one ex-
ception: For m-MTDATA:BPhen we could optimize a triplet dimer geometry (T1_6,
R(TLE)) which exhibits a lowest triplet localized on BPhen instead of the expected CT
triplet (R(TCT )) (figure 3.9). The existence of this low-lying triplet in the energetic
range of the relaxed CT triplets is also apparent from the monomer calculations (table
3.6). Similarly, Liu et al. found an overlap of the energetic positions of the CT-triplet
and the lowest m-MTDATA triplet in 3TPYMB:m-MTDATA. [165] This is matches the
monomer calculations 3.6, although the local triplet for this blend was not computa-
tionally accessible.

Figure 3.11: Triplet states in-
volved in the TADF dynamics.

Excitons in the blend after optical excita-
tion can thus either relax to a local or a CT
triplet state as shown in figure 3.11, depend-
ing for example on the initial geometry of het-
erodimers in the film. rISC to the CT singlet
is however only possible at R(TCT ) because
of the inherent sequence of states: Calculated
singlet-triplet gaps (∆EST ) for the lowest exci-
tations at CT geometries amount to less than
0.01 eV. This allows for an effective rISC re-
gardless of the SOC (compare tables 3.10 and
3.16). At R(TLE) the lowest triplet lies almost
0.5 eV below the CT states (figure 3.9), which
inhibits rISC processes to the emissive singlet.

This fits the experiments by Grüne et al. [5–7;14;147] which indicate population of local
triplets after optical excitation but show no involvement of those states in processes
leading to luminescence.
Among the central results of the experimental study by optically detected magnetic res-
onance (ODMR) are two signals in trPLDMR but only one in trELDMR. [5–7;14;147] The
broader signal in trPLDMR indicates an electron-hole separation10 of re−h ≥ 1.0 nm
(m-MTDATA:3TPYMB) [6] and re−h ≥ 0.9 nm (m-MTDATA:BPhen) [147]. While this

10Electron-hole separations are estimated from EPR spectra by re−h[nm] = 3

√
2.785
D[mT]nm, where D

is the dipolar-coupling.
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signal was formerly attributed to a local triplet, [6] the calculated RMSeh values suggest
that this is indeed a compact CT triplet. New trEPR measurements back the new as-
signment. [147] TrEPR show an additional considerably broader signal (smaller exciton)
which is attributed to a local triplet but is not apparent in the optical response in
trPLDMR. [14;147] The narrow signal in trPLDMR and the main signal in trELDMR
presumably stem from the same process (same trend in behaviour at varying temper-
atures and magnetic fields) and yield electron-hole separations of re−h ≥ 1.2 nm (elec-
trical generation) or re−h ≥ 1.4 nm (optical generation) in m-MTDATA:3TPYMB. [6]

The narrow signal from m-MTDATA:BPhen indicates re−h = 1.1 nm − 1.2 nm (elec-
trical generation). [172] These signals are attributed to non-geminate exciplexes. After
electrical generation this can be explained by charge carriers which undergo rISC as
soon as they get in contact as ∆EST becomes infinitely small for CT states and large
HOMO-LUMO separations. In optical experiments diffusion is postulated to take place
after population of the CT states which triggers a process similar to that after electrical
excitation.
At this point, seemingly two discrepancies between calculations and experimental find-
ings remain: For intermolecular distances increased by more than 2.0Å, we calculate
various local triplet states to be found below the CT-triplet and singlet (compare fig-
ures 3.5 and 3.9) although the exciton size found experimentally indicates such long
distances between monomers. However, CT singlet and triplet are almost degenerate
for those systems (∆E<0.002 eV). Since recombination/population of a local triplet
might not be possible at these distances, rISC might still happen between Tn,CT and
S1. Additionally, the calculated S1 lies too high in energy for stretched excitons in
comparison to the experiment. This reinforces the idea that prior to emission from
the S1, the distance between the electrons must be diminished to facilitate a non-zero
transition moment, which than results in emission from a lower point of the S1 surface.

3.6 Conclusion

The investigations on monomers, neutral heterodimers and CT heterodimers match
the experimental results and can expand the robustness and accuracy of models on
exciton dynamics in OLED devices. To obtain sufficient precision in the calculations,
the method and environment need to be chosen carefully. In this case and for other
OSC materials (compare chapter 2), IP tuning presents a very beneficial compromise
of accuracy and cost.
It is apparent from the sequence of excited states (figures 3.5 and 3.9) that optical
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Figure 3.12: Processes after excitation in TADF D:A complexes.

excitation of the lowest singlets in the donor (and acceptor, depending on the wave-
length of the pump-pulse) facilitates the population of local triplet states. These states
are not expected to be populated after electrical excitation, the standard work-mode
of an OLED. Results of optical experiments can therefore not be directly transferred
to obtain knowledge of optimized OLED devices. Nevertheless it is of interest to un-
ravel the processes after optical excitations. Optical spectroscopic results can often
be modelled by quantum chemical calculations and serve as benchmarks. These can
therefore provide a reliable basis for theoretical investigations to tackle less transparent
problems.
For the investigated system, ODMR measurements were dominated by two signals af-
ter optical excitation and one after electrical excitation. [6;7;14;147] The signal in ELDMR
resembles the narrower one of PLDMR in width, shape and temperature dependence
and was therefore experimentally attributed to the same process. [6] The calculated
results on model D:A dimers are attributed to the broader signal of PLDMR. The
calculated RMSeh values for an optimized triplet are 0.8 nm (m-MTDATA:3TPYMB,
table 3.11, experimentally 1.0 nm) and 0.6 nm (m-MTDATA:BPhen, table 3.11, exper-
imentally 0.9 nm). The broader signal showed a stronger dependence on the choice
of acceptor molecule [6;147] than the narrow signal, which is mirrored by the optimized
model heterodimers. BPhen is smaller than 3TPYMB and allows for a more compact
packing if a full geometrical relaxation is possible. Less system dependence of the
narrower/ELDMR signal indicates that this is induced by stretched dimers (i.e. charge
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carriers interacting across a distance) and could be approximated by variation of the
distance of the monomers in model systems (tables 3.11 and 3.17). A local excitation
was calculated to result in a RMSeh of at most 0.3 nm (BPhen), 0.4 nm (3TPYMB) and
0.5 nm (m-MTDATA). Also these states were calculated to be energetically strongly
separated from the emissive singlet at exciplex geometries. It is therefore proposed that
local triplet excitations do not directly influence emission dynamics in the investigated
D:A systems but might rather result in radiation-less deexcitation when populated.





Chapter 4

Investigation of organometallic
bismuth radicals

This collaborative work reports the generation of a new species, a non-stabilized or-
ganometallic bismuthidene. Our computational work fused the various spectroscopic
investigations to provide a clear picture of involved configurations and vibronic states.
In contrast to the previous chapters, the difficulties in describing the systems under
investigation are not caused by their size. There is however a new computational bot-
tleneck which arises from the heaviness of bismuth and the subsequent need to include
relativistic effects in the theoretical treatment. [75;76] An overview of the treatment of
relativistic effects employed in this work can be found in chapter 0.3.4, for further read-
ing please refer to the references mentioned therein and in the paper. As a compromise
between accuracy, computational resources and availability of methods, we resorted to
scalar relativistic DFT with an all-electron treatment for most optimizations and all
frequency calculations. [80;173;174] It was shown before that DFT can provide very accu-
rate structures even for complicated electronic configurations, [175] while lacking some
accuracy in the computation of excitation energies. [176] Therefore, we supplemented
these results by excitation energies and benchmark geometry optimizations calculated
by NEVPT2 in the same scalar relativistic framework. This framework allows for the
inclusion of effects introduced by relativistic mass increase of electrons which are re-
sponsible for the contraction/expansion of orbitals. [43]

Within this framework we were able to reproduce single-molecule photoelectron spectra
and determine the geometries of decay products. The focus of the investigations was
on BiCH3. In accord with the experimental results we found the ground state of this
species to be a triplet and therefore a biradical. Closer inspection of the photoelectron
spectrum of this species revealed a further anomaly. The spectrum could not be mod-
elled taking into account only the ground state vibrations of the cationic species. In

105
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the neutral species the two singly occupied orbitals mainly resemble the px/py-orbitals
of bismuth (the Bi-C bond is assumed to lie in z-direction). After ionization the de-
generacy of this orbitals is lifted due to a Jahn-Teller distortion. This results in two
distinct excited states with an energy gap calculated to be only 50 meV. Combining
the vibronic features of both low-lying cationic states allows for the calculation of the
full photoelectron spectrum.

This paper was published in D. P. Mukhopadhyay, D. Schleier, S. Wirsing, J. Ram-
ler, D. Kaiser, E. Reusch, P. Hemberger, T. Preitschopf, I. Krummenacher, B. Engels,
et al., Methylbismuth: an organometallic bismuthinidene biradical, Chemical Science
11, 7562–7568 (2020). Reprinted from reference [24] with permission from the Royal
Society of Chemistry.



Methylbismuth: an organometallic bismuthinidene
biradical†
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Jacqueline Ramler,b Dustin Kaiser,a Engelbert Reusch,a Patrick Hemberger, c

Tobias Preitschopf,a Ivo Krummenacher,b Bernd Engels,*a Ingo Fischer *a

and Crispin Lichtenberg *b

We report the generation, spectroscopic characterization, and computational analysis of the first free

(non-stabilized) organometallic bismuthinidene, BiMe. The title compound was generated in situ from

BiMe3 by controlled homolytic Bi–C bond cleavage in the gas phase. Its electronic structure was

characterized by a combination of photoion mass-selected threshold photoelectron spectroscopy

and DFT as well as multi-reference computations. A triplet ground state was identified and an

ionization energy (IE) of 7.88 eV was experimentally determined. Methyl abstraction from BiMe3 to

give [BiMe2]
� is a key step in the generation of BiMe. We reaveal a bond dissociation energy of 210 �

7 kJ mol�1, which is substantially higher than the previously accepted value. Nevertheless, the

homolytic cleavage of Me–BiMe2 bonds could be achieved at moderate temperatures (60–120 �C) in
the condensed phase, suggesting that [BiMe2]

� and BiMe are accessible as reactive intermediates

under these conditions.

Introduction

Low-valent molecular compounds of group 15 elements, E–R,
with the central atom E in the oxidation state of +1 are highly
reactive, electron-decient species (E ¼ N–Bi; R ¼monoanionic
ligand).1 In principle, they can adopt either singlet or triplet
electronic ground states, which strongly inuences their phys-
ical and chemical properties (Scheme 1). Thus, understanding
their (electronic) structures is key to rationalizing the reactivity
of these species, which represent important intermediates in
fundamental transformations such as insertion and ring
expansion reactions.2 The isolation of such compounds, in
which the group 15 atom is bound to only one additional atom,
is extremely challenging and has only recently been achieved for
the lightest congeners in landmark contributions (E ¼ N, P,
Scheme 1a).2,3 Access to the heavier homologues is increasingly
difficult due to their tendency to undergo degradation reactions
such as oligomerization, disproportionation, and bond

activation processes. For the heaviest group 15 element
bismuth, mononuclear organometallic compounds with the
metal atom in the oxidation state of +1 (so-called bismuthini-
denes) could so far only be accessed by stabilization through
adduct formation with Lewis bases (Scheme 1b).4–9 Very
recently, the intriguing properties of such bismuthinidenes
have been exploited for (electro-)catalytic and photophysical
applications: a BiI/BiIII redox couple has been proposed to be
a key component in bismuth-catalyzed transfer hydrogenation
reactions with ammonia borane.10 In addition, BiI oxalates have
been suggested to be involved in the electrochemical reduction
of carbon dioxide at bismuth electrodes.11 When embedded in
host materials such as zeolites, [BiI]+ centers show intriguing
photophysical properties such as ultrabroad near-infrared
emission.12,13 Without any exceptions, the isolable, Lewis-base-
stabilized bismuthinidenes reported to date show singlet
ground states. This situation changes, when non-stabilized, (so
far) non-isolable, electron-decient molecular bismuthini-
denes, Bi–R, are targeted. To date, only inorganic species Bi–X
have been reported and were accessed by comproportionation
(e.g. at high temperature in the melt) or by reaction of Bi atoms
with reactive species such as F2 in the gas phase (X ¼ H, F–I,
AlCl4).14–18 Importantly, these synthetic routes did not allow to
study the reactivity of bismuthinidenes, they did not allow to
work in conventional solvents at moderate temperature, and
they did not allow to access compounds with tunable substit-
uents R, such as organometallic bismuthinidenes Bi–R (R ¼
alkyl, aryl; Fig. 1c).
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Here we report the generation and characterization of the rst
free (i.e. non-stabilized) organometallic bismuthinidene methyl-
bismuth, BiMe, in a gas-phase reactionwith implications for related
reactions in condensed phase at moderate temperature. In

addition, dimethylbismuth, [BiMe2]
� was studied to determine the

Bi–CH3 bond dissociation energy in BiMe3.

Results and discussion

In order to access the elusive class of non-stabilized organo-
metallic bismuthinidenes, we aimed at a “top-down approach”,
more specically the homolytic cleavage of Bi–C bonds from the
well-dened organometallic precursor BiMe3 (1) as shown in
Scheme 2. The long-known BiMe3 has been investigated from
many different perspectives,19–21 including its application in
chemical vapor deposition, where the abstraction of all its
methyl groups is targeted.22,46

In a recent study, it was demonstrated that the abstraction
of a single methyl group can be achieved by dissociative
photoionization of 1, i.e. the Bi–C bond cleavage of the
[BiMe3]

�+ cation in the gas phase.23 Under these conditions,
only a single methyl group was abstracted, yielding the cation
[BiMe2]

+. Here we attempt a thermally-induced, controlled
and stepwise abstraction of methyl groups from neutral
BiMe3. Thus, a sample of BiMe3 diluted in Ar was pyrolysed in
a microreactor and analyzed by photoelectron–photoion
coincidence spectroscopy (PEPICO) using synchrotron radia-
tion.24 This method permits to record photoion mass-selected
threshold photoelectron spectra (ms-TPE) for each species by
correlating ions and electrons produced in a single photo-
ionization event. Isomer-selective information is then ob-
tained from an analysis of the photoelectron spectrum based
on computations.

Fig. 1 shows mass spectra under various pyrolysis condi-
tions. Without pyrolysis (top trace) only the parent ion 1�+ is
visible, thus dissociative photoionization is irrelevant under our
experimental conditions. Already at low pyrolysis power (center
trace) a stepwise methyl loss down to atomic Bi occurs, associ-
ated with formation of 2 and one of the products 3–5. The small
intensity of m/z ¼ 239 ([Bi(CH3)2]

+) compared to m/z ¼ 224
([BiCH3]

�+) indicates that cleavage of the secondmethyl group is
more facile than the rst. In addition, Bi2 is visible atm/z¼ 418,
due to dimerization of bismuth atoms (see ESI, Fig. S4†). In
some experiments a further peak appeared at m/z ¼ 478 and is
most likely due to Me2Bi–BiMe2. Note that CH3 is not observed
due to its ionization energy of 9.83891 eV.25,26 Traces of BiI from
the synthesis are also present in the spectrum.

Scheme 1 Low-valent group 15 compounds: (a) isolable nitrene and
phosphinidene (singlet ground state). (b) stabilized organometallic
bismuthinidenes (singlet ground state; occupied bismuth 6s-orbital
omitted for clarity); (c) free (non-stabilized) singlet and triplet species
that may be envisaged for BiMe (only two bismuth p-orbitals shown;
p-orbital used for Bi–Me bonding and occupied s-orbital are omitted
for clarity). R ¼ 2,6-Me2-C6H3; 2,6-iPr2-C6H3; R0 ¼ 2,6-[(4-tBu-
C6H4)2CH]2-4-Me-C6H3.

Fig. 1 Photoionization mass spectra recorded at 8.5 eV without
pyrolysis (top trace), low pyrolysis power (Tz 470 K, center trace) and
medium pyrolysis power (T z 600 K, bottom trace). The signal at m/z
¼ 91 is due to a background signal from previous experiments.

Scheme 2 Controlled, stepwise abstraction of CH3 radicals from 1 in
the gas phase by flash pyrolysis.

This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, 11, 7562–7568 | 7563
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When the pyrolysis power is further increased (bottom trace)
the precursor is fully converted and experimental conditions are
suitable for studying the molecule formed aer loss of two
methyl groups. Three structures are possible for m/z ¼ 224, the
bismuthinidenes 3 (triplet)/4 (singlet) or the methyl-
enebismuthane 5. Threshold photoelectron spectroscopy
provides structural isomer-selective information through
comparison with Franck–Condon-simulated or reference
spectra. Fig. 2 represents the ms-TPE spectrum of a species with
the composition BiCH3 at m/z ¼ 224. The rst major band at
7.88 eV is assigned to the adiabatic ionization energy (IEad). It is
followed by several smaller bands that are ca. 40–50 meV apart.
Simulations based on DFT and multi-reference calculations
were carried out for 3, 4 and 5. While DFT oen provides very
accurate geometries and frequencies even for molecules with
complicated electronic structures,48 it is in many cases less
accurate for the computation of energy surfaces or excitation
energies.49 Hence, the uB97X-D3 50 functional was employed for
frequency computations, but the multi-reference NEVPT2 51

approach was used to determine geometrical changes and to
compute ionization energies as well as the energy difference
between the two relevant states of the [BiCH3]

�+ cation (vide
infra). Both methods (DFT and multi-reference) were combined
with a scalar relativistic approach and with the SARC-ZORA-
TZVP basis set which allows for an all-electron treatment of
bismuth52 (for computational details, see ESI†). Bismuthini-
dene 3 with a C3v symmetry and an X 3E (T0) triplet ground state
is the lowest-energy structure (DE ¼ 0 kJ mol�1). The compu-
tations on the NEVPT2-level show a very good agreement with
the experimentally determined IE of 7.88 eV (IEcalc ¼ 7.98 eV for
the X+ 2A00 ) X 3E transition (vide infra)), as compared to singlet
bismuthinidene 4 (DE¼ +0.78 eV/+75 kJ mol�1; IEcalc ¼ 7.21 eV)
and methylenebismuthane 5 (DE¼ +0.91 eV/+88 kJ mol�1; IEcalc
¼ 8.68 eV; for energy values obtained through DFT calculations
see ESI†). This shows, that the ground state (electronic) struc-
ture of species with the sum formula ECH3 are fundamentally
different, depending on the choice of the element E. For E ¼ Bi
the triplet bismuthinidene 3 is energetically favored and
observed (vide supra), whereas for the lighter congeners (E ¼ N,
P), the formation of the methylene species HN]CH2 and HP]
CH2 has been determined to be more favorable.27–32,53

Upon photoionization of 3, one electron is removed from
either of the two degenerate SOMOs, which correspond in rst
approximation to the px and py orbital on the Bi center. The
computations for the ionic ground state, [BiCH3]

�+ (3�+), yielded
a shortening of the Bi–C bond (from 2.27�A in 3 to 2.21�A in 3�+)
and a deformation of the methyl group with a tilt angle of 4�

relative to the Bi–C axis. This was ascribed to antibonding
interactions between the unpaired electron and the bonding
electrons of the two C–H groups, which are approximately
aligned with the singly occupied p-type orbital of bismuth
(Table S18†). This leads to a loss of the C3 axis and a reduction
to Cs symmetry. As a consequence of this Jahn–Teller distortion,
the 2E state in the C3v symmetric cation splits into a X+ 2A00 and
a A+ 2A0 component. The computations indicate an energy
difference of only 50 meV between the two states at the geom-
etry of the X+ 2A00. Thus, transitions into both states contribute

to the spectrum and have to be included in the simulation in
Fig. 2 (blue curve). Transitions from the T0 ground state of
neutral 3 into the X+ 2A00 ionic ground state are given as grey
bars, while transitions into the A+ 2A0 excited state are shown as
red bars. In addition, there is a vibrational structure evident in
the spectrum with a spacing of around 50 meV, including a hot
band transition at 7.83 eV, which is assigned to the Bi–C
stretching motion (corresponding to n00 z 50 meV). Vibrational
activity is expected due to the reduction of the Bi–C bond
lengths in the cation by > 0.06 �A (see ESI† for all geometry
parameters). Franck–Condon simulations based on computa-
tions of isomer 5 further support the triplet bismuthinidene 3
as the carrier of the spectrum (Fig. S3†). First, the computed IE
of 5 is 0.80 eV higher than the experimental value, and second,
a more pronounced vibrational progression with a maximum
intensity for a transition into an excited vibrational state would
be expected for 5. Thus a contribution of 5 to the spectrum can
be ruled out.

The computed IE of 3 (for the lowest state of 3�+) and the
relative energies for the two states of the cation 3�+ are in
excellent agreement with the corresponding experimental data.
This indicates that the neglected spin–orbit effects33 do not play
a key role for the determination of the ionization energies,
possibly because they are similar in magnitude for all involved
states. While the experimental and calculated IEs nicely agree,
deviations were observed in the shape of the spectra and were
ascribed to the atness of the potential energy surface (PES) of
the cation. Two factors mainly contribute to the atness of this
PES: (i) the X+ 2A00 state is threefold degenerate due to facile
rotation around the Bi–C bond. (ii) The shape of the PES going
from the equilibrium geometry of the X+ 2A00 towards the equi-
librium geometry of the A+ 2A0 state is expected to be non-
harmonic. Efforts to obtain a better description of the surface
were so far unsuccessful due to strong correlations of the
various internal coordinates, so that high dimensional surfaces
would be necessary for an appropriate description.

To gain additional information on the formation of BiMe (3)
by stepwise abstraction of methyl groups from BiMe3 (1), an ms-
TPE spectrum of [BiMe2]

� (2) (m/z(2+) ¼ 239) was recorded at

Fig. 2 Mass-selected threshold photoelectron spectrum of m/z ¼
224. The simulation based on 3 as the carrier (blue line) fits the
experiment well. Transitions into the X+ 2A00 ground state of the ion are
given as grey bars, transitions into the A+ 2A0 state as red bars.
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a low pyrolysis temperature (Fig. 3; cf. Fig. 1). Simulations of the
spectrum based on DFT calculations indicate C2v symmetry for
both 2 and 2+ as well as a X+ 1A1 ) X 2B1 transition in [BiMe2]

�

(2). The rst major band at 7.27 eV is assigned to the IE, in
excellent agreement with the computed value of 7.35 eV at the
NEVTP2 level of theory. A vibrational progression with a spacing
of 60 meV is visible and is dominated by the symmetric Bi–C
stretching mode in the cation. Additional torsional modes of
the CH3 groups may lead to a broadening of the bands. While
there is a good agreement between simulation and experiment,
the vibrational intensities (including hot bands) are somewhat
underestimated in the simulations. This indicates a slightly
larger change of the Bi–C bond length upon ionization than the
computed shortening of 0.05 �A (see ESI† for all geometry
parameters).

Bond dissociation energies (BDEs) can be determined via
thermochemical cycles that combine appearance energies (AE)
and ionization energies. The zero Kelvin appearance energy
AE0K for the abstraction of the rst methyl radical from 1 has
been determined with very high accuracy, AE0K(Bi(CH3)3,
Bi(CH3)2

+)¼ 9.445� 0.064 eV.23 According to computations, the
methyl loss in the cation is a simple homolytic bond cleavage
without a reverse barrier. Combined with the IE of 2, the Me2Bi–
CH3 bond dissociation energy in 1, BDE(Me2Bi–CH3), can be
derived:

BDE(Me2Bi–CH3) ¼ AE0K(BiMe3, [BiMe2]
�+) � IE([BiMe2]

�)(1)

From eqn (1) a value of 210 � 7 kJ mol�1 is obtained for
BDE(Me2Bi–CH3). The bond dissociation energy of the rst Bi–
CH3 bond in BiMe3 (BDE(Me2Bi–CH3)) can be expected to be the
highest of the three Bi–CH3 BDEs in this molecule34 and is thus
crucial for any type of reaction initiation via Bi–CH3 homolysis.
However, the value of BDE(Me2Bi–CH3) has never been deter-
mined explicitly in the primary literature. Based on previous
investigations into the thermal decomposition of 1,34–36 an
estimation of BDE(Me2Bi–CH3) can be made, which yields
a value of 182 kJ mol�1 as the upper limit that would be possible
for this parameter.37 Thus, our results substantially revise the
bond dissociation energy of the rst Bi–Me bond in 1, which is

key to the radical chemistry of 1 and related bismuth
compounds. The calculated isodesmic reaction provides a value
of 226 kJ mol�1 in good agreement with the experimental
ndings.

Our correction of the BDE in a fundamentally important
organometallic compound such as BiMe3 raised the question,
whether homolytic Bi–C bond cleavage is possible at moderate
reaction temperatures in the condensed phase, making this
process relevant for synthetic chemistry under conventional
experimental conditions. To test for methyl radical abstraction
from BiMe3, a benzene solution of BiMe3 and the radical trap 6
was heated to 60 �C and subsequently analyzed by EPR spec-
troscopy (Fig. 4). Indeed, a resonance was detected with giso ¼
2.006 and a(14N) ¼ 41.6 MHz, a(1H) ¼ 9.63 MHz, a(13C) ¼ 12.9
MHz, indicating the formation of 7 by methyl radical
transfer.38,54,55

In order to gain further hints at the generation and subse-
quent trapping of BiMe in the condensed phase, neat BiMe3 was

Fig. 4 Abstraction and spin trapping of methyl radicals from BiMe3.

Fig. 5 (a) Synthesis of BiMe(SPh)2 (8) from BiMe3 and (SPh)2 with
methane as a detected by-product. (b and c) Molecular structure of 8
in the solid state with one formula unit shown in (b) and a cutout of the
coordination polymer shown in (c). Displacement ellipsoids are shown
at the 50% probability level. Hydrogen atoms and one set of split
positions of disordered atoms are omitted for clarity. For detailed
discussion of structural parameters see ESI.† Selected bond lengths (�A)
and angles (�): Bi1–C1, 2.208(10); Bi1–S1, 2.736(2); Bi1–S2, 2.699(2);
C1–Bi1–S1, 89.6(3); C1–Bi1–S2, 89.4(3); S1–Bi1–S2, 93.18(7).

Fig. 3 Ms-TPE spectrum of Bi(CH3)2, m/z ¼ 239. The vibrational
progression is due to the symmetric bismuth–carbon stretch and its
combination with torsional motion. The blue line represents the
simulated spectrum based on 2.

This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, 11, 7562–7568 | 7565
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reacted with stoichiometric amounts of (PhS)2 at 120 �C
(Fig. 5a). BiMe(SPh)2 (8)39–41 was isolated as the product of this
reaction in 41% yield and fully characterized (Fig. 5b and c; for
details see ESI†). Methane was detected in the headspace of the
reaction by IR spectroscopy (Fig. S5†), suggesting the appear-
ance of methyl radicals in this reaction.

This – together with literature reports42 – supports the
potential of BiMe to act as a transient reactive species in this
reaction. The thioether MeSPh was also detected, suggesting
that methyl radical attack at sulfur or s-bond metathesis/
disproportionation sequences may also be operative as
a parallel reaction pathway.41 In the solid state, compound 8
forms a coordination polymer through bridging coordination
modes of the thiolate ligands (Fig. 5c). This is a unique struc-
tural feature within the small number of literature-known
compounds BiR(SR0)2 (R, R0 ¼ aryl, alkyl; for details see
ESI†).42–45

Conclusions

In conclusion, we have generated methylbismuth (BiMe),
a fundamental organometallic compound and the rst example
of an organometallic non-stabilized bismuthinidene. BiMe was
accessed via controlled thermal homolysis in the gas phase. The
title compounds shows a triplet (biradical) ground state and an
ionization energy of 7.88 eV, as revealed by combination of
photoelectron spectroscopy and computations. The homolytic
dissociation of the rst Me2Bi–CH3 bond in BiMe3 is crucial to
the radical chemistry of this compound (and related species)
and is the initiating step in the formation of BiMe. Our results
reveal a Me2Bi–CH3 homolytic bond dissociation energy of 210
� 7 kJ mol�1, i.e. the previously reported value is revised by
more than +15% (+28 kJ mol�1). Nevertheless, reactions in the
condensed phase demonstrate that the abstraction of methyl
radicals from BiMe3 is possible at moderate reaction conditions
and suggest that BiMe may act as an intermediate in reactions
with suitable trapping reagents. Future research will be directed
towards the generation of non-stabilized bismuthinidenes and
their exploitation in synthetic chemistry.

Methods and experimental

Details of experimental conditions for synchrotron experi-
ments, for calculations with DFT and multi-reference methods,
for the preparation of compounds 1 and 8 (including two
methods for the preparation of 1 19), and for IR and EPR spec-
troscopic experiments are given in the ESI.†

All calculations were performed with the ORCA program
package, version 4.1.1 and 4.2.56

The spectroscopic experiments were carried out at the VUV
beamline of the Swiss Light Source (SLS) at the Paul-Scherrer
Institute, Villigen/CH. In most experiments the photon energy
was scanned in 5 meV steps and calibrated using autoionization
resonances in Ar. The ionization energies reported in the main
paper are accurate to within�20meV and were corrected for the
Stark-shi by the extraction eld (8–9 meV). Note that in some

experiments 10 meV steps were used. A detailed description of
the beamline is given in the literature.47

[MeBi(SPh)2] (8).39

Neat trimethyl bismuth (100 mg, 0.394 mmol) and diphenyl
disulde (85.9 mg, 0.393 mmol) were heated to 120 �C for 3 d.
Aer cooling to ambient temperature, a green solid was ob-
tained, which was dissolved in benzene (1.5 mL) and layered
with n-pentane (1.5 mL). Aer 16 h at ambient temperature, the
product could be isolated by ltration and dried in vacuo as
yellow needles. Yield: 70.8 mg, 0.160 mmol, 41%.

1H NMR (500 MHz, C6D6): d¼ 0.94 (s, 3H, CH3), 6.86 (dd, 2H,
3JHH ¼ 7.4 Hz, 3JHH ¼ 7.5 Hz, p-C6H5), 7.03 (t, 4H, 3JHH ¼ 7.6 Hz,
m-C6H5), 7.48 (d, 4H, 3JHH ¼ 7.8 Hz, o-C6H5) ppm.

13C NMR (126 MHz, C6D6): d ¼ 40.40 (br, CH3), 127.29 (s, p-
C6H5), 128.60 (s, m-C6H5), 135.62 (s, o-C6H5), 136.06 (s, ipso-
C6H5) ppm.

Elemental analysis: anal. calc. for: [C13H13BiS2] (442.35 g
mol�1): C 35.30, H 2.96, S 14.50; found: C: 35.12, H 2.90, S 14.40.
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Summary

In the first part of this work (reference [4]), excitations in aggregates of DIP and
PDIR-CN2 are calculated and characterised in order to assign signals in experimental
TR-SHG spectra and explain underlying processes. The first chapter focuses on the
evolution of excited state populations in the individual materials. Those present mainly
Frenkel character and could therefore be modeled with a standard RS functional. The
environment was modelled by atomic point charges. Absorption spectra could be as-
signed, although a systematic shift remained. This was discussed in terms of aggregate
size, relaxation effects and the inherent error of description by an approximated DFT
functional. Features in the TR-SHG spectra were mainly assigned to aggregate effects.
These include (de-)localization processes, population of low-lying trap states and re-
laxation to the ground state. Additionally, we could explain the vibrational feature by
vibrations of the monomers.
In the second part of this chapter (reference [85]) the focus lies on geometrical relax-
ation and its effect on the positioning and character of excited states. We found that
the first excited state in DIP is stabilized by localization on and relaxation of a single
molecule as compared to a delocalized exciton. However, the effect on higher lying
excitations did not parallel this observation. Further investigations showed that this
effects add up to several tenths of eV and are not generizable. It is therefore mandatory
to include such investigations in aggregate-based calculations if a precise description
of excited states is aspired.
The second chapter focused on interface systems of DIP and PDIR-CN2. These can be
used as OPV materials. A special interest lies in the position of CT states and their
dependence on arrangements at the interface. This is due to the central role of CT
states in the generation of free charge carriers. [3] CT excitations demanded a change
in methodology. It was found that the energetic position can only be determined with
satisfying quality with DFT if a RS functional is IP tuned. IP tuning also influences
excitation energies of Frenkel excitations towards the experimental values in compari-
son to the approach in chapter 1. Additionally, relaxation effects were investigated and
it was found that their influence on CT excitations is stronger than for local excita-
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tions. Using this methodology on tetramers consisting of two DIP and two PDIR-CN2

molecules from a idealized interface structure, it was possible to affirm and explain the
experimental data by Hänsel et al. [3].
In the third chapter a project on TADF OLEDs was covered with reference to EPR data
by Grüne et al. [6;7;14;147]. Position and characteristics of excited states were determined
with the same approach as in chapter 2 due to a similar importance of CT excitations.
In contrast to the former chapter, triplet excitations cannot be neglected in this project.
Results were therefore expanded by TDA and ∆SCF calculations. Additionally, disor-
der is of higher importance in this project, since the molecules are bulkier, can align
less closely and blends are used instead of interfaces. For this reason, a collection of
fully optimized D:A aggregates was used for the investigations. Since the calculated
energetic levels matched the experiments well, further characterisations were used to
interpret more opaque spectroscopic features. A useful metric was the RMSeh, which
is directly related to the experimentally measured D-value. This calculations strongly
indicated that both experimental features can be attributed to CT excitations and
not a monomer localized Frenkel as proposed earlier. [6;10] SOC calculations were less
insightful, since the character of excitations could already be used to predict the very
small matrix elements between states of the same character. This is directly related
to the reverse inter-system crossing (rISC) which induces the delayed fluorescence and
happens between an exciplex triplet and a singlet of the same character. Calculations
on D:A complexes with an increased intermonomer distance were used to approximate
disorder and diffusion effects. In this stretched dimers, the singlet-triplet gap is further
decreased. This is due to the vanishing electron-hole overlap and can facilitate HFI
transitions which do not depend on the SOC. This route is also proposed to be the
preferred route for deexcitation after electrical excitation. In conclusion, model sys-
tems were found which match the experiment well and could be used to expand the
understanding of the emission process and the involved excited states.
The last chapter (reference [24]) reports the investigation of methylbismuth, the first
reported free organometallic bismuthidene. In addition to MR calculations to provide
accurate energies and geometries, it was also necessary to include a second excited
state to reproduce a msTPE spectrum. The combination with a ZORA hamiltonian
and DFT based frequencies, allowed for the identification of all involved compounds.



Zusammenfassung

Im ersten Teil dieser Arbeit (Referenz [4]) wurden Anregungen in DIP und PDIR-CN2

Aggregaten berechnet und charakterisiert, um Signale experimenteller TR-SHG Spek-
tren zuzuweisen und zugrundeliegende Prozesse aufzuklären. Der Fokus des ersten Ka-
pitels liegt auf der zeitlichen Entwicklung der Populationen der angeregten Zusände in
den individuellen Materialien. Diese Anregungen haben Frenkel Charakter und konn-
ten deswegen mit standard RS-Funktionalen beschrieben werden. Die Umgebung wur-
de durch atomare Punktladungen modelliert. Absoptionsspektren konnten zugewiesen
werden, allerdings mit einer systematischen Abweichung in den Anregungsenergien.
Diese Zuweisung wurde diskutiert mit Blick auf Größe der untersuchten Aggregate,
Relaxationseffekte und den Funktional-inherenten Fehler. Die Signale in den TR-SHG
Spektren wurden hauptächlich auf Aggregateffekte zurückgeführt. Dazu gehören (De-
)Lokalisierungsprozesse, Population von tiefliegenden Fallenzuständen und Relaxation
zum Grundzustand. Zusätzlich konnten wir Vibrationsprogressionen durch Schwingun-
gen der Monomere erklären.
Im zweiten Teil dieses Kapitels (Referenz [85]) liegt der Schwerpunkt auf der geome-
trischen Relaxation der untersuchten Systeme und deren Auswirkung auf die Position
und den Charakter der angeregten Zustände. Wir konnten feststellen, dass der erste
angeregte Zustand in DIP durch die Lokalisierung auf ein Monomer und dessen Rela-
xation stabilisiert wird. Diese Effekte waren jedoch nicht für alle Anregungen gleich.
Es ist daher erforderlich, solche Untersuchungen in aggregatbasierte Berechnungen ein-
zubeziehen, wenn eine genaue Beschreibung der angeregten Zustände angestrebt wird.
Das zweite Kapitel konzentriert sich auf Grenzflächensysteme von DIP und PDIR-CN2.
Diese können als OPV-Materialien verwendet werden. Ein besonderes Interesse gilt da-
bei der Lage der CT-Zustände und deren Abhängigkeit von der relativen Anordnung an
der Grenzfläche. Dies ist auf die zentrale Rolle der CT Zustände bei der Erzeugung von
freien Ladungsträgern zurückzuführen, [3] was eine Anpassung der Methodik erforderte.
Es zeigte sich, dass die energetische Lage nur dann mit zufriedenstellender Qualität mit
DFT bestimmt werden kann, wenn ein IP-getunetes RS-Funktional verwendet wird. IP-
Tuning beeinflusst auch die Anregungsenergien von Frenkel-Anregungen und verbessert
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die Beschreibung in Richtung der experimentellen Werte im Vergleich zum Ansatz in
Kapitel 1. Zusätzlich wurden Relaxationseffekte untersucht. Es konnte festgestellt wer-
den, dass ihr Einfluss auf CT-Anregungen stärker ist als bei lokalen Anregungen. Durch
Anwendung dieser Methode auf Tetramere - die aus zwei DIP und zwei PDIR-CN2

Molekülen bestehen und einer idealisierten Grenzflächenstruktur entsprechen - war es
möglich, die experimentellen Daten von Hänsel et al. [3] zu bestätigen und zu erklären.
Im dritten Kapitel wurde ein Projekt über TADF-OLEDs unter Bezugnahme auf EPR-
Daten von Grüne et al. [6;7;14;147] behandelt. Position und Eigenschaften der angeregten
Zustände wurden mit dem gleichen Ansatz wie in Kapitel 2 bestimmt, da die CT-
Anregungen eine ähnliche Bedeutung haben. Im Gegensatz zum ersten Kapitel können
Triplett-Anregungen in diesem Projekt nicht vernachlässigt werden. Die Ergebnisse
wurden daher durch TDA- und ∆SCF-Rechnungen erweitert. Außerdem ist Unord-
nung in diesem Projekt von größerer Bedeutung, da die Moleküle voluminöser sind,
sich weniger eng anordnen können und anstelle von Grenzflächen Blends in den Ex-
perimenten verwendet wurden. Aus diesem Grund wurde eine Anzahl von verschiede-
nen vollständig optimierter D:A-Aggregate für die Untersuchungen verwendet. Da die
berechneten energetischen Energieniveaus gut mit den Experimenten übereinstimm-
ten, wurden weitere Charakterisierungen zur Interpretation der undurchsichtigen ex-
perimentellen Ergebnisse herangezogen. Eine nützliche Metrik ist der RMSeh-Wert,
der in direktem Zusammenhang mit dem mit dem experimentell gemessenen D-Wert
steht. Diese Berechnungen zeigten deutlich, dass beide experimentelle Signale auf CT-
Anregungen und nicht, wie zuvor vermutet, auf eine monomer lokalisierte Frenkel An-
regung zurückzuführen sind. [6;10] SOC-Berechnungen waren weniger aufschlussreich, da
der Charakter der Anregungen bereits zur Vorhersage der sehr kleinen Matrixelemente
zwischen Zuständen desselben Charakters ausgereicht hätte. Diese Matrixelemente ste-
hen in direktem Zusammenhang mit rISC, das verzögerter Fluoreszenz zugrunde liegt.
Berechnungen an D:A-Komplexen mit einem vergrößerten Abstand zwischen den Mo-
nomeren wurden verwendet, um Unordnung und Diffusionseffekte zu approximieren.
In diesen gestreckten Dimeren ist die Singulett-Triplett-Lücke weiter verringert. Dies
ist auf den verschwindend geringen Elektron-Loch-Überlapp zurückzuführen und kann
HFI-Übergänge erleichtern. Dieser Weg wird daher als der bevorzugte Weg für die
Deexzitation nach elektrischer Anregung vorgeschlagen. Zusammenfassend lässt sich
sagen, dass Modellsysteme gefunden wurden, die gut mit dem Experiment überein-
stimmen und die zum besseren Verständnis des Emissionsprozesses und der beteiligten
angeregten Zustände beitragen.
Das letzte Kapitel (Referenz [24]) berichtet über die Untersuchung von Methylbismut,
dem ersten nachgewiesenen unstabilisierten metallorganischen Bismutiniden. Energi-
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en und Geometrien mussten mit MR-Ansätzen berechnet werden; außerdem war es
notwendig, einen zweiten elektronisch angeregten Zustand miteinzubeziehen um ein
msTPE-Spektrum zu reproduzieren. Die Kombination mit einem ZORA-Hamiltonian
und DFT-basierten Frequenzen ermöglichte die Identifizierung aller am Spektrum be-
teiligter Komponenten.
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Appendix A

Structural Details

A.1 Nomenclature of Aggregates in Chapter 2

Table A.1: Numeration of monomers in DIP/PDIR-CN2 aggregates as used in the
original calculations and backed-up data.

name in this work numeration in original data
σa 13, 19, 3, 7
σb 14, 19, 2, 6
σc 19, 24, 2, 3
λa A, C, b, e
λb A, C, C, e
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142 Structural Details

A.2 Nomenclature of Heterodimers in Chapter 3

Table A.2: Definition of the ground state geometries used in chapter 3. Nomenclature
follows the backed-up data.

m-MTDATA:3TPYMB m-MTDATA:BPhen
name ground

state
ω(TD) ω(opt.) starting

point
ground
state

ω(TD) ω(opt.) starting
point

S0_1 S0 0.12 0.12 S0_4 S0 0.14 0.14 S0_3
S0_2 S0 0.12 0.25 stacked S0 0.14 0.14 random

(ω=0.10
opt.)

S0_3 S0 0.12 0.12 random
(ω=0.09
opt.)

S0 0.14 0.25 random

S0_4 S0 0.12 0.25 random S0 0.14 0.25 stacked
S0_5 S0 0.12 0.25 random

(ω=0.09
opt.)

- - - -

T1_1 T1 0.12 0.12 random
(ω=0.09
opt.)

T1 0.14 0.14 T1_3

T1_2 T1 0.12 0.12 T1_3 T1 0.14 0.14 random
(ω=0.10
opt.)

T1_3 T1 0.12 0.25 random T1 0.14 0.25 random
T1_4 T1 0.14 0.25 randoma

T1_5 T1 0.14 0.25 stacked
T1_6 T1 0.14 0.14 random

(ω=0.10
opt.b)

a: preoptimized with Gaussian16_A ωB97X-D/cc-pVDZ; b: guess orbitals from
ω=0.10 optimization.



Appendix B

Supporting Information

B.1 Chapter 1

Supporting Information for chapter 1 can be found under https://pubs.acs.org/

doi/abs/10.1021/acs.jpcc.9b07511 and https://aip.scitation.org/doi/suppl/
10.1063/5.0028943.

B.2 Chapter 4

Supporting Information for chapter 4 can be found under https://pubs.rsc.org/en/
content/articlelanding/2020/SC/D0SC02410D.
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