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Chapter 1

Introduction

In the beginning of photosynthetic research, Theodor Engelmann wanted to under-
stand for which wavelength of the sun light photosynthetic organisms produce oxygen
[21, 22]. To answer this question, he built a simple experiment. He took a long fiber of
algae and split the white light of the sun with an apparatus that Carl Zeiss constructed
so that different colors of the light were absorbed at different spatial positions of the
algae. He added bacteria that gather around wherever oxygen is produced. From the
mass of bacteria at different positions of the algae he came to the conclusion that most
oxygen is produced for the red and blue wavelengths of the sunlight.

Since this experiment of Engelmann 140 years ago, the field of spectroscopy has
made great progress. With the development of ultrashort laser pulses, the investiga-
tion of processes on the femtosecond timescale have become accessible. In order to
measure fast processes in molecular systems such as the excited-state dynamics, dif-
ferent techniques employing ultrashort laser pulses have been developed. In one of the
well-established techniques, a pump pulse excites the system and another pulse after
some specific delay probes the system. With such kind of techniques, “snapshots” of
the molecular processes can be taken and, for example, chemical reactions can be ob-
served. More advanced techniques such as two-dimensional (2D) spectroscopy allows
one to observe the flow of energy through the photosynthetic apparatus. Over the
past two decades several 2D spectroscopic techniques have been developed allowing to
study a variety of phenomena in biology, chemistry and physics.

Theoder Engelmann used a simple method to understand one specific aspect of
photosynthesis. The development of new spectroscopic methods allows scientists to
explore different phenomena that would be difficult to observe otherwise. In some
sense new developed techniques are like a lens which shed light on one specific aspect.
This thesis adds new pump–probe (PP) and 2D techniques to the toolkit of ultrafast
spectroscopists.

The methods of 2D and PP measure a nonlinear polarization which occurs due to
multiple interactions with the electric field. Measuring a nonlinear polarization allows
one to observe specific phenomena such as the interaction of the system with the
environment by lineshapes in the 2D spectrum, energy transfer on the femtosecond
timescale and coherent superpositions between excited states. So far, most of the
2D and PP experiments focused on the lowest orders of the nonlinear response, i.e.,
third-order signals for coherently detected techniques and the fourth-order signals for
action-based techniques in terms of perturbation theory. In recent years, the concept
of 2D spectroscopy was extended to the detection of higher-order signals. Such higher-
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2 Introduction

order techniques measure in general a nonlinear signal that is higher than three for
coherently detected techniques and higher than four for action-based techniques. The
higher-order techniques enables one to observe higher terms of the perturbation theory
and the connected effects.

The starting point of this thesis was the further development of such a higher-order
spectroscopic technique: fifth-order exciton–exciton interaction (EEI) 2D spectroscopy
which was demonstrated four years ago [20]. The technique of EEI2D spectroscopy
allows one to directly observe exciton–exciton annihilation (EEA) which is not possible
with other spectroscopic techniques. In EEA, the energy of two excitons is transferred
to a higher excited state followed by rapid relaxation to the single-exciton manifold.
The process of EEA can only occur if the excitons are in close proximity to each other.
The direct observation of annihilation is crucial because its dynamics can be used as a
probe to characterize the exciton diffusion in extended systems such as polymers and
aggregates. Since the exciton diffusion in such systems is not connected to a change in
the absorption spectrum, PP and lower-order 2D spectroscopy fail to characterize the
exciton diffusion. Fifth-order EEI2D spectroscopy is an example of a newly developed
spectroscopic technique that enables one to directly probe one specific property (in
this case EEA) of the system.

The main aspect of this thesis is to develop a deeper understanding of higher-
order spectroscopy and apply it to different systems. The motivation for this the-
sis can be summarized in several questions that initiated the different projects and
were inspired by the first experiments of EEI2D spectroscopy: Can the anisotropy
in fifth-order EEI2D spectroscopy be used to gain additional information about an-
nihilation and exciton transport? What are the theoretical and technical differences
between fluorescence-detected and coherently detected higher-order multidimensional
spectroscopy? Is it possible to isolate higher-order signals in PP spectroscopy and if
so, what are the differences between higher-order PP and 2D spectroscopy? Can the
higher-order signals be used to obtain clean nonlinear signals and measure directly
increasing orders in perturbation theory?

Before these questions can be answered, the theoretical and experimental basics are
discussed. The thesis is structured as follows: After a brief description of the theo-
retical aspects of nonlinear spectroscopy such as double-sided Feynman diagrams in
Chapter 2, Chapter 3 reviews the main aspects of 2D spectroscopy. The discussion
starts with PP spectroscopy as a technique to study ultrafast processes. However,
PP spectroscopy is not sufficient to study phenomena such as energy transfer between
states that are energetically close to each other. This problem is solved by 2D spec-
troscopy as an extension of PP spectroscopy. The various technical implementations
of 2D spectroscopy are discussed such as coherently detected and action-detected 2D
spectroscopy the latter of which uses fluorescence, photoelectrons and photocurrent
as an observable. The chapter closes with a brief discussion about the setup that was
used during this thesis to measure PP as well as 2D spectra.
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Introduction 3

Chapter 4 focuses on the description of excitons. The theory of exctions is demon-
strated on the example of a molecular dimer. Coupling between the states of the two
monomers results in new eigenstates. The new excited states of the coupled system
are called excitons. Due to the coupling, the excitonic states are no longer localized
at the monomeric subunits but are rather delocalized over the dimer. Additionally,
an introduction about excitons in extended systems such as molecular aggregates is
provided. The chapter closes with the description of EEA as an interaction process
between two excitons.

Chapter 5 combines the obtained knowledge about excitons, double-sided Feynman
diagrams, and 2D spectroscopy. The double-sided Feynman diagrams of coherently
detected 2D spectroscopy are analyzed and used to predict 2D spectra of a coupled
dimer. In the case of coherently detected 2D spectroscopy the cross peaks in the 2D
spectra are a direct indicator of delocalization. Furthermore, dynamical processes can
be analyzed in terms of double-sided Feynman diagrams which is demonstrated on the
example of energy transfer. The chapter ends with a discussion about the potential
pitfalls if double-sided Feynman diagrams are used to analyze 2D spectra.

Chapter 6 discusses the recent developments in higher-order spectroscopy focusing
on the new techniques that were developed as part of this thesis. The technique of
phase cycling is discussed in detail. Phase cycling can be used to extract higher-order
fluorescence-detected 2D spectra that correlate different coherences with each other.
The higher-order signals can be used to study a variety of phenomena such as highly
excited states in molecules, multi-exciton correlation in nanocrystals or EEA in a
molecular dimer. Furthermore, fifth-order coherently detected EEI2D spectroscopy in
the context of molecular aggregates and polymers is discussed. The technique of EEI2D
spectroscopy is well-suited to track exciton diffusion by utilizing EEA as a probe.
Both techniques, fluorescence-detected 2D spectroscopy as well as coherently detected
EEI2D spectroscopy, are directly compared by measuring annihilation in a dimer. The
chapter closes with the recent developments in higher-order PP spectroscopy that will
be further discussed in Chapter 8.

Chapter 7 features the question if the anisotropy in fifth-order EEI2D spectroscopy
can be used to obtain additional information about exciton transport. The general
expressions for the calculation of the anisotropy in EEI2D spectroscopy are derived by
rotational averaging. The expressions are used to demonstrate that the magic angle
used to obtain isotropic signals and known from third-order experiments, is still valid
in fifth-order EEI2D spectroscopy. The anisotropy in EEI2D spectroscopy can be used
to determine a variety of different phenomena in polymers such as kinks, energetic
and geometric disorder, and geometric domains within one polymer as demonstrated
by simulations.

Chapter 8 begins with the extension of EEI2D spectroscopy to measure seventh-
order signals. In coherently detected 2D spectroscopy in the PP geometry the higher-
order signals are isolated by their spectral position along the excitation axis. Chapter 8
answers the question if higher-order signals can be measured in PP spectroscopy.
A measurement protocol is introduced which uses the specific power dependence of
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4 Introduction

the higher-order signals in PP spectroscopy. Combining measurements at different
excitation intensities with specific weighting factors allows one to isolate the higher-
order PP signals. The obtained signals from both techniques, 2D as well as PP,
can be utilized to eliminate contaminations by higher-order contributions at different
signals. The procedure is a simple method that allows one to isolate the different
terms of the perturbation theory and can be easily extended systematically to higher-
order terms. Using this correction in PP as well as in 2D spectroscopy, annihilation-
free third-order signals can be obtained even at high excitation intensities. Both
techniques of separating different signal contributions, either by their spectral position
along the excitation axis in 2D spectroscopy or by their power dependence in PP
spectroscopy, are directly compared by measuring the third-, fifth-, and seventh-order
nonlinear signals of squaraine oligomers. The higher-order signals can be used to study
multi-(quasi)particle interaction of different systems as it is demonstrated on squaraine
copolymers by measuring multi-exciton interaction of up to six excitons.

The final chapter summarizes all the previous chapters and provides an outlook on
future experiments. In particular, measurement of higher-order PP spectroscopy on
complete cells of green sulfur bacteria allows one to disentangle the exciton trans-
port along the complex as well as the exciton diffusion within the antenna complex.
Measurements at specific excitation intensities results in clean third- and fifth-order
signals. The single-exciton dynamics can be studied by the third-order signal while the
fifth-order signal characterizes the exciton diffusion within the antenna complex. Us-
ing both signals, a comprehensive picture of the exciton dynamics in light-harvesting
systems can be achieved from one single experiment. Furthermore, two-color higher-
order spectroscopy is discussed in order to observe the vibrational signatures of highly
excited states. As a third example the combination of higher-order PP spectroscopy
with microscopy is shown providing a platform to measure spatially resolved higher-
order signals. Using this technique, local differences of the exciton diffusion can be
studied which allows one to characterize thin films and interfaces.
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Chapter 2

Density Matrix Formalism

2.1. Time Evolution of the Density Matrix
Our starting point to describe the system dynamics in the case of light–matter inter-
action is the time-dependent Schrödinger equation [23] which is 1

∂

∂t
|Ψ(t)⟩ = − i

ℏ
H(t) |Ψ(t)⟩ , (2.1)

with the Hamiltonian of the system H(t).2 The wavefunction Ψ(t) describes the mi-
croscopic system, for example, an isolated molecule. We expand the wavefunction in
the basis of the molecular eigenstates |n⟩ by

|Ψ(t)⟩ =
∑

n

cn(t) |n⟩ (2.2)

with the coefficients cn(t) [23]. The energies of the states En are defined by the time-
independent Hamilton operator H0 with

H0 |n⟩ = En |n⟩ . (2.3)

We introduce now the density matrix ρ(t) as an alternative to describe the system by

ρ(t) ≡ |Ψ(t)⟩ ⟨Ψ(t)| =
∑
m

∑
n

c∗
m(t)cn(t) |n⟩ ⟨m| . (2.4)

In order to find the equivalent to the Schrödinger equation for the density matrix, we
calculate its derivative with respect to time:

∂

∂t
ρ(t) = ∂

∂t
(|Ψ(t)⟩ ⟨Ψ(t)|) =

(
∂

∂t
|Ψ(t)⟩

)
⟨Ψ(t)| + |Ψ(t)⟩

(
∂

∂t
⟨Ψ(t)|

)
. (2.5)

Using Eq. (2.1) and its complex conjugate

∂

∂t
⟨Ψ(t)| = i

ℏ
⟨Ψ(t)| H(t), (2.6)

1ℏ = 1.055 × 10−34 Js
2The operator notation by a “hat” is discarded throughout this work, i.e., Ĥ is expressed by H etc.
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6 2. Density Matrix Formalism

we can simplify Eq. (2.5) to [23]

∂

∂t
ρ(t) = − i

ℏ
H(t) |Ψ(t)⟩ ⟨Ψ(t)| + i

ℏ
|Ψ(t)⟩ ⟨Ψ(t)| H(t)

= − i

ℏ
H(t)ρ + i

ℏ
ρH(t)

= − i

ℏ
[H, ρ] .

(2.7)

Equation (2.7) is known as the Liouville–von Neumann equation. Note that for the
state of a single molecule, i.e., a pure state, the density matrix formalism and the wave-
function formalism are identical and the Liouville–von Neumann equation replaces the
time-dependent Schrödinger equation. The diagonal elements of the density matrix ρnn

are interpreted as the probability to find the system in state n. Therefore, the elements
are non-negative and the sum, i.e., the trace of the density matrix, is Tr(ρ) = 1 [23].
In that sense, the diagonal elements of the density matrix correspond to populations.
The off-diagonal elements ρmn correspond to coherences, i.e., coherent superpositions
between the corresponding states. The density matrix formalism can also be used to
describe a statistical ensemble which is not possible using wavefunctions [23, 24]. The
expectation value of any operator A is calculated by taking the trace of the product
of the density matrix and the operator:

⟨A⟩ = Tr {ρA} . (2.8)

The density matrix is also well suited to describe the interaction with light and can be
used to study different aspects of spectroscopy [23, 25]. For this purpose, we switch
to the interaction picture. The interaction picture separates the dynamics that are
induced by the interaction with the light field from the dynamics of the system when
the light field is not present. The wavefunction in the interaction picture ΨI(t) is
defined as

|Ψ(t)⟩ ≡ e− i
ℏH0(t−t0) |ΨI(t)⟩ (2.9)

with t0 as an arbitrary reference point in time [23]. We further separate the Hamilto-
nian in a time-independent part H0 and the external time-dependent perturbation

H(t) = H0 + V (t) = H0 − µE(t). (2.10)

Here, the time-dependent part contains the electric field E(t) and the transition dipole
operator µ.
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2.1. Time Evolution of the Density Matrix 7

An operator O(t) can be transferred into the interaction picture by U †(t, t0)O(t)(t, t0)
with U(t, t0) as the evolution operator defined as

U(t, t0) = e− i
ℏH0(t−t0) (2.11)

and the dagger represents the hermitian conjugate. Based on this, we define the density
matrix in the interaction picture ρI(t) by

ρ(t) ≡ e− i
ℏH0(t−t0)ρI(t)e i

ℏH0(t−t0). (2.12)

We can extend the density matrix into a power series in terms of the interaction with
the electric field. For n interactions, we achieve [23]

ρI(t) = ρI(t0) +
∞∑

n=1

(
− i

ℏ

)n ∫ t

t0
dtn

∫ tn

t0
dtn−1...

∫ t2

t0
dt1

× [VI(tn), [VI(tn−1), ... [VI(t1), ρI(t0)] ...]] .

(2.13)

Switching back from the interaction picture to the Schrödinger picture results in

ρ(t) = ρ(0)(t) +
∞∑

n=1
ρ(n)(t)

= ρ(0)(t) +
∞∑

n=1

(
− i

ℏ

)n ∫ t

t0
dtn

∫ tn

t0
dtn−1...

∫ t2

t0
dt1

× e− i
ℏH0(t−t0) [VI(tn), [VI(tn−1), ... [VI(t1), ρ(t0)] ...]] e+ i

ℏH0(t−t0).

(2.14)

Discarding the density matrix without any perturbation ρ(0)(t) and writing the per-
turbation explicitly for ρ(n) results in

ρ(n)(t) =
(

i

ℏ

)n ∫ t

t0
dtn

∫ tn

t0
dtn−1...

∫ t2

t0
dt1E(tn)E(tn−1)...E(t1)

× e− i
ℏH0(t−t0) [µI(tn), [µI(tn−1), ... [µI(t1), ρ(t0)] ...]] e+ i

ℏH0(t−t0).

(2.15)

This expression3 contains the information how a system evolves under the interactions
with n perturbations induced by the electric field. In the next section we will evaluate
how the different excitation pathways can be measured.

3Note that the prefactor is now
(

i
ℏ
)n instead of

(
− i

ℏ
)n because each of the n interactions carry an

additional negative sign.
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8 2. Density Matrix Formalism

2.2. Nonlinear Polarization and Double-Sided Feynman
Diagrams

In a nonlinear optical experiment, the macroscopic polarization P (n)(t) is measured
which can be expressed with the dipole operator µ by [23]

P (n)(t) = Tr
{
µρ(n)(t)

}
. (2.16)

We switch to relative time delays instead of absolute times by substituting τn ≡ t− tn,
τn−1 ≡ tn − tn−1, ..., τ1 = t2 − t1. The reason for relative time delays is that relative
time delays rather than absolute times are controlled in an experiment. The absolute
and relative time delays are shown in Fig. 2.1a. Furthermore, we consider that the
density matrix is in equilibrium before the interactions take place. We take this into
account by setting t0 → −∞ and therefore ρ(−∞). We can now write the general
n-th order polarization P (n)(t) as

P (n)(t) =
∫ ∞

−∞
dτn

∫ ∞

−∞
dτn−1...

∫ ∞

−∞
dτ1E(t − τn)

× E(t − τn − τn−1)...E(t − τn − τn−1 − ... − τ1)Q(n)(τn, ..., τ1)
(2.17)

containing the n-th order response function [9]

Q(n)(τn, ..., τ1) =
(

i

ℏ

)n

Θ(τn)...Θ(τ1)

× Tr {µU(τn) [µ, U(τn−1) [µ, U(τn−2), ... [µ, U(τ1) [µ, ρ(−∞)]] ...]]} .

(2.18)

where the Heaviside functions Θ are reflecting the causality of the response. Equation
(2.18) corresponds to 2n different excitation pathways because the dipole operator
interacts from the left as well as from the right on the density matrix due to the
commutator. Some of these excitation pathways are the complex conjugate of each
other so it is enough to consider only 2n−1 pathways [23]. The different excitation
pathways can be expressed by double-sided Feynman diagrams as shown in Fig. 2.1b
[9, 25–28]. In these diagrams the temporal evolution of the density matrix including
the interaction with light is illustrated. Time flows from bottom to top and interaction
with the light field is represented by an arrow pointing towards or away of the density
matrix. An arrow pointing to the density matrix corresponds to an excitation of the
bra or the ket of the density matrix while an arrow pointing away corresponds to a
de-excitation of the bra or the ket of the density matrix. The electric field can be
written as

E(t) = E0(t)
(
e−iω0t+ik·r+iϕ + e+iω0t−ik·r−iϕ

)
(2.19)

with the pulse envelope E0(t), the carrier frequency ω0, wavevector k, and the phase
factor ϕ [23]. An arrow pointing to the right in the double-sided Feynman diagrams cor-
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2.2. Nonlinear Polarization and Double-Sided Feynman Diagrams 9

responds to e−iωt+ik·r+iϕ while an arrow pointing to the left corresponds to e+iωt−ik·r−iϕ.
The emission of the signal is denoted by a dashed arrow to demonstrate that this

time

...

a)

b)

Figure 2.1.: Graphical expression of the nonlinear polarization with double-sided Feynman
diagrams. (a) The times for the interactions can be defined at absolute times shown as
points or as relative time delays shown as arrows. (b) The different excitation pathways of
the nonlinear polarization correspond can be expressed as double-sided Feynman diagrams.
In these diagrams, time is flowing from bottom to top and interactions with the density
matrix are shown as arrows with the wavevector k that either excite or de-excite the system.
The last dashed arrow corresponds to the emission of the signal. The ground state is labeled
|g⟩ and the other states

(
|e⟩ , |j⟩ , |m⟩ , |n⟩

)
represent excited states.

process is different to the other interactions with the electric field. Note that each
interaction from the right results in an additional multiplication of −1 of the response
function Q(n) [23]. However, care has to be taken of the overall sign of diagrams since
also an additional factor of −1 is sometimes included reflecting the specific experimen-
tal definition of signals [20]. The total number of diagrams that has to be considered in
an experiment can be drastically reduced by the rotating-wave approximation (RWA),
time ordering of the pulses, phase-matching condition, and phase cycling [23].

We have seen how the interaction of light with a system leads to a nonlinear polar-
ization and how this polarization can be described in terms of double-sided Feynman
diagrams. We now want to focus on the experimental side and discuss different ultra-
fast spectroscopic techniques.
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Chapter 3

Coherent Two-Dimensional
Spectroscopy

Two-dimensional spectroscopy is a technique which combines high spectral resolution
with high temporal resolution [23, 29–34]. Various ultrafast phenomena in physi-
cal [35–38], biological [39–42], and chemical systems [43–46] can be studied with 2D
spectroscopy. Examples include, but are not limited to investigation of exciton trans-
port in light-harvesting complexes [47], chemical reactions [48], and polaritons [49].
Depending on the employed spectral region, specific molecular properties can be in-
vestigated. For example, using 2D spectroscopy in the infrared region allows one to
study molecular vibrations while visible light can be used to investigate electronically
excited states. Since the experiments that were carried out in this thesis used visible
light, we restrict our discussion mostly on this spectral region. The present chapter is
intended to provide the reader with an overview of the state of 2D spectroscopy and
will help the reader to better understand the different experiments in this thesis. The
chapter is structured as follows: First we focus on the advantages of 2D spectroscopy
compared to common PP techniques such as transient absorption (TA). After this,
various implementations of 2D spectroscopy with their specific advantages as well as
examples of experiments are discussed. The chapter closes with a detailed description
of the experimental setup that was used during this thesis.

3.1. From Pump–Probe to Coherent Two-Dimensional
Spectroscopy

With the availability of ultrashort laser pulses it is possible to investigate phenomena
which occur on femtosecond timescales including molecular processes such as internal
conversion (IC), vibrational relaxation, and photochemical reactions. One of the most
common techniques in the ultrafast community is PP spectroscopy [50–57]. In terms of
perturbation theory, PP spectroscopy is a technique that detects a third-order polar-
ization, i.e., three interactions with the electric fields take place. In PP spectroscopy
the system is first excited by one laser pulse, i.e., the pump pulse with the wavevector
kpu. After a waiting time T usually called population time, a second laser pulse, i.e.,
the probe pulse, with wavevector kpr interacts with the sample and probes the excited
system. By changing the population time T , the dynamics of the excited states can
be tracked. In TA measurements, the induced absorption by the pump pulse is mea-
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12 3. Coherent Two-Dimensional Spectroscopy

sured by the probe pulse. In order to isolate this transient change, the probe spectra
with and without the pump pulse have to be measured separately. This can be easily
achieved by modulating the pump beam with a chopper. A schematic setup depicting
a PP setup is shown in Fig. 3.1a. In this thesis we define the TA signal as a change in
absorbance by

SignalTA(T, ω) = − log10
Ipumped(T, ω)
Iunpumped(ω) (3.1)

with Ipumped(ω) and Iunpumped(ω) as the intensities of the probe spectrum after pass-
ing the sample with and without the pump, respectively. The third-order TA sig-
nal is emitted in the direction of the probe with the phase-matching direction of
±kpu ∓ kpu + kpr. In TA techniques different signals can be distinguished: the loss
of ground state absorption [ground-state bleach (GSB)], stimulated emission from the
excited state (SE), and the excitation of the first-excited state to even higher excited
states [excited-state absorption (ESA)].1 Since the difference in absorption with and
without the pump pulse is measured, the sign of GSB and SE is the same while the
ESA has an opposite sign compared to GSB and SE. The absolute sign of the different
signals depends on the particular definition of the TA signal. With the definition of
Eq. (3.1) the GSB and SE contributions have a negative sign while the ESA has a
positive sign. Note that the particular shape of the probe spectrum is not imprinted
into the signal because the signal is calculated by dividing the probe spectrum with
excitation by the probe spectrum without excitation and therefore any spectral shape
of the probe spectrum cancels. However, if the probe spectrum contains spectral re-
gions with low intensity the signal-to-noise ratio (SNR) of the TA signal is decreasing
at this region. A schematic TA map is shown in Fig. 3.1b. Different positive and
negative features with their individual amplitudes and lifetimes can be distinguished.
Positive and negative features can cancel each other in the TA map which results in a
complex interplay of different signals that can be disentangled by global analysis [60].
The technique of PP spectroscopy is nowadays a standard tool for the investigation of
ultrafast phenomena such as the primary processes of vision which includes a photoi-
somerization on the femtosecond timescale [58]. However, the short excitation pulses
lead to a problem: Since the pulse length of a spectrum is connected to its temporal
length via Fourier transformation an ultrashort laser pulse has a broad spectrum and
vice versa. If the observed time scales become shorter, a shorter pump pulse is needed
resulting in a broader spectrum. This is especially a problem if an absorption spec-
trum contains spectral features which are not well separated. In such a case a short
pump pulse excites several transitions and the different contributions are difficult to
disentangle. An example for such a system with several energetically close transitions
is the Fenna–Matthews–Olson (FMO) complex in green sulfur bacteria [61, 62].

1Another type of signal that is disregarded in the following discussion is the product absorption that
occurs due to the formation of a photoproduct [58, 59].
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Figure 3.1.: Principle of transient absorption spectroscopy. (a) The first pulse, i.e., the
pump pulse, excites the system and after a time delay T another pulse probes the system.
After passing the sample the pump beam is blocked by an iris and the probe spectrum is
measured. The pump beam is chopped and the transient absorption spectrum is constructed
from the probe spectrum with and without the excitation beam. (b) For each population
time a TA spectrum is measured and these TA spectra can be plotted as a map as shown
here. The TA signal is negative for GSB and SE contributions and positive for an ESA.

The FMO complex contains eight different pigments. The absorption bands of this
system are spectrally close to each other and the individual dynamics as well as the
energy transport from the different subunits to each other is difficult to resolve in a
PP experiment.

The problem was solved with the development of 2D spectroscopy. The technique
of 2D spectroscopy was theoretically suggested [63] based on similar concepts in NMR
spectroscopy [64], first developed in terms of nonlinear optics [65] and then used in
near-infrared [66] and the infrared region [67]. Nowadays it is used in all the spectral
regions reaching from X-Rays [68] and ultraviolet [69, 70] over the visible [71, 72],
infrared [23, 66] into the Terahertz [36] regime. Let us take a closer look at 2D spec-
troscopy measured in the PP geometry. In this geometry the close correspondence
between PP and 2D spectroscopy becomes visible [73]. In a 2D experiment in this
configuration the pump pulse is split into two replica with the time delay τ which
is also called coherence time (Fig. 3.2a). The first two pulses act now as the pump
pulses while the third pulse is the probe pulse. For each population time step T , the
coherence time τ is scanned and for each set of delays, the TA signal is measured.
The signal is emitted in the same phase-matching direction as in a PP experiment
(±kpu ∓ kpu + kpr) since both pump pulses have the same wavevector kpu. By per-
forming Fourier transformation over the coherence time τ , a 2D map is obtained
with the probe frequency on one axis and the excitation frequency on the other axis
(Fig. 3.2b). The detection axis can be directly obtained by measuring the probe with
a spectrometer. Due to the Fourier transformation, the missing spectral resolution in
the excitation process from PP spectroscopy is recovered. What is the physical picture
behind the spectral resolution of the excitation in 2D spectroscopy?
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14 3. Coherent Two-Dimensional Spectroscopy

In a PP experiment the pump spectrum is constant during the whole experiment.
In a 2D experiment the pump spectrum is modulated depending on the time delay
τ . For different delays certain frequencies interfere destructively while other frequency
components interfere constructively. As a consequence, for each delay τ different parts
of the absorption spectrum are excited. The Fourier transformation over the coherence
time extracts the information of the specific excitation. Imperfections such as jittering
in the coherence time lead to a loss of spectral resolution. Therefore, phase stability of
the coherence time is necessary which leads to additional experimental requirements.
The phase stabilization can either be realized by passive stabilization building a robust
setup and using common path optics [71, 72] or the phase can be actively stabilized
[74, 75]. Note that if the 2D spectrum is integrated along the excitation axis, the
PP signal is recovered which demonstrates the close correspondence between the two
techniques [23].
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Figure 3.2.: Coherently detected 2D spectroscopy in PP geometry. (a) A double pulse with
a variable delay τ excites the sample first followed by a probe pulse after the delay T . (b)
In the 2D map, cross peaks and diagonal peaks can be distinguished. The cross peaks are a
sign of coupling or energy transfer.

2D spectroscopy is in principle a spectroscopic method that correlates transitions
with each other. In a 2D spectrum two different kinds of peaks can be distinguished:
diagonal peaks and off-diagonal peaks which are also called cross peaks [23, 76]. Di-
agonal peaks correspond to excitation and probing of the same transitions while in
coherently detected 2D spectroscopy cross peaks reflect coupling or energy transfer.
2D spectroscopy is a useful tool to investigate energy transfer in a complex system with
many transitions because the transfer can be followed by observation of the amplitude
of the cross peaks for different population times T [77]. It was theoretically demon-
strated that under certain conditions the state-to-state population transfer-rate model
can be completely and uniquely recovered from 2D spectroscopy which is not possible
with normal TA spectroscopy [78]. The power of 2D spectroscopy can be demonstrated
in natural light-harvesting complexes. Here, the energy is transferred after absorption
over several parts of the photosynthetic complex with specific spectral signatures.
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3.2. Implementations of Two-Dimensional Spectroscopy 15

With the help of 2D spectroscopy the time constants for the transport between the
different parts of the light-harvesting complex were identified [79]. Further examples of
phenomena that can be studied with 2D spectroscopy are delocalization [80], inhomo-
geneous and homogenous lineshapes [81], and lifetimes [8]. 2D spectroscopy can also
be used to study coherences which manifest as oscillations during the population time
T . In order to focus on the coherences, the population dynamics are subtracted by
fitting the dynamics of the peaks with a series of exponentials which leaves only the os-
cillating contribution. Additional Fourier transformation over T allows one to extract
specific frequencies which can be analyzed in the form of beating maps [82]. The ap-
proach was applied to reveal the electronic structures of molecules [83] or nanocrystals
[84].

3.2. Implementations of Two-Dimensional
Spectroscopy

Two-dimensional spectroscopy has gained popularity during the last decades and nowa-
days a variety of different methods and experimental implementations are known. In
general, the different techniques can be separated according to their detection scheme
such as action-based spectroscopy [85, 86] and coherently detected spectroscopy [87, 88]
or according to their geometry such as collinear [89–91], partially collinear (PP geome-
try) [73, 92–94], or noncollinear [71, 87, 88, 95]. In this section some of the experimental
realizations of multidimensional spectroscopy are discussed.

One of the possible implementations of 2D spectroscopy is the noncollinear geometry
as shown in Fig. 3.3a [66, 71, 72]. Here, four beams are used with four different
wavevectors. The pulses 1 and 2 act as the pump pulses with the wavectors k1 and k2,
respectively, while the third pulse 3 is the probe pulse with the wavevector k3. Different
signal contributions such as the rephasing and non-rephasing signals are isolated by
their phase matching conditions which reflects the conservation of momentum [23].
The corresponding third-order signals are emitted in the phase matching directions
+k1 − k2 + k3 for the non-rephasing signal contribution and −k1 + k2 + k3 for the
rephasing signal contributions. The signal is then heterodyne detected by the fourth
beam which is often called local oscillator (LO) with the wavevector kLO. The LO
interferes with the third-order signal with a fixed delay and the spectral interference
is measured by a spectrometer. Such an experiment is called coherently detected 2D
spectroscopy [8]. Different geometries for the two pump beams and the probe beam
can be realized. Note that the chosen geometry dictates the location of the LO. One
geometry is the equilateral triangle. In this geometry, the two pump beams and the
probe beam are located at the corners of a regular triangle. In the box-CARS geometry,
the three beams are located at the corners of a square. In both geometries, box-CARS
as well as the equilateral triangle, the rephasing and non-rephasing parts of the signal
can be measured by changing the location of the LO. However, in practice it is much
easier to simply change the time ordering between pulse 1 and pulse 2 and leave the
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16 3. Coherent Two-Dimensional Spectroscopy

position, i.e., the wavevector of the LO constant [87, 96]. The population time T can
be scanned via a mechanical stage which allows to measure long population times.
Since all four beams have different beam paths, the polarization of each beam can
be set independently as indicated in Fig. 3.3a. Polarization-controlled experiments
are used to suppress different contributions such as specific coherences or peaks in
the 2D spectrum [97–99]. If the signal is heterodyne detected by a LO, the phase
between the LO and the signal has to be determined for each experiment individually.
For this purpose an additional PP experiment is performed and the integrated 2D
spectrum and the PP spectrum are compared to determine the phase [71, 100]. If
the phasing procedure is not done correctly, the absorptive and dispersive parts of the
2D spectrum are mixing which lead to a distortion of the lineshapes [23]. One of the
first 2D experiments in the visible spectral region using a noncollinear geometry was
the already mentioned investigation of the FMO complex of green sulfur bacteria [47].
The 2D spectra determined the state-to-state transfer as well as the delocalization of
the excitons within the photosynthetic antenna complex. A more recent example of
2D spectroscopy in the noncollinear geometry investigated the coherences that occur
in the FMO complex which were part of an ongoing discussion concerning coherent
superpositions between excitonic states and their significance in photosynthesis [101–
104]. Combining a noncollinear setup with polarization control identified the nature
and timescales of the underlying coherences and demonstrated that the origin of the
long-lived coherences are vibrational coherences and not excitonic coherences [105].

Coherently detected 2D spectroscopy can be realized in a PP geometry as well. A
setup for 2D experiments in the PP geometry is schematically shown in Fig. 3.3b. Here
a double pulse excites the system and a third pulse probes the system. The signal is
isolated for example by using choppers which allows one to obtain the TA signal for
each coherence time step τ and population time step T [73, 92, 106]. The probe pulse
also acts as the LO, i.e., the signal is self-heterodyne detected [23]. Therefore, no
further phasing procedure is needed. Since the first two pulses, i.e., the two pump
pulses, have the same wavevector kpu, the rephasing and the non-rephasing part of
the signal are emitted in the same direction. Therefore, the absorptive 2D spectrum,
i.e., the sum of the rephasing and non-rephasing, is directly measured. Additional
experimental procedures such as phase cycling can be used to separate the rephasing
and non-rephasing contributions [107, 108]. 2D spectroscopy in the PP geometry can
be realized by inserting an interferometer or pulse shaper into the excitation beam
of an ordinary PP experiment [73]. We will discuss a setup in PP geometry in more
detail at the end of this chapter.

In the past fifteen years, multidimensional spectroscopy using incoherent observables
such as photoelectrons [109], photoions [91], fluorescence [110, 111], and photocurrents
[112] have been realized. All the techniques have in common that a signal which is
proportional to the excited state population of the sample, is measured after excitation
with a set of pulses. Therefore, instead of a third-order signal, a fourth-order signal is
measured. Techniques that use an incoherent observable are also often called action-
based or population-detected techniques. In contrast to coherently detected tech-
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Noncollinear geometry Pump–probe geometrya) b)

Figure 3.3.: Two examples of experimental implementations of coherently detected 2D spec-
troscopy. (a) In the noncollinear geometry, three beams with different wavevectors ki with
i = 1, 2, 3 interact with the sample. The fourth beam acts as the local oscillator (LO) with
the wavevector kLO. The polarizations of the pulses can be changed as demonstrated with
pulse one and two. (b) In the PP geometry the first two pulses act as the excitation pulses
and share the same wavevector kpu. The probe beam interacts with a different wavevector
with the sample and is a also used as a LO.

niques, the nonlinear signal in action-detected spectroscopy cannot be distinguished
by its specific phase-matching condition and therefore several procedures have been
established to extract the nonlinear signal from measurements using an incoherent
observable. Phase cycling is one of these techniques. In phase cycling, the phases of
the pulses (φi with i = 1, 2, 3, 4) are changed systematically in addition to the time
delays [5, 26, 90, 113–115]. The different phase combination are imprinted into the
incoherent observable and for each set of delays and phases, the intensity of, e.g., the
fluorescence is measured. The so obtained raw data is weighted to extract different
contributions such as the rephasing spectrum. Fourier transformation over the delay
τ provides the excitation axis while the detection axis is achieved by Fourier transfor-
mation over the delay t between pulse 3 and pulse 4. Another technique to extract
nonlinear signals from an incoherent observable is phase modulation. In this approach,
the relative phase of each of the pulses is modulated with a specific frequency (Ωi with
i = 1, 2, 3, 4) by an acuosto-optic modulator (AOM) [37, 110, 111, 116–118]. Phase
modulation is also named dynamic phase cycling [117, 119]. The modulation frequency
replaces the wavevector from the noncollinear geometry. Therefore, each interaction
with these pulses can be tracked by its specific modulation frequency that is imprinted
on the signal. The signal is then for example isolated by lock-in detection on combi-
nations of these modulation frequencies [111, 118]. Note that phase cycling and phase
modulation are not exclusively used in action-detected spectroscopy but can also be
used in coherently detected experiments. For example phase cycling can be used to
suppress scattering contributions in coherently detected spectroscopy [23]. We will
discuss both techniques in more detail in Chapter 6.

Special care has to be taken in the interpretation of action-based multidimensional
spectroscopy. Especially the interpretation of fluorescence-detected 2D spectroscopy
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was thoroughly discussed in recent years [120–122]. In contrast to coherently detected
signals, additional double-sided Feynman diagrams contribute to the action-detected
signal. Interestingly, there is a set of double-sided Feynman diagrams that does not end
in a singly excited state but in a doubly excited state. We discuss briefly the impact
of these additional pathways in the context of 2D spectroscopy using fluorescence
detection. In fluorescence-detected 2D spectroscopy each diagram is weighted by the
yield of the final population state Φ [122]. A diagram which ends up in a doubly
excited state can have in principle a yield of Φ = 2, i.e., it can contribute twice as
strong to the signal as a diagram that ends in a singly excited state. This can be easily
demonstrated on the example of two independent monomers. Such a system can be
described in the basis of collective states [123]. The doubly excited state consists of
the first excited state of both monomers. Since each monomer is excited and they
do not interact, also fluorescence from each monomer is possible and in principle two
photons can be emitted. In the case of interaction between the monomers the yield
of the diagrams ending in a population of a doubly excited state can be reduced by
processes such as EEA or IC. Then cancellation of different diagrams takes place which
leads to fundamental differences in fluorescence-detected and coherently detected 2D
spectra. As one of the most surprising consequences, cross peaks in fluorescence-
detected 2D spectroscopy in a molecular dimer can occur due to EEA in the system
[120]. Recent studies directly compared fluorescence-detected and coherently detected
methods both experimentally and theoretically, and pointed to the technical as well
as fundamental differences [8, 120, 121]. One big advantage of fluorescence-detected
2D spectroscopy as well as other action-detected spectroscopic techniques compared to
coherently detected methods is that non-resonant solvent contributions are not mixing
into the signal. This allows to measure the early time dynamics close to T = 0 without
solvent contributions. Note that other contributions such as different time ordering of
the pulses can still distort the signal at early population times as previously shown in
coherently detected 2D spectroscopy [124]. A detailed analysis of the non-time-ordered
diagrams in the context of action-detected 2D spectroscopy is missing.

Fluorescence detection allows to measure spatially resolved multidimensional spec-
tra using a microscope. In Fig. 3.4a, a setup for fluorescence-detected 2D microspec-
troscopy based on phase cycling is shown. Phase cycling can be achieved by an acuosto-
optic programmable dispersive filter (AOPDF) [89] or by a pulse shaper in 4f-geometry
[125]. Signal extraction with phase cycling as well as with phase modulation combined
with fluorescence microscopy has been demonstrated [126–129]. Such an experiment
allows one to measure a 2D spectrum at different spatial positions which can be used
in the case of heterogeneous samples to characterize the spatial variation of physical
properties. In one of the examples, fluorescence-detected 2D microspectroscopy was
applied to a structured film [130]. The spatially resolved 2D spectra determined the
structural differences within the film. Combining the experiments with simulations
allowed to determine the optical coherence length and local structure. In another ex-
ample, spatially resolved 2D spectroscopy was used to characterize the variations in
the excitonic structure of bacteria that were grown under different conditions [127].
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Note that also coherently detected 2D setups can be combined with microscopy as in
a recent example which demonstrated the combination of confocal microscopy, atomic
force microscopy and broadband multidimensional spectroscopy [131]. The technique
was used to investigate the morphology in (6,13-bis(triisopropylsilylethynyl)(TIPS)-
pentacene microcrystals and to observe a low-energy singlet state at the edges of the
microcrystals as well as at defects [132].

Fluorescence-detected 
2D microspectroscopy

2D nanoscopya) b)

Figure 3.4.: Multidimensional spectroscopy combined with spatially resolved microscopy.
(a) In this example of fluorescence-detected microscopy the sample is illuminated by a four-
pulse sequence with variable time delays. The fluorescence is collected by the same objective
that is used for focusing the pulses onto the sample. The fluorescence is isolated by a dichroic
mirror from the excitation light and then measured via an avalanche photodiode (APD).
The nonlinear signals are separated by phase cycling indicated by the phases of the pulses φi

with i = 1, 2, 3, 4 that are systematically varied in the experiment. (b) Instead of collecting
fluorescence, in 2D nanoscopy, photoelectrons are detected. The electrons are emitted from
the sample via multiphoton ionization by the pulse sequence and then detected by magnetic
lenses combined with a CCD. The signal can be isolated by phase cycling analogously to
fluorescence-detected microspectroscopy.

Another technique which allows spatially resolved 2D spectroscopy on the nanome-
ter scale is 2D nanoscopy. In this approach the spatial resolution is obtained by
a photoemission electron microscope (PEEM) [6, 133, 134]. Such an experiment is
schematically shown in Fig. 3.4b. The photoelectrons are emitted from the sample by
multiphoton ionization via the pulse sequence itself [135]. In principle also a UV pulse
could be used for the photoionization. Recent experimental approaches demonstrated
the generation of short UV pulses [6, 136, 137]. In the same way as in fluorescence-
detected 2D spectroscopy phase cycling is used to extract the signal but instead of the
fluorescence intensity the photoelectron yield is measured for each set of phases and
delays. Due to the imaging of photoelectrons the spatial resolution is not limited by
the diffraction limit of the excitation light and a spatial resolution of around several
nanometers depending on the sample conditions can be realized [3]. Not all samples
are suited for a PEEM experiment since the sample has to withstand the ultrahigh vac-
uum conditions and additionally the sample has to be electrically conductive because
a high voltage is applied to accelerate the photoelectrons away from the sample into
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the imaging system [138]. For high electron densities the Coulomb interaction between
the electrons become relevant. This effect is known as space charge and can lead to
distorted images in PEEM experiments [139]. In order to avoid space charge the laser
intensity has to be reduced to keep the electron density per laser pulse low. However,
reducing the laser intensity also decreases the SNR. Therefore, usually laser systems
with high repetition rates of 200 kHz or higher are used in PEEM experiments to reduce
the acquisition time per image [6, 140]. The technique of 2D nanoscopy allows one to
obtain 2D spectra on the nanometer length scale which makes this method extremely
powerful to investigate plasmonic and surface phenomena. In the first demonstration
of 2D nanoscopy, a silver surface was investigated and the coherence lifetimes at a local
hotspot were determined [133]. In another experiment the interface formed between
tris(8-hydroxyquinolinato)aluminium (Alq3) and a Cobalt surfaces was investigated.
[135]. The experiments combined 2D nanoscopy with energy filtering of the photoelec-
trons’ kinetic energy and revealed long-lived optical coherences within the disordered
molecular film.

2D mass spectrometry 2D photoelectron spectroscopya) b)

Figure 3.5.: Multidimensional spectroscopy in the gas phase. (a) A molecular beam is
combined with mass spectrometry. A four-pulse sequence excites the system and a fifth
pulse is used for ionization. The nonlinear signal contribution is then isolated via phase
cycling. (b) Another experiment in the gas phase detects photoelectrons instead of ions.
In this example the signal extraction is performed via phase modulation indicated by the
modulation frequencies Ωi with i = 1, 2, 3, 4.

Molecular gas beams allow one to investigate a sample in the gas phase without
the interaction to any solvent. In recent experiments, multidimensional spectroscopy
was combined with gas-phase experiments [141]. The sample is ionized followed by
detection of either the photoelectrons or the mass ions. The ionization can occur
by multiphoton ionization or by the interaction with an additional UV pulse [91].
A schematic setup, in which the mass ions are selected and measured by a mass
spectrometer, is shown in Fig. 3.5a. Here the ionization is achieved by an additional
UV pulse and signal extraction takes place via phase cycling (indicated by φi with
i = 1, 2, 3, 4). Instead of the mass ions also photoelectrons that are emitted from a
molecular beam can be detected as shown in Fig. 3.5b. In this example the signal is
extracted via phase modulation (indicated by Ωi with i = 1, 2, 3, 4). Ionization is a step
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that is possible for most of the samples in contrast to fluorescence detection which is not
feasible for some samples because of their low quantum yields. Therefore, gas-phase
2D experiments could in principle be applied to a broad range of samples. However,
the sample has to be suitable for a molecular beam which reduces the samples that can
be used in such an experiment. The first ion-detected multidimensional spectroscopy
experiment applied an effusive gas beam and studied the ionization pathways of NO2
[91]. Another experiment demonstrated the capability to study Rubidium molecules
(Rb2 and Rb3) in helium droplets [37]. In the experiment, a dynamic Stokes shift in
the Rb3 molecules induced by the Helium matrix as well as coherent oscillations in Rb2
reflecting vibrational wave packets could be observed. A recent study compared the
dynamics of azulene in fluorescence-detected 2D spectroscopy in the liquid phase with
ion-detected 2D spectroscopy in the gas phase [142]. This experiment investigated the
influence of the solvent bath on the molecular dynamics.

Besides fluorescence, photoelectron and ion detection, it is also possible to measure
a 2D spectrum using photocurrent as an incoherent observable (Fig. 3.6a) [112, 143].2
The first demonstration of photocurrent-detected 2D spectroscopy was performed on a
nanostructure using a phase-modulation approach [119]. The photocurrent is directly
associated with the function of solar cells and is therefore a direct way to study the dy-
namics of such an optoelectronic device. Following this argumentation, the technique
of photocurrent-detected 2D spectroscopy was used to investigate the multi-exciton
generation in quantum-dot-based solar cells [144]. In this experiment direct com-
parison between photocurrent detection and fluorescence detection has been realized.
Thorough analysis revealed that the difference in the 2D spectra for fluorescence and
photocurrent detection can be explained by the yield of the pathways ending in a
population of a doubly excited state that we discussed above. For photocurrent detec-
tion, these pathways are contributing more to the signal, i.e., the yield is higher than
for fluorescence detection. For fluorescence measurement, the quantum yield of this
doubly excited state is significantly reduced due to Auger recombination.

A different approach for multidimensional spectroscopy is based on multiple repe-
tition frequency-stabilized mode-locked lasers [145, 146]. Closely related to this tech-
nique is the usage of multiple frequency combs combining stabilization of the repeti-
tion rate as well as the carrier-envelope-offset frequencies [147–149]. One experimental
setup for 2D spectroscopy based on asynchronous optical sampling, i.e., combining two
repetition frequency-stabilized mode-locked lasers, is schematically shown in Fig. 3.6b.
The two oscillators have both stabilized repetition frequencies fr that are slightly differ-
ent. The time delay between the pump pulses and the probe pulse, i.e., the population
time T , is continuously changed from pulse to pulse because of the mismatch between
the two repetition rates. The different beams are focused into the sample (focusing
optics are not shown in Fig. 3.6b) and the signal is emitted in the corresponding phase-
matching direction. A LO is used to interfere with the signal and the intensity of the
LO is detected by a photodiode. Scanning the delay t followed by Fourier transforma-

2Note that 2D nanoscopy measures photoelectrons which can be viewed as an “external” photocur-
rent while the photocurrent mentioned could be labeled as an “internal” photocurrent.
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2D photocurrent spectroscopy 2D spectroscopy using 
multiple mode-locked lasers

a) b)

Figure 3.6.: Two different approaches to multidimensional spectroscopy: photocurrent spec-
troscopy and applying multiple mode-locked lasers. (a) In one variant of 2D spectroscopy
the photocurrent is used as an incoherent observable. In this example, a four pulse sequence
interacts with a solar cell and the resulting photocurrent is detected. The nonlinear signal
is isolated by phase modulation of the pulses indicated by Ωi with i = 1, 2, 3, 4. (b) In a
different approach multiple mode-locked lasers with stabilized repetition frequencies fr are
used. In this example the repetition rate of the pump and probe are both stabilized. The
coherence time τ as well as the time delay t between probe and LO are scanned via mechan-
ical stages.

tion results in the detection axis. Note that in this setup two mechanical stages are
used to scan the coherence time τ and the time delay t between probe and LO. The
technique using two repetition frequency-stabilized mode-locked lasers was applied to
bacteriochlorophyll a [145]. Due to scanning of the delays by the different repetition
rates, the dynamics can be followed from the femtosecond to the nanosecond regime
within one experiment enabling to study simultaneously vibrational coherences as well
as lifetime dynamics. Another setup uses three frequency combs in order to obtain a
2D spectrum. The method was demonstrated on Rubidium atoms and allowed one to
measure a 2D spectrum on the order of milliseconds because no mechanical stages are
needed at all [150].
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3.3. Experimental Setup
This section provides a detailed description of the setup that was used to measure PP
as well as 2D spectroscopy during this thesis [4, 7–11, 16, 18]. We will discuss the
hollow-core fiber as a source for ultrashort, broadband pulses as well as the chopping
scheme that was used to isolate the nonlinear signal in PP and 2D measurements.
The experimental setup is drawn schematically in Fig. 3.7.

Ti:Sa-Laser
~35 fs,
1 kHz

Beam 
stabilization

Ar- or Ne-filled 
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Sample
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Figure 3.7.: Broadband 2D setup in PP geometry for the measurements of PP as well as
2D spectroscopy. The output of an amplified laser system is broadened by a noble gas filled
hollow-core fiber. After compression with a chirped mirror compressor (CMC) the beam
is split by a pair of wedges. One beam acts as a probe beam while the other beam is the
pump beam. The pump passes a prism compressor with engraved gratings (“grism”) before
it enters an acuosto-optic programmable dispersive filter (AOPDF). The AOPDF is used
to compress the pump pulses to their Fourier transform limit and is also used to create a
double pulse with variable delay τ . The pump and the probe beam are both focused into the
sample. The probe spectrum is measured with a monochromator which is combined with a
CCD camera. The time delay between pump and probe (the population time T ) is controlled
by a linear translation stage acting on the probe beam. The pump and probe beams are
modulated by choppers which allows one to construct the transient absorption signal.

The output of a commercial Ti:Sa-Laser (Spitfire Pro, SpectraPhysics) with a rep-
etition rate of 1 kHz is attenuated by a beam splitter to ∼1 W and then focused
into a hollow-core fiber. A beam stabilization (Aligna, TEM) ensures that the posi-
tion of the focused beam stays constant at the entrance of the fiber. The hollow-core
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fiber is filled with argon or neon, or a mixture of both. Focusing the beam in the
filled hollow-core fiber results in self-phase modulation and a broadband white-light
continuum is achieved after the fiber [151]. Using argon, a spectrum with more blue
components is obtained while at the same pressure, the spectrum resulting from white-
light generation with neon is more centered around the fundamental of the input laser
(λ0 = 800 nm). The pressure of the hollow-core fiber varied between 1–1.5 bar. De-
pending on the experimental requirements, the spectrum can be tuned by the gas
pressure [151, 152]. An exemplary spectrum measured directly after the hollow-core
fiber is shown in Fig. 3.8a. This spectrum corresponds to the spectrum of the probe.
The red part of the spectrum is usually cut by interference filters because of the strong
modulations of the spectrum around 800 nm.
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Figure 3.8.: Exemplary pump and probe spectra resulting from white-light generation via
the hollow-core fiber. (a) As a probe spectrum, the unshaped output of the hollow-core fiber
is used. The spectrum is cut by a shortpass filter at around 800 nm. (b) The spectrum of
the pump pulse is shaped by an AOPDF.

The output of the hollow-core fiber is first compressed by a set of chirped mirrors
(Ultrafast Innovations). After that, a pair of wedges separate the incident beam into
the pump and the probe beam. The reflection on the first surface of the first wedge is
used as a probe beam while the transmitted beam is the pump beam. One of the other
reflections of the wedge pair is coupled into a fiber-based spectrometer (HR-2000+,
Ocean Optics) to monitor the white-light continuum, i.e., the probe spectrum through-
out the experiment. The pump beam is further compressed by a prism compressor with
engraved gratings on the prisms. This allows better and more flexible dispersion man-
agement as with a normal prism compressor. The pump beam is guided through an
AOPDF (Dazzler, Fastlite). A telescope consisting of two focusing mirrors (not shown
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in Fig. 3.7) before the compressor is used to adjust the beam size to the aperture of the
AOPDF. The AOPDF cuts out the desired pump spectrum and compresses the pulse
to its Fourier transform limit. The compression is achieved by the combination of the
prism compressor and the AOPDF. The pump spectrum is usually shaped at a full
width at half maximum (FWHM) of around 80–120 nm and has a super-Gaussian-like
shape. A smooth spectrum is necessary for 2D spectroscopy because otherwise the
modulations will be directly visible in the 2D map [8]. An exemplary spectrum for
the pump pulse is shown in Fig. 3.8b. The AOPDF is also used to create a double
pulse with a variable delay τ for 2D measurements. After the wedge pair, the probe
beam passes a delay line (M-IMS600LM, Newport) which controls the population time
T . Both beams, the pump as well as the probe, are focused into the sample by fo-
cusing mirrors. The power of the probe is adjusted by an optical attenuator wheel.
In the PP geometry, the pump and the probe beam excite the sample from different
directions, i.e., with different wavevectors k. The pump beam is blocked by an iris
after the sample while the probe beam is recollimated by another focusing mirror.
Polarizers are used before and after the sample to achieve a clean probe polarization
(parallel to each other and to the axis of the probe polarization). The polarization of
the pump beam is adjusted by a motorized half-wave plate and passes an additional
polarizer to achieve a clean polarization. Using the polarizer and the half-wave plate
the polarization between the pump and probe beam can be set to the magic angle of
54.7◦

The pump pulse is characterized by collinear frequency-resolved optical gating (c-
FROG) [153]. For such a measurement, the sample is replaced by a 10 µm thick β-
barium borate crystal. The thus created second harmonic is coupled into a fiber-based
spectrometer (HR-2000+, Ocean Optics). The delay of a double pulse is scanned and
for each time step the spectrum of the second harmonic is measured. The fundamental
is blocked by a polarizer or a color filter. The pulse shape in the time domain as well
as in the spectral domain is reconstructed by a commercial software package. The
probe pulse is measured by cross-correlation frequency-resolved optical gating (X-
FROG). For this measurement, the characterized pump pulse is overlapped with the
probe pulse and the spectrum of the sum frequency is measured for different delays
between pump and probe pulse [153]. For PP and 2D measurements, the probe beam
is focused into a monochromator with an attached CCD camera (Acton SpectraPro
2558i assembled with camera Pixis 2 K, Princeton Instruments). Both beams are
modulated by choppers (MC2000, Thorlabs). Since both beams are modulated, four
different combinations of the pump and the probe beam can be measured in total (see
Fig. 3.9): both beams are blocked (background contribution, IB), the probe is open
and the pump is blocked (reference spectrum, IPr), the probe is blocked and the pump
is open (scattering contribution, IPu), and both beams are open (excited spectrum,
IPu-Pr). By using the four combinations, the TA signal, i.e., the transient change in
absorption (∆OD) is calculated by

∆OD = − log10

(
IPu-Pr − IPu

IPr − IB

)
. (3.2)
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Figure 3.9.: Double-chopping scheme for the measurements of 2D spectra in PP geometry.
The 1 kHz repetition rate of the laser (top) is modulated by choppers. For the probe beam,
every second pulse is blocked (indicated by a diagonal line) while for the pump beam, two
consecutive pulses are blocked. The different colors of the pump pulse compared to the probe
pulse reflects shaping of the pulse by the AOPDF. Due to the modulation of the pump as
well as the probe beam four different contributions can be separated.

The advantage of such a double-chopping scheme is that the scattering can be min-
imized which results in an overall better SNR. It is possible to measure each contri-
bution for only one laser shot by chopping the pump at 500 Hz and the probe at 250
Hz. For lower modulation frequencies, each contribution is averaged over several laser
pulses. Spectral modulations of the probe spectrum are not visible in the 2D maps
because the excited probe spectrum is divided by the reference probe spectrum. Note
that strong modulations such as the strong change in intensity at around 780 nm in
the probe spectrum shown in Fig. 3.8a will be usually visible in a 2D spectrum as a
region with increased noise due to the low intensity of IPr on the detector. The 2D
spectrum is much more sensitive to the pump spectrum than to the probe spectrum.
Strong modulations in the pump spectrum can distort the 2D spectrum as previously
shown [8].
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Chapter 4

Excitons and Exciton Dynamics

The systems that were investigated during this thesis have in common that the excited
states can be described in the framework of exciton theory [154–156]. An exciton is the
excited state of a coupled system such as a molecular aggregate or a dimer [24, 157]. It
can be thought as an electron–hole pair, i.e., a quasiparticle. In literature two classes
of excitons are known: Frenkel excitons [158] and Wannier–Mott excitons [24]. The
former is an electron–hole pair with a small radius. i.e., electron and hole are tightly
bound while the latter has a much bigger radius. Frenkel excitons can be found in
molecular systems [157]. In this thesis only molecular systems were investigated and
therefore we will restrict this chapter on the description of Frenkel excitons. The fol-
lowing chapter provides an overview of exciton theory starting with a molecular dimer.
After the discussion of excitons in molecular aggregates we will discuss the interaction
of excitons in the form of EEA which is one of the main phenomena investigated in
this thesis.

4.1. Dimer
One of the simplest systems in which excitons can be observed is a molecular dimer.
The electronic properties of a dimer in terms of exciton theory are described in litera-
ture, [24, 123, 159] and here we only review the main points. A dimer consists of two
coupled monomeric units. The coupling does not mean that the monomers are neces-
sarily chemically bonded. It rather means that the interaction is strong enough that
the excited states cannot be described anymore as the excited states of the individual
monomers. A simple model system for a dimer consists of two monomers and each
monomer is described as a two-level systems. The two monomers have a fixed distance
Rab and a fixed orientation to each other. The Hamilton operator of a dimer Hsite in
the so called site basis can be described in terms of the collective states by [123]

Hsite = (Hg
a + Hg

b) |g⟩ ⟨g| + He
a |a⟩ ⟨a|

+ He
b |b⟩ ⟨b| + J (|a⟩ ⟨b| + |a⟩ ⟨b|) + (He

a + He
b) |ab⟩ ⟨ab| .

(4.1)

Here Hg
i and He

i are the Hamilton operators of the ground and excited states of the
ith molecule. The state |g⟩ corresponds to the state in which both molecules are in
the ground state, |a⟩ (|b⟩) in which molecule a (molecule b) is in the excited state
and the other molecule is in the ground state, and the state |ab⟩ ⟨ab| in which both
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molecules are excited. J describes the coupling between the excited states of the
monomers. Note that we disregard other terms of the coupling. Due to the coupling
the monomeric states are no longer eigenstates of the Hamiltonian. From the basis of
the collective states, i.e., the site basis, we can switch to the eigenbasis of the coupled
system which is called exciton basis. The exciton basis with the Hamiltonian Hexc can
be reached by diagonalization of the dimer Hamiltonian,

Hexc = C⊤HsiteC. (4.2)

Here C is the transformation matrix with the coefficients ci
n where the index n cor-

responds to the molecular site and the superscript i to the new eigenstates. Solving
the problem analytically results in the single-exciton states (|2⟩ , |1⟩) which can be
constructed using the monomeric states (|a⟩ |b⟩) by [123]

|2⟩ = cos(θ) |a⟩ + sin(θ) |b⟩ , (4.3)

and
|1⟩ = − sin(θ) |a⟩ + cos(θ) |b⟩ , (4.4)

with the mixing angle θ which is defined by

tan(2θ) = 2J

∆ϵ
. (4.5)

Here ∆ϵ is the energy difference between the two monomers. The eigenenergies of the
first two excited states are

ϵ2,1 = 1
2(ϵa + ϵb) ± 1

2
√

(ϵa − ϵb)2 + 4J2. (4.6)

The coupling leads to an energetic splitting of the two single-excited states. This split-
ting is called Davydov splitting [155] and can be, for example, observed experimentally
as two distinct peaks in the linear absorption spectrum [160]. The eigenenergy of the
biexciton state |α⟩ is

ϵα = ϵ2 + ϵ1 (4.7)
A schematic overview of the involved states is shown in Fig. 4.1. The transition
dipole moments are also transformed into the exciton basis via the transformation
matrix [123] leading to

µ20 = cos(θ)µa + sin(θ)µb (4.8)

and

µ10 = − sin(θ)µa + cos(θ)µb. (4.9)
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The transition dipole moments from the single-exciton states to the biexciton state
are

µα2 = cos(θ)µb + sin(θ)µa (4.10)
and

µα1 = − sin(θ)µb + cos(θ)µa. (4.11)

R
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Coupling J

Figure 4.1.: Monomeric states with coupling J and resulting new eigenstates. Due to the
coupling the monomeric states are no longer eigenstates of the system and the new eigenstates
and transition dipole moments can be described in the exciton basis.

For a homodimer, i.e., a dimer made from two identical monomers the energy gap
is in an idealized situation

∆ϵ = 0. (4.12)
Therefore the absolute value of the mixing angle is π

4 . However, to determine the
sign of the mixing angle we must take a closer look at the coupling J . For large
distances between the monomers the coupling can be approximated by the dipole–
dipole interaction [24, 156]. While we will restrict the discussion to this approximation
and use the dipole–dipole interaction, more sophisticated methods to calculate the
coupling can be found in literature [161, 162]. The sign of the coupling is dictated by
the orientation of the monomers to each other.
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The coupling Jab (in atomic units) is

Jab(Rab, Θa, Θb, ϕab) = [cos(ϕab) − 3 cos(Θa) cos(Θb)] |µa||µb|
R3

ab

= κ (Θa, Θb, ϕab) |µa||µb|
R3

ab

(4.13)

in which Rab is the distance between the center of transition charges of the two states
to each other, Θa and Θb are the angles of the transition dipole moments to the axis
of connection and ϕab the angle between the two transition dipole moments to each
other. The orientation can be summarized by an orientation factor κ. To see the effect
of orientation we consider a dimer in which the two monomers are in one plane and
oriented parallel to each other. Therefore ϕab = 0 and Θa = Θb = Θ which reduces
Eq. (4.13) to

JΘ(Rab, Θ) = |µa||µb|
R3

ab

[
1 − 3 cos2(Θ)

]
. (4.14)

Two major cases of maximal and minimal coupling can be distinguished [163]: J-type
coupling [164, 165] and H-type coupling [166, 167]. For an angle of Θ = 0◦ the coupling
is negative and can be written as

J0◦ = −2 |µa||µb|
R3

ab
. (4.15)

This specific orientation is a “head-to-tail” conformation of the two dipole moments
to each other resulting in a J-type coupling. For an angle of Θ = 90◦ (H-type cou-
pling) which corresponds to a parallel side-by-side (“head-to-head”) conformation of
the transition dipole moments the coupling is positive and only half as large as for the
“head-to-tail” conformation if the distance Rab stays constant. The coupling for this
orientation is

J90◦ = + |µa||µb|
R3

ab
. (4.16)

Interestingly there is also an angle at which no coupling appears. This angle is the
zero point of κ and is 54.7◦ [156]. For a “head-to-tail” conformation of two identical
monomers (µa = µb = µ) the mixing angle is θ = −π

4 . The transition dipole moments
for this mixing angle are

µ20 = 0,

µ10 =
√

2µ,

µα2 = 0,

µα1 =
√

2µ.

(4.17)

The transition probability from the ground state to the excited state is calculated using
the excitonic transition dipole moments. In the case of a J-type coupled homodimer
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the transition to the higher energetic exciton state is dark while the lower exciton state
is bright. A positive coupling of J (H-type) results in the case of a homodimer in a
mixing angle of +π

4 . The transition dipole moments are then

µ20 =
√

2µ,

µ10 = 0,

µα2 =
√

2µ,

µα1 = 0.

(4.18)

In this case the energetic higher state is bright and the energetic lower state dark.
The results of exciton formation for different orientations in a dimer is summarized
in Fig. 4.2. The two cases of H- and J-type coupling in a homodimer result in one
bright state that is either shifted to higher or lower energies compared to the monomer
transition. The Davydov splitting, i.e., the energetic distance between the two single-
exciton states for a homodimer is 2J and the coupling between two monomers with
fixed distance Rab is two times bigger in the case of a J-type coupled than for an
H-type coupled dimer.
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2J 2J

= 0

Monomer

Figure 4.2.: Coupled homodimer. For a J-type coupling the lower state is bright while in
the case of an H-type coupling the energetic higher state is bright. Note that for a fixed
distance the Davydov splitting is two times bigger for the J-type coupling than for the H-type
coupling.
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4.2. Aggregate
The concept of excitons in dimers can be extended to bigger systems in which multiple
molecules are coupled to each other. Typical systems for this are supramolecular
aggregates [20] or polymers such as squaraine polymers [7] that were investigated
throughout this thesis. In aggregates the monomers are coupled to each other weakly
due to different interactions such as π–π interactions or hydrogen bonds. In polymers
the units are connected by covalent bonds to each other. A detailed description of
applying exciton theory to aggregates can be found in literature [24, 157, 168] as well
as in Chapter 7.

J-type
dimer

H-type
dimer

R
el

. e
ne

rg
y 2J 2J

H-type
aggregate

4J
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aggregate
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Figure 4.3.: State structure for an aggregates consisting of multiple monomers. The split-
ting for an aggregate is twice as large as for a dimer assuming periodic boundary conditions.

In order to describe an aggregate the same steps as for a dimer have to be carried
out. First the ground state as well as the excited states must be formulated in the
site basis. It is important what level of description is chosen for each monomer. For
example, choosing a three-level system for a monomer allows to describe EEA within
the framework of the exction basis without additional phenomenological input [7].
However, the size of the Hamiltonian increases with additional monomeric states. The
Hamiltonian as well as the transition dipole moments in the site basis are transformed
into the exciton basis. The single-exciton states of an aggregate made out of multiple
monomers are shown in Fig. 4.3 for J-type and H-type coupling. Note that in the case
of periodic boundary conditions for large aggregates, the splitting is twice as big (4J)
as for a dimer [157]. As we have discussed above the spectral signatures for the two
configurations of positive and negative coupling of J are unique. For a “head-to-tail”
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conformation with negative coupling (J-type) between the monomers a bathochromic
shift, i.e., a red-shift in the absorption spectrum compared to the monomer is observed
[164, 165, 169–173]. In a parallel conformation of the monomers resulting in positive
coupling (H-type) a hypsochromic shift, i.e., a blue-shift in the absorption spectrum
is observed [174–178].

4.3. Exciton–Exciton Annihilation
The process of EEA is the relaxation from the biexciton manifold to the single-exciton
manifold [179]. The two excitons interact in such away that the population of biexci-
tons is decreased. The process of EEA in the site basis as well as in the exciton basis
is discussed in this section. For simplicity we consider a heterodimer with both first
excited states of the two monomers at different energies. However, the discussion is
similar for extended systems.

Let us first focus on the description of EEA in the site basis (Fig. 4.4). In contrast
to the first section we now also consider a higher excited state for each monomer
(|fa⟩ , |fb⟩) as well. The process of annihilation starts with both of the monomers in the
first excited state. Due to the coupling of the higher excited states to the state where
both molecules are in the first excited states, the excited states of both sites evolve
into one molecule in a higher excited state which leaves behind the other molecule in
the ground state. The population in the two first exited states is effectively transferred
into a population of a higher excited state. This process is also called fusion [179]. In
Fig. 4.4 we exemplary consider that the fusion leads to monomer a in state |fa⟩. The
higher excited state relaxes rapidly via IC to the first excited state. As a result the
energy of the first excited state of one monomer is converted to heat via IC and only
one monomer is left in the first excited state.
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a b a b a b

Site basis

Figure 4.4.: EEA in the picture of the individual states of the monomers, i.e, the site
basis. In the initial phase of the process both molecules are excited in the first excited state
(|a⟩ , |b⟩). Due to coupling of transitions relaxation to the ground state |g⟩ occurs and the
other molecules is excited to a higher excited state |fa⟩. From this higher excited state rapid
IC occurs. In total the energy corresponding to a single-exciton state is dissipated into heat.

The process of EEA can also be described in the exciton basis (Fig. 4.5) starting
with a population in a biexciton state |α⟩. The biexciton manifold also includes states
that are predominantly localized at one of the monomers (|f1⟩, (|f2⟩)). The biexciton
population is getting transferred to one of these states (|f1⟩). From this state internal
conversion to the single-exciton manifold can take place. Note that due to the coupling
between the states the biexciton states and molecular higher excited states will mix.
After the internal conversion a population in the single-exciton manifold is left. In
summary, EEA is a relaxation processes that connects the biexciton states with the
single-exciton states and converts the energy that corresponds to an excitation of a
single-exciton state into heat via internal conversion.

For EEA to take place, the excitons must be spatially close to each other [180, 181].
If the excitons are spatially separated from each other a transport process along the
aggregate might occur until the two excitons are in close proximity to each other.
Therefore, annihilation can be used as a probe for the exciton diffusion along polymers
and aggregates. However, the interplay between delocalization and exciton transport
on one side and the process of annihilation on the other side is complex [4]. While the
exciton transport and exciton delocalization is determined by the coupling of the first
excited states of the molecules, EEA involves higher excited states as shown above. In
simulations it is possible to define an annihilation radius, i.e., how close two excitons
have to get to each other in order that EEA can occur. Whenever two excitons are
within this radius annihilation takes place. In a recent publication we used higher-
order spectroscopy to take a closer look at the interplay of exciton transport and EEA
[16]. Our experiments showed that in the case of squaraine polymers the excitons
may encounter on average many times before annihilation occurs. The results are
further discussed in Section 8.3.5. EEA is a process that is not directly observable
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Exciton basis

Figure 4.5.: Exciton–exciton annihilation in the picture of the coupled states, i.e., the
exciton basis. As a first step the population in a biexciton state |α⟩ is transferred to a
state |f1⟩ that is predominantly localized at one monomer. Now internal conversion to the
single-exciton manifold occurs. Overall, a relaxation process from the biexciton to the single-
exciton manifold occurred.

in TA or 2D experiments. It is for example possible to observe the influence of EEA
in power-dependent transient absorption measurements [181, 182]. EEA occurs as a
change in the dynamics of the transient absorption signal for higher excitation in-
tensities and can be used to investigate the exciton diffusion in aggregates. Besides
using EEA as a probe for exciton diffusion it can also occur as an unwanted contri-
bution in PP and 2D measurements which is especially the case in the investigation
of natural light-harvesting. Under natural conditions, i.e., when absorbing sunlight,
the exciton density is too low to achieve an appreciable amount of of EEA in the
photosynthetic complex. However, experiments with pulsed lasers reach such a regime
easily [183]. Therefore, care has to be taken in ultrafast spectroscopy experiments us-
ing pulsed lasers to avoid that annihilation is also observed in the measured dynamics
[184]. Annihilation-free conditions can be ensured by measuring that the observed
TA absorption dynamics over the population time do not change with higher pump
intensity [185]. However, in some systems such as chlorosomes the annihilation-free
conditions are only realized under very low pump intensities which can result in a
low SNR [186]. In this thesis we show a different approach to solve this dilemma by
utilizing multi-quantum signals to correct for higher-order contributions. This option
is further discussed in Chapter 8.
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Chapter 5

Pathway Analysis of
Two-Dimensional Spectroscopy

5.1. Signatures of Coupling in Two-Dimensional
Spectroscopy

We now want to combine our knowledge about excitons, 2D spectroscopy and double-
sided Feynman diagrams. Let us begin our discussion with a simple system of an
excitonic heterodimer which we already discussed in Chapter 4. Analyzing 2D spectra
of dimers in terms of double-sided Feynman diagrams can be found in literature [120,
187]. The energy structure of a heterodimer consists of one ground state (|0⟩), two
single-exciton states (|1⟩, |2⟩), and one biexciton state (|α⟩) as shown in Fig. 5.1a.
The transitions to the two single-exciton states can be observed as two distinct peaks
in the linear absorption spectrum (Fig. 5.1b).
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Figure 5.1.: Exemplary system of a heterodimer. (a) The system is described in the exciton
basis. For a dimer, one ground state (|0⟩), two single-exciton states (|1⟩, |2⟩), and a biexciton
state (|α⟩) can be distinguished. (b) The two peaks in the linear absorption spectrum
correspond to the transitions to the single-exciton states.

Armed with the knowledge of double-sided Feynman diagrams and excitons, we
can now qualitatively predict what the 2D spectrum of a heterodimer should look
like at T = 0. Note that our discussion is only qualitative since we do not consider
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38 5. Pathway Analysis of Two-Dimensional Spectroscopy

some theoretical aspects such as line shapes or any experimental parameters such
as the spectra of the pump or probe pulse. A more detailed analysis of 2D spectra
using double-sided Feynman diagrams can be found in literature [23, 25]. As a simple
starting point, we consider the case when energy relaxation as well as transfer between
different states has not occurred yet, i.e., T = 0. In accordance to transient absorption
measurements, GSB and SE are defined as negative signals while ESA corresponds to a
positive signal in the 2D spectrum. A diagonal peak in the 2D spectrum corresponds
to exciting and probing of the same transition. Two diagonal peaks for the single-
exciton transitions can be distinguished which we will call peak 1 and peak 2. For
each of the two peaks, four diagrams, two rephasing and two non-rephasing diagrams,
are contributing. The diagrams for the diagonal peak 1 and 2 are shown in Fig. 5.2.

SE1GSB1 SE2GSB2- -

Diagonal peak 1

Rephasing

Non-rephasing

- -

Diagonal peak 2

Figure 5.2.: Rephasing and non-rephasing double-sided Feynman diagrams which corre-
spond to the diagonal peaks (peak 1 and peak 2) at the position of the single-exciton tran-
sitions.

Note that all diagrams have the same sign. The involved coherences within the
diagram determine the position of the corresponding peak in the 2D spectrum. The
coherence during τ fixes the position at the excitation axis while the coherence during
t sets the position along the detection axis. All diagrams for one peak have the same
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coherences during τ and t and therefore these diagrams contribute to the diagonal
peaks. The GSB-type and SE-type pathways have per definition a negative sign while
ESA-type pathways have a positive sign. Peak 1 can be described by four diagrams. A
similar set of four diagrams, which involves the transition to the state |2⟩, describes the
diagonal peak 2. Note that we do not consider pathways with coherences during the
population time T to keep the analysis simple. A detailed analysis of such pathways
can be found in literature [23, 27].

Integrating over the spectral line shapes, the diagrams can be characterized by their
sign, the involved transition dipole moments and the propagator during the population
time. Setting T = 0 reduces the description of the Feynman diagrams simply to the
transition dipole moments and the sign. The amplitudes of the two diagonal peaks 1
and 2 are

GSB1 + SE1 = −4|µ10|4,
GSB2 + SE2 = −4|µ20|4.

(5.1)

The prefactor of 4 is present because of summation of the rephasing and non-rephasing
diagrams which correspond to the absorptive part of the 2D spectrum.

Furthermore, two cross peaks can be present in a 2D spectrum of a dimer. The
diagrams that corresponds to the cross peaks are shown in Fig. 5.3.1 The amplitudes
of the diagrams are

GSBA = −2|µ20|2|µ10|2,
ESAA = 2|µ20|2|µα2|2,

GSBB = −2|µ10|2|µ20|2,
ESAB = 2|µ10|2|µα1|2.

(5.2)

The index corresponds to the peak position which is either below the diagonal (peak A)
or above the diagonal (peak B). In contrast to the diagonal peak, ESA-type and GSB-
type pathways with opposite sign are contributing to the cross peak. In the case of a
weakly coupled dimer, the excitons are localized. In such a case, the transition dipole
moments are µ10 = µα2 and µ20 = µα1. If the two monomers have similar transition
dipole moments (µa ≈ µb), the two diagonal peaks have similar amplitude. In the
case of weak coupling, the GSB-type and ESA-type pathways that contribute to the
cross peaks cancel perfectly for peak A and peak B. As a result, no cross peak can be
observed in the case of a weakly coupled dimer.

Let us now go one step further and consider stronger coupling. If the coupling is
increased, the excitons will be partially delocalized over the monomers. For “head-
to-head” orientation of the transition dipole moments, the coupling is positive and an
H-type dimer is realized. The absorption spectrum of such a dimer has two peaks
with a stronger peak at higher frequencies as shown in Fig. 5.1b. The amplitudes

1Again we do not consider any diagrams with coherences during the population time in order to
keep the discussion simple.
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of the two diagonal peaks in the 2D spectrum also change because of the coupling.
Due to the coupling |µ20| > |µ10|, we can directly predict that the diagonal peak A is
more intense than diagonal peak B following the spectral signature of the absorption
spectrum.

ESAAGSBA ESABGSBB

+- +-

Cross peak 
below the diagonal

(peak A)

Cross peak 
above the diagonal

(peak B)

Rephasing

Non-rephasing

Figure 5.3.: Diagrams that correspond to the cross peaks in a 2D spectrum of a dimer for
T = 0. The two rows correspond to rephasing and non-rephasing diagrams. The sign of the
different columns of diagrams is marked below.

Due to the coupling, the two pathways that contribute to the cross peaks do not can-
cel anymore. While the GSB-type pathways have the same transition dipole moments
involved for peak A and peak B, the ESA-type pathways for peak A, ESAA, and the
ESA-type pathways for peak B, ESAB, contain different transition dipole moments.
Using Eqs. (4.8) to (4.11) to calculate the transition dipole moments, we can compare
the amplitudes of the diagrams and find

|GSBA| < |ESAA|,
|GSBB| > |ESAB|.

(5.3)

From that, it follows that peak A is positive and peak B is negative due to the dif-
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ferent sign of GSB and ESA pathways. Note that this means that the cross peaks
in the coherently detected 2D spectrum of a dimer at T = 0 directly reflect the
degree of coupling within the dimer. The cross peaks in coherently detected 2D spec-
troscopy are therefore a direct spectral signature of delocalization [120]. Interestingly,
in fluorescence-detected 2D spectroscopy the cross peaks can already occur for a weakly
coupled dimer in the case that EEA takes place. We briefly discuss this phenomenon
in Section A of the Appendix. A detailed analysis of this phenomenon can be found
in literature [8, 120].

For a dimer with a head-to-tail orientation, the coupling is negative and a J-type
dimer is realized. For such a situation, the sign of the cross peaks is flipped compared
to the H-type dimer and the energetically lower diagonal peak (peak 1) is stronger.
Depending on the mixing angle θ, the intensities of the diagonal peaks and cross
peaks of a dimer change. Summarizing our discussion, we can now draw a schematic
2D spectrum of an H-type and a J-type coupled dimer (Fig. 5.4, first row) with
partially delocalized states. Recently, we performed 2D measurements on dimers and
the measured data match the expected 2D spectra demonstrating the power of our
simple approach [8, 9].

What happens if the coupling is increased even more? In the case of strong cou-
pling, the excitons are completely delocalized and the mixing angle in the heterodimer
approaches ±π

4 which corresponds to a delocalization of 50%. We refer to this situa-
tion as full delocalization. The sign is determined by the sign of the coupling which
reflects the orientation of the two monomers [156]. In these strongly coupled systems,
the transition dipole moments for one transition from the ground to the single-exction
state and from one of the single-exciton states to the biexciton state are zero as can
be seen from Eq. (4.17) and Eq. (4.18).

For the J-type coupled dimer, the amplitudes of the diagrams for the cross peaks
are given by

GSBA = GSBB = ESAA = 0,

ESAB = 2|µ10|2|µα1|2,
(5.4)

as well as for the diagonal peaks by

GSB2 + SE2 = 0,

GSB1 + SE1 = −4|µ10|4.
(5.5)

The corresponding 2D spectrum has only one peak on the diagonal and one cross
peak as shown in Fig. 5.4 (lower row, left). The diagonal peak is negative while the
cross peak is positive. Due to increased coupling, the splitting between the two single-
exciton transitions is larger and the diagonal peaks are shifted more apart compared
to the case of partial delocalization. For an H-type dimer, the energetically higher
diagonal peak as well as a positive cross peak below the diagonal is visible.
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Figure 5.4.: Schematic 2D spectra of a dimer. The first row corresponds to a dimer with
moderate coupling which results in partial delocalization. The cross peak amplitudes directly
reflect the degree of delocalization in the dimer. The lower row corresponds to strongly
coupled dimers with a delocalization of 50%. For a strongly coupled H-type (J-type) dimer,
the transition to the energetically lower (higher) single-exciton state is dark and therefore
not visible in the 2D spectrum.

The 2D spectra for dimers with full delocalization can also be predicted by thorough
investigation of the absorption spectra. The absorption spectra for strongly coupled J-
and H-type dimers consist only of one peak because the transition to one of the single-
exciton state is completely dark. In the 2D spectrum, only transitions are visible
that are bright, i.e., which can be excited. This results in taking a “slice” of the
2D spectrum at the excitation frequency of the allowed transition in the absorption
spectrum because only this specific transition is bright. For the J-type dimer, only
the red-shifted transition is allowed which corresponds to an excitation frequency of
ω10. Therefore, only peaks along this excitation frequency can be observed in the 2D
spectrum.
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5.2. Signatures of Energy Transfer in Two-Dimensional
Spectroscopy
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Figure 5.5.: Two-dimensional spectrum for T = 0 and its description with double-sided
Feynman diagrams. (a) For this population time, the cross peak corresponding to the energy
transfer is not visible. The missing cross peak in the 2D spectrum is indicated with a red
dotted circle. (b) The corresponding Feynman diagrams for the rephasing and non-rephasing
signal contributions consist out of one positive ESA-type pathway and one negative GSB-
type pathway.

As a next step, we analyze dynamic processes that occur during the population time T
in terms of double-sided Feynman diagrams. As an example, we chose energy transfer
with its specific signatures in 2D spectroscopy. We consider the same dimer as in the
previous section consisting of one ground state |0⟩, two single-exciton states |2⟩ and
|1⟩, and a biexciton state |α⟩. Energy transfer with the rate kT occurs from state |2⟩
to state |1⟩. In order to focus on only one effect, the coupling is chosen to be weak be-
tween the states. In this case, the transition dipole moments are again µ10 = µα2 and
µ20 = µα1. Energy transfer corresponds to transport from one state to another and
is visible as the rise of cross peaks in the 2D spectrum over the population time [79].
Since energy transfer needs a finite time to occur, the cross peaks are not visible for
T = 0 as shown in Fig. 5.5a. As we have seen in the previous section, four Feynman
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diagrams contribute to the cross peak below the diagonal at T = 0: two GSB-type
diagrams and two ESA-type diagrams. We focus on this specific cross peak because
energy transfer typically occurs from an energetically higher state to a lower state [8].
The diagrams are shown in Fig. 5.5b. The GSB-type and ESA-type diagrams cancel
each other perfectly and no cross peak is visible for T = 0.
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Figure 5.6.: Description of energy transfer in 2D spectroscopy with double-sided Feynman
diagrams for T > 0. (a) For a population time larger than zero, energy transfer occurs.
The energy transfer is visible as a cross peak in the 2D spectrum, which amplitude increases
with the population time. With the increasing cross peak amplitude, the amplitude of the
diagonal peak is getting weaker by the energy transfer. (b) The dynamics of the cross peak
can be characterized by a set of double-sided Feynman diagrams. The important point is
the interplay of the decaying SE-type contribution and the rising ESA-type contribution by
the energy transfer.

The 2D spectrum changes when the population time increases. For population times
of T > 0 energy transfer occurs from state |2⟩ to |1⟩). Due to the energy transfer, two
additional SE-type diagrams contribute to the cross peak (Fig. 5.6a). The population
in state |2⟩ evolves to a population in state |1⟩ during the population time T in these
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diagrams. Therefore, during the time delay τ , a coherence between the ground state
|0⟩ and state |2⟩ is present while during the delay t, the system is in a coherence
between state |0⟩ and state |1⟩. The two coherences determine the spectral position
at ω20 on the excitation axis and on ω10 at the detection axis, i.e., at the position of
the cross peak. The dynamics during the population time can be taken into account
via specific propagators [9, 24]. Since the SE-type diagrams occur via energy transfer,
its amplitude scales with the propagator U11,22 which is

U11,22 = 1 − e−kT T , (5.6)

with the transfer rate kT . For T = 0 the amplitude of the diagram is zero and the SE-
type pathways do not contribute, i.e., the cross peak is described by the four diagrams
shown in Fig. 5.5. For population times T > 0 the amplitude of the SE-type pathways
will slowly rise (Fig. 5.6 b). On the other hand, the energy transfer will decrease the
amplitude of the ESA-type pathways since it reduces the population in state |2⟩. The
decrease is described by another propagator

U22,22 = e−kT T . (5.7)

Therefore, the sum of the pathways will not cancel anymore with increasing population
time and a negative cross peak will appear with the rate of the energy transfer. The
energy transfer also decreases the amplitude of the diagonal peak. The double-sided
Feynman diagrams that describe the decrease of the diagonal peak amplitude can
be found in Sec, B of the Appendix. For T → ∞ and efficient energy transfer,
the ESA-type pathways vanish and only the SE-type and GSB-type diagrams will
contribute to the cross peak. It is worth noting that it is not the absence of double-
sided Feynman diagrams that leads to the absence of a cross peak at T = 0, but rather
the complex interplay between the different diagrams lead to the correct description
of the signatures of energy transfer. The example discussed here demonstrates that
it is important to consider all the pathways which contribute to a physical process in
order to describe the process correctly.
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5.3. Potential Pitfalls
As demonstrated by the examples of coupling and energy transfer, double-sided Feyn-
man diagrams are a powerful tool to analyze 2D spectra. Usually, a large number of
diagrams are contributing to different peaks and the connected processes. The number
of Feynman diagrams to be considered can be drastically reduced by time ordering of
the pulses, the RWA, or experimental techniques such as phase matching and phase
cycling [23]. However, care has to be taken when the concept of double-sided Feynman
diagrams is applied. Here we want to discuss a few potential mistakes that can easily
occur when double-sided Feynman diagrams are used for the analysis of 2D spectra.

The formalism of double-sided Feynman diagrams is a description of the signal and
the connected processes that can occur due to the interaction with the electric field
[188]. An accurate description of the signal and its dynamics with double-sided Feyn-
man diagrams is only valid if all the relevant diagrams are considered. The nomencla-
ture of the Feynman diagrams is misleading because the terms of GSB, SE and ESA
originally used in TA spectroscopy are transferred to the formalism of double-sided
Feynman diagrams. The potential pitfall that emerges from this nomenclature can
be easily demonstrated with a simple system such as a two-level system. A two-level
system consists of one ground state |g⟩ and one excited state |a⟩. In that case only
two physical processes can be observed in a 2D experiment: SE and GSB. Therefore,
the 2D spectrum consists only of one (negative) diagonal peak. Since there are no
higher-excited states in the chosen system involved, no ESA is visible per definition.
The diagonal peak decays with the rate kL that reflects the lifetime of the system.
The analysis with double-sided Feynman diagrams is only correct if all the relevant
diagrams are considered. At first glance one would think that the signal can be de-
scribed by two types of diagrams: GSB-type and SE-type diagrams analogously to the
processes that can be measured. The rephasing and the non-rephasing double-sided
Feynman diagrams are shown in Fig. 5.7b. The finite lifetime is taken into account
via the rate kL and the propagator for the SE-type pathways is

Uaa,aa(T ) = e−kLT . (5.8)

The SE-type pathways decay therefore with the lifetime of the excited state. However,
the GSB-type pathways will not decay with the lifetime because the diagram consists
of a ground-state population during T and no further relaxation is possible. For long
population times, the GSB-type pathways are still present and therefore the signal
would also still be present independent of any lifetime. Clearly, the description of the
GSB and SE signal only with GSB-type and SE-type diagrams is not complete and
incorrect since it does not describe the lifetime decay correctly. The problem can be
solved by including ESA-type pathways. The ESA-type pathways describe a decay to
the ground state during the population time T with a re-excitation of the system by
the probe pulse. The corresponding propagator for the ESA-type pathways is

Ugg,aa(T ) = 1 − e−kLT . (5.9)
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For long population times, the SE-type pathways will not contribute to the signal
anymore because they decay with the lifetime described by the propagator Uaa,aa(T ).
The two remaining types of diagrams are the GSB-type and the ESA-type diagrams.
The ESA-type diagrams have the opposite sign to the GSB-type diagrams and they
will cancel each other resulting in a vanishing diagonal peak for long population times
T .
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Figure 5.7.: 2D spectrum and double-sided Feynman diagrams for a two-level system. (a)
In the 2D spectrum, only one diagonal peak is visible. This peak corresponds to the process
of SE and GSB. (b) The decay of the peak with the rate kL that reflects the lifetime is
described by three types of double-sided Feynman diagrams.

An important concept to reduce the number of diagrams that has to be considered
is time ordering. For example, time ordering between pump and probe means that
first the interactions with the pump pulses take place followed by the interaction
with the probe pulse. However, special care has to be taken when population times
close to zero, i.e., close or in the coherent artifact, are measured. In this regime,
the time ordering between the pump and the probe pulses does not hold anymore.
A recent publication discussed the signatures of non-time ordered contributions in
2D spectroscopy and here we want to briefly discuss the results [124]. For positive
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population times the coherence time is scanned in such a way that one pulse (labeled
pump pulse 1) is moved to earlier times (Fig. 5.8a). This scanning procedure results
in a fixed population time T while the coherence time τ is scanned. Therefore, both
pump pulses first interact with the sample before the interaction with the probe pulse
takes place. The chosen direction of scanning the coherence time has consequences for
negative population times (T < 0). For short coherence times, the probe pulse arrives
first before both pump pulses interact with the sample. For later coherence times, one
pump pulse arrives first, then the probe pulse and then the other pump pulse which
leads to an “incorrect” time-ordering of “pump–probe–pump” (Fig. 5.8b) [124]. Note
that in this scanning procedure at T < 0 for each coherence time step τ the population
time T is effectively changed and basically one pump pulse is scanned over the probe
pulse with increasing coherence time.

This kind of different time ordering contribution can also occur if positive population
times close to T = 0 are measured, and the pulses overlap due to their finite pulse
length. Furthermore, the early time dynamics are usually not considered in the analysis
because of the overlap with the coherent artifact. We want to emphasize that the
term coherent artifact is misleading because it suggests that the processes that occur
are unnatural. Recent studies demonstrated that the variety of phenomena such as
two-photon absorption or stimulated Raman scattering that are contributing to the
coherent artifact can be analyzed with the help of double-sided Feynman diagrams
[189]. We will discuss the concept of time ordering more in the context of higher-order
signals in Chapter 8.

a) b)

T > 0

Pump 2Pump 1 Probe Pump 2Pump 1 Probe

T < 0

Time Time

Figure 5.8.: Different time ordering of pump and probe pulses in a 2D experiment. (a)
For positive population times, the two pump pulses interact first with the sample before the
interaction with the probe pulse. The coherence time is scanned in such a way that pump
1 is moved to earlier times. The scanning of the coherence time is indicated by additional
transparent pulses. (b) At negative population times, the same scanning of the coherence
time leads to an “incorrect” time ordering in which the probe pulse is temporally located
between the two pump pulses.
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At the end of this chapter, we want to briefly discuss the effect of higher-order signals
and their potential contamination of other signals. When 2D spectra are analyzed in
terms of double-sided Feynman diagrams, a certain order of nonlinearity is assumed.
In coherently detected 2D experiments, the lowest-order signal is the third-order signal
while in action-detected 2D experiments, the lowest-order signal is the fourth-order
signal [8]. However, higher-order contributions can be present at high excitation den-
sities [190]. These contributions can be described in terms of double-sided Feynman
diagrams as well but have to be considered in the analysis. For example, in natural
light-harvesting complexes, EEA contributes to the third-order signal at high excita-
tion densities [186, 191]. These additional processes can be described as fifth-order
contributions with their respective double-sided Feynman diagrams. If the diagrams
that describe the higher-order signals are not included, the analysis might be false
depending on the degree of higher-order contamination. Higher-order signals carry
a lot of meaningful information about higher excited states [13] or exciton diffusion
which can be probed by EEA [181, 192]. In the next chapter, we discuss different
techniques with which the higher-order signals can be measured and separated from
the lower-order signals, and what information can be obtained by higher-order signals.

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022





Chapter 6

Higher-Order Multdimensional and
Pump–Probe Spectroscopy

Transient absorption and coherent two-dimensional (2D) spectroscopy are widely es-
tablished methods for the investigation of ultrafast dynamics in quantum systems.
Conventionally, they are interpreted in the framework of perturbation theory at third
order of interaction, corresponding to the excitation of single particles or quasipar-
ticles and their kinetics. Here, we discuss the potential of higher-(than-third-)order
pump–probe (PP) and multidimensional spectroscopy to provide insight into excited
multi-particle states and their dynamics. We focus on recent developments from our
group. In particular, we demonstrate how phase cycling can be used in fluorescence-
detected two-dimensional spectroscopy to isolate higher-order spectra that provide
information about highly excited states such as the correlation of multi-exciton states.
Furthermore, we discuss coherently detected fifth-order two-dimensional spectroscopy
and its power to track exciton diffusion. Finally, we show how to extract higher-order
signals even from ordinary PP experiments, providing annihilation-free signals at high
excitation densities and insight into multi-exciton interactions.

This chapter is based on the following publication:
J. Lüttig, P. Malý, S. Mueller, T. Brixner.
Higher-order multidimensional and pump–probe spectroscopy.
in preparation (2022).
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6.1. Introduction
Ultrafast spectroscopy is employed to investigate phenomena on the time scale of fem-
toseconds, unraveling various physical properties. The most common technique is PP
spectroscopy, usually carried out in transient absorption geometry: A first pulse excites
the system while a second pulse detects the frequency-resolved transient change (in
absorption) after a time delay T . In terms of perturbation theory, it is the third-order
polarization that is probed in a conventional PP experiment. An extension of PP is
coherent 2D spectroscopy where the third-order polarization is characterized as well,
but as a function of both excitation frequency and detection frequency [30, 34, 117].
2D spectra can be acquired, for example, by replacing the single excitation pulse from
PP spectroscopy with a double pulse of variable time delay τ . Fourier transformation
over τ provides the excitation frequency axis while the detection frequency axis can
be obtained directly by a spectrometer via measuring the spectral interference of the
signal with a local oscillator (LO) pulse that may be either a separate reference pulse
that does not interact with the sample or the probe pulse itself. Another option for ob-
taining detection frequency resolution is to vary systematically the time delay between
the signal and the LO and to perform numerical Fourier transformation [73, 87, 193].
Resonant excitations of the system appear as diagonal peaks on a 2D map. Cross peaks
indicate coupling or energy transfer in coherently detected 2D spectroscopy [62, 76]
and energy transfer as well as EEA in “action-detected” 2D spectroscopy using inco-
herent observables. The evolution of the 2D spectrum as a function of delay T provides
information about, for example, energy transfer [79], wavepacket dynamics [194], and
coherences [83], while the analysis of the 2D line shapes can be used to determine the
interaction of the system with its environment [195, 196]. Nowadays, both techniques,
PP and 2D spectroscopy, are well-established and frequently used to investigate artifi-
cial [171, 197] or natural light-harvesting complexes [79, 185], supramolecular systems
[83, 198], chemical reactions [48], 2D materials [199], semiconductor nanostructures
[200], and many more. Recent developments include the use of incoherent observables
such as fluorescence [85, 111, 113, 116, 118, 201, 202], photoelectrons [6, 109, 133, 135],
photoions [37, 91, 142], or internal photocurrents [112, 119, 144, 203, 204], to measure
ultrafast dynamics.

Ultrafast spectroscopy usually relies on a perturbative description of light–matter
interaction. In general, all the higher-order terms of the perturbation series are present
in any given experiment. The common practice to suppress unwanted higher orders is
to choose the excitation laser intensities in such a way that higher-order signals do not
contribute significantly, ideally are below the noise floor of the measurement, and the
perturbation series has to be considered only up to a specific term. For example, in
a 2D experiment, the intensity of the pulses as well as the phase-matching condition
can be set in such a way that the detected 2D signal is dominated by the third-order
signal and higher-order signals do not contribute significantly. For higher excitation
intensities, the higher-order terms contribute more and more to the signal. This is
well known for excitonic systems for which at high excitation intensities, exciton–
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exciton annihilation (EEA) mixes into the 2D and PP signals [205, 206]. Especially
in light-harvesting complexes, the uncontrolled mixing of EEA with the single-exciton
dynamics has challenged researchers for years [186, 207]. Annihilation can only be
reduced by low-power measurements that in turn may lead to low signal-to-noise ratio
(SNR). Alternatively, EEA has to be included in the data analysis to avoid misinter-
pretation, which complicates matters and requires an a-priori model [186, 208, 209].
If a suitable model is available, however, EEA can be utilized in power-dependent PP
studies to investigate exciton migration in extended systems such as light-harvesting
complexes or molecular aggregates [180, 182, 183]. In such experiments, the third- and
fifth-order signals (and even higher orders) are mixed together making it difficult to
disentangle the data. As we outline in the present chapter, this problem can be solved
using higher-order spectroscopy that allows us to obtain separated higher-order sig-
nals. We will employ the term “higher order” for such signals that are at least of fifth
order in a perturbation-theory description, while the third and fourth orders are the
“conventional lower-order” time-resolved methods using either coherent or incoherent
detection, respectively.

Besides EEA, higher-order spectroscopy unveils system properties and dynamics
that cannot be directly observed by lower-order techniques. Examples include co-
herences between highly excited electronic states in quantum wells [210], multistep
energy transfer in light-harvesting complexes [211], and highly excited vibrational
states [212]. Following the principle of 2D spectroscopy, higher-order signals can be
obtained by adding additional interactions, each of them with its own associated pulse
[213]. Scanning all time delays and performing Fourier transformations distributes the
higher-order signal over multiple dimensions (4D or higher). Instead of using one pulse
per interaction, other approaches rely on multiple interactions from the same pulse,
inherently reducing the dimensionality of the obtained spectra [210, 214–217]. The di-
mensionality can also be reduced by setting specific time delays to zero while retaining
separate laser beams. For example, multiple population-period transient spectroscopy
(MUPPETS) uses two pulses from different directions that interact with the system at
the same time [218, 219]. In general, the main challenge in higher-order spectroscopy
is to separate the individual nonlinear orders and, at the same time, keep the exper-
iment feasible as it is technically demanding to isolate weak higher-order signals in a
multi-pulse experiment that requires scanning of multiple delays.

The chapter is structured as follows: First, we will analyze the technical approaches
to isolate higher-order signals. In the following part, we demonstrate how various
higher-order signals can be isolated from one single experiment in fluorescence-detected
2D spectroscopy using phase cycling. Next, we discuss coherently detected fifth-order
2D spectroscopy as a tool to investigate exciton diffusion in extended systems such
as polymers. In addition, we discuss an analogous sixth-order technique using flu-
orescence detection. Finally, we show how higher-order signals can be isolated in a
simple PP experiment by systematically varying the excitation intensity. This new
technique is straightforward to implement, isolates clean nonlinear order signals, and
can be extended to higher orders.
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In 2D spectroscopy, the different signals contributions can be labeled by their specific
coherences that occur during the various time delays. We distinguish, on the one
hand, the so-called one- or multi-quantum signals, which are the signals that appear
at one or several times the laser frequency, respectively, and on the other hand the
nonlinear-order signals, which are the contributions arising from the various terms
of the perturbative expansion of the nonlinear response. While at first glance one
might think that these two definitions are equivalent, they are in fact not, and the
clarification of their relation is a main topic of the present chapter.

We label the multi-quantum signals as XQZQ where X and Z correspond to the
quanta of coherences [one-quantum (1Q), two-quantum (2Q), etc.] with respect to
the laser central frequency ω0 that evolve as a function of the coherence times τ and
t, respectively. For example, in a typical “photon-echo-type” 2D experiment, one
isolates the 1Q1Q signal which correlates one-quantum coherences during τ with one-
quantum coherences during t, with the possibility of tracking population dynamics
during the time delay T . The coherences during τ and t determine the position of
the signal on the excitation and detection axis, respectively. Additional coherences
(i.e., oscillatory behavior) may occur as a function of the population time T , i.e., the
delay between pump and probe, resulting in XQY QZQ signals. In such signals, it
is possible to isolate zero-quantum (0Q) coherences which are superpositions between
states within a particular manifold (Y = 0) such as between two vibrational sublevels
of a single-exciton state. Experimentally, one needs to ensure phase stability between
the corresponding pulses [23] because a drift of the phase during measurement will
result in distortion of the peaks in the 2D spectrum. Phase stabilization becomes more
challenging for shorter and shorter wavelengths (because a given pathlength fluctuation
leads to a larger change in relative phase between pulses) but it also becomes more
challenging for an increasing number of beams.

Let us now discriminate, from such NQ signals, the nonlinear orders that correspond
to the different terms of the perturbative expansion. One might naively think that,
for example, the coherently detected 1Q1Q signal should correspond to a third-order
signal. However, all the higher nonlinear orders in principle contribute as well. In
order to reduce their influence on the 1Q1Q signal, the intensities of the pulses are
usually chosen in such a way that the 1Q1Q signal is dominated by the third-order
response while higher-order terms do not contribute significantly. If the intensity of the
pulses is increased, the 1Q1Q signal will be substantially “contaminated” by higher-
order signals. Higher-order signals can be characterized independently by isolating
appropriate multi-quantum signals for which the contribution with the lowest possible
order corresponds to a higher-order signal. While such a multi-quantum signal may be
dominated by one particular higher-order signal, even higher-order terms also generally
contribute. The fraction of those contaminating higher-order terms can then be kept
low again by choosing an adequate intensity regime. For example, the population-
detected 3Q1Q signal is of at least sixth order. In the correct intensity regime, it is
indeed predominantly a sixth-order signal and the contribution of higher-order signals
is not significant. However, for higher intensities, higher orders, i.e., eighth or higher,
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will start to contribute to the 3Q1Q signal as well. This should be kept in mind
and will be addressed explicitly in the final section of this chapter. To simplify the
discussion until then, we will mention only the leading order for any particular multi-
quantum signal, implying that the intensity regime was chosen such that the particular
nonlinear order is the dominating term.

6.2. Isolation of Higher-Order Signals
Let us now focus on the experimental approaches for obtaining higher-order signals.
Shown in Fig. 6.1 and Fig. 6.2 are four possibilities that can be used to distin-
guish higher-order from lower-order signals in multidimensional spectroscopy. We will
discuss higher-order PP spectroscopy separately. As a first option, higher-order multi-
quantum signals can be distinguished by their specific phase-matching direction (Fig.
6.1a) [23]. Assume that three pulses interact with the sample from three different di-
rections with wavevectors ki (i = 1, 2, 3). Pulses 1 and 2 excite and pulse 3 probes the
system. Thus, pulses 1 and 2 are often labeled as pump pulses while pulse 3 is called
probe pulse. Each particular nonlinear signal is then emitted in a specific direction
given by a corresponding linear combination of the incident wavevectors. For example,
the 2Q1Q signal is composed of the rephasing and non-rephasing fifth-order signals
which are emitted in the directions −2k1 +2k2 +k3 and +2k1 −2k2 +k3, respectively,
and can thus be selected with a spatial mask [220]. The individual wavevector indices
indicate the time ordering of the pulses (which, however, is not necessarily the same
as the time order of the light–matter interactions in the case of finite pulse duration
in the region of pulse overlap) [124]. The signal is measured by heterodyne detection
with a fourth pulse (LO) with wavevector kLO. In the case of three beams and het-
erodyne detection by a separate LO as in Fig. 6.1a, the phase must be stable between
pulses 1 and 2, i.e., the two pump pulses, and between pulse three and the LO, in
order to resolve an XQZQ signal. Once the phase is stabilized, the phase between
the LO and the signal has to be determined. In the case of third-order signals, this
“phasing” procedure is carried out by a separate PP experiment and by ensuring that
the data from PP and 2D, integrated over the excitation frequency axis, agree accord-
ing to the projection-slice theorem [23, 221]. The phase of the fifth-order signal in
Fig. 6.1a can be determined analogously by comparison with a “pump–dump–probe”
experiment [220]. The phasing procedure for other higher-order signals needs further
theoretical investigation. The polarization of each pulse can be controlled separately in
the noncollinear geometry which can be used to suppress certain signal contributions
[105, 212, 222, 223].

In the PP geometry (Fig. 6.1b) the two pump pulses, i.e., pulses 1 and 2, excite
the system from the same direction and the signal is emitted in the direction of the
probe pulse which also acts as the LO. Therefore, no phasing procedure is needed,
and the purely absorptive spectrum, i.e., the sum of the rephasing and non-rephasing
parts, can be measured directly. However, a subset of fifth-order contributions, such
as −2k1 + 2k2 + k3 and +2k1 − 2k2 + k3, are also emitted in the same direction as
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Figure 6.1.: Overview of experimental approaches to isolate high-order signals in coherently
detected multidimensional spectroscopy. (a) In fully noncollinear geometry, four incident
pulses illuminate the sample from four different directions, i.e., with different wavevectors
ki (i = 1, 2, 3). Various possible nonlinear signals (red: fifth-order signals with the phase-
matching conditions of ±2k1 ∓ 2k2 + k3, gray: lower-order signals) are separated spatially
via their specific phase-matching directions. (b) In PP geometry, the first two (pump) pulses
have the same wavevector. The higher-order signals are separated along the excitation axis
in the 2D spectrum because they oscillate at higher frequencies during the time delay τ .
For example, the fifth-order signals with the phase matching conditions of ±2k1 ∓ 2k2 + k3
oscillate with a two-quantum coherence during τ and appears near 2ω0 at the excitation
axis, with ω0 as the central frequency of the pump spectrum.

the third-order signals, because k1 = k2 in the PP geometry [20, 216]. While these
signals overlap spatially, we can separate them in the frequency domain along the
excitation axis in the 2D spectrum. The 2Q1Q signal appears at around twice the
central frequency (2ω0) of the excitation pulses and can be spectrally separated from
the 1Q1Q signal at ω0. Again, note that if the excitation intensity is chosen so that the
seventh-order contribution is small, the 2Q1Q signal will be dominated by the fifth-
order signals with −2k1 + 2k2 + k3 and +2k1 − 2k2 + k3. The 2Q1Q signal oscillates
with a 2Q coherence during τ . In order to avoid aliasing, the step size of the delay ∆τ
has to be chosen small enough. Otherwise, the 2Q1Q signal is folded back to a smaller
frequency which can lead to spectral overlap with the 1Q1Q signal. The maximum
resolvable frequency ωN is determined by the Nyquist theorem which connects ωN to
the step size ∆τ by [23]

ωN

2π
= 1

2∆τ
(6.1)

The first two pulses, i.e., the two pump pulses, can be created via an interferometer or
conveniently from one beam path by a pulse shaper or a common-path interferometer
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[73, 92]. Common-path interferometers based on wedge pairs offer passive phase stabi-
lization with inherent phase stability of the pulse pair [224]. Using pulse shapers allows
one working in the rotating frame. In the rotating frame, the time-domain envelope
of one pulse is shifted with respect to the other pulse upon delay variation, while the
phase of the carrier oscillation of the delayed pulse with respect to the other pulse is
unchanged. Measuring in the rotating frame leads to a shift of the fundamental signal
frequency to lower frequencies. As a result, fewer data points have to be measured
which speeds up data collection [73]. Pulse shapers need proper calibration and extra
precaution is necessary to avoid artifacts [45, 125, 225]. Polarization control in the PP
geometry can be achieved with vector-field pulse shaping [226, 227]. Another approach
utilizes differently orientated polarizers for the probe pulse before and after the sample
to suppress certain signal contributions [223]. In the PP geometry, rephasing and non-
rephasing signal contributions are emitted in the same direction and can therefore not
be separated spatially. However, they can be separated by phase cycling [228] which
is described below in the context of action-based spectroscopy.

It is also possible to use incoherent observables to measure multidimensional spectra
as shown in Fig. 6.2a and Fig. 6.2b for the example of fluorescence detection using
phase cycling and phase modulation, respectively [85, 111, 113, 116, 118, 201, 202].
With these approaches, measurements using other incoherent observables such as pho-
toelectrons [6, 109, 133, 135], ions [37, 91, 142], and internal photocurrents [112, 119,
144, 203, 204] can be carried out as well. Note that these action-based approaches
measure a signal that is dependent on the excited-state population which means that
a nonlinear signal of even order is measured (i.e., fourth order, sixth order, etc.).
We analyzed the response functions for coherently detected and action-detected 2D
spectroscopy demonstrating their similarities and differences and derived a generalized
response function for both techniques [9]. Fluorescence-detected 2D spectra originate
from an observable connected to an excited-state population. This excited-state pop-
ulation is created after the sequence of pulses and can be influenced by dynamical
processes such as EEA or internal conversion. Both effects can reduce the quantum
yield of certain excitation pathways resulting in their (partial) cancellation. The fun-
damental and practical differences of coherently and fluorescence-detected techniques
were part of several recent studies [8, 120, 122]. Using fluorescence as an observable has
the advantage that the solvent does not contribute to the signal because the solvent
is usually not fluorescent. Solvent contributions are especially strong in the overlap
region close to T = 0. Due to the absence of solvent artifacts, fluorescence-detected
methods are well suited to track short-lived dynamics.
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Figure 6.2.: In action-based spectroscopy (here with fluorescence detection), the signal is
measured using four pulses with variable time delays. The isolation of the signals is carried
out by phase cycling. For phase cycling, the relative pulse phases are systematically varied
by incrementing the absolute phases φi (i = 1, 2, 3, 4) of the second, third, and fourth pulses
with respect to the first for each set of time delays. Phase cycling allows one to extract
higher-order signals by constructing linear combinations of the raw data. (d) It is also
possible to extract fluorescence-detected 2D spectra (or other action-based 2D spectra) by
using four beams and modulating the relative phase of each of the four beams by an acousto-
optic modulator (AOM). The four modulation frequencies Ωi (i = 1, 2, 3, 4) act similar to
the wavevectors ki(i = 1, 2, 3) in noncollinear geometry. While in noncollinear geometry,
the signal is isolated by the phase-matching condition, the signal in the phase-modulation
approach can be extracted by performing lock-in measurements at specific sum frequencies
or difference frequencies. For example, one particular sixth-order signal has a frequency of
−2Ω1 + 2Ω2 + Ω3 − Ω4.

In the scheme of Fig 6.2a, phase cycling is used for signal isolation. As an exam-
ple, a pulse shaper creates a four-pulse sequence from one beam with variable time
delays and relative phases. The advantage of a single-beam geometry is that phase
stability is inherently assured. Using a pulse shaper restricts the maximum delay to
a few picoseconds which makes the method preferable for fast dynamics. For each set
of delays, the relative phases of the pulses are varied. The nonlinear signals therefore
depend on the delays as well as on the relative phases of the pulses, analogous to the
signals in noncollinear, coherently detected 2D spectroscopy that depend on the delays
and on the distinct wavevectors. Various nonlinear signals in fluorescence-detected 2D
spectroscopy can then be constructed by weighting the phase- and delay-dependent
raw data with phase-specific factors [26]. In addition to dealing with potential ar-
tifacts introduced by the pulse shaper, one has to prevent artifacts from potential
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nonlinearities of the detector either by calibration or by acquiring data in the linear
regime of the detector [229]. In phase cycling, the relative phase differences between
the pulses are incremented in discrete equidistant steps. For example, in order to
extract the fourth-order rephasing and non-rephasing signal contributions employing
a four-pulse sequence, the relative phases of the last three pulses are changed by steps
of 2

3π [89]. Multi-quantum signals dominated by higher-order signals, i.e., higher than
fourth order, can be separated by using phase-cycling schemes that employ smaller
increments for the relative phases analogously to coherently detected spectroscopy
where smaller delay step sizes are needed to resolve multi-quantum signals oscillating
at higher frequencies [5].

Another approach to multidimensional spectroscopy that is closely related to phase
cycling is phase modulation. This technique changes the relative pulse phases from
shot to shot [111]. The phase-modulation approach can therefore be also seen as
“dynamic phase cycling” [119]. In Fig. 6.2b we show an example of this approach based
on fluorescence detection. Each of the four beams is phase-modulated at a specific
frequency with an individual acousto-optic modulator (AOM). The wavevectors that
distinguish the pulses in a noncollinear experiment are replaced by the modulation
frequencies as shown for an exemplary higher-order signal in Fig. 6.2b [217]. In the
noncollinear approach, the signal is chosen by its phase-matching condition which is the
result of the interaction with different wavevectors. In the phase-modulation approach,
the different pulses are now tagged by their individual modulation frequency. The
pulses “imprint” their modulation frequency onto the signal, similar to how the phase-
matching condition reflects the interaction with different wavevectors. The signal can
be isolated by various procedures such as phase-sensitive lock-in detection [110, 111],
or digital lock-in detection with Fourier analysis [118]. A measurement scheme for
coherently detected signals that uses super-heterodyned detection was demonstrated
as well [230]. Since shot-to-shot-varied rapid phase cycling is possible with pulse
shaping as well, the main advantage of phase modulation arises for laser systems with
high repetition rates, such as 76 MHz [230], for which shot-to-shot pulse shaping is
not feasible. Like in phase cycling, multiple signals can be measured simultaneously
by applying digital lock-in [118]. However, depending on the modulation frequencies,
the acquisition of specific multi-quantum signals might be limited by the detector
bandwidth [118].
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6.3. Fluorescence-Detected Higher-Order
Spectroscopy Using Phase Cycling

As a first application example, we now discuss how phase cycling in fluorescence-
detected 2D spectroscopy can be used to separate different nonlinear signals from
each other. Let us consider a three-pulse excitation sequence. The total phase of the
signal, φtot., can be decomposed into

φtot. = αφ1 + βφ2 + γφ3 (6.2)

of the three pulses corresponding to the zeroth-order coefficient of a Taylor expansion of
spectral phase. Note that interactions with +φi as well as −φi are possible since these
are associated with the positive and negative frequencies that are both contained in the
real-valued electric field. The set of the three coefficients α, β , and γ, each of which can
be positive or negative, corresponds to the interaction pattern with pulses 1 to 3. Their
absolute values describe the number of excitation- and de-excitation-quanta imprinted
by each pulse on the density matrix. Each coefficient can generally be described by
the number of interactions with +φi minus the number of interactions with −φi that
occur with the corresponding pulse i. An interaction with +φi corresponds to an
excitation of the ket side or a de-excitation of the bra side, while an interaction with
−φi corresponds to an excitation of the bra side or a de-excitation of the ket side of the
density matrix. Since we are observing fluorescence, the final state after the interaction
with the last pulse has to be a population in an excited state, i.e., a diagonal element
of the density matrix. A population can only be generated by the last pulse when the
condition

α + β + γ = 0. (6.3)

is fulfilled [26]. The highest considered nonlinearity, R, limits the absolute number of
total interactions

|α| + |β| + |γ| ≤ R. (6.4)

Note that in Eq. (6.4) the absolute values of the coefficients are taken since the
coefficients can also be negative. However, for the observed nonlinearity only the
number of interactions is important and not if the interaction takes place with −φi or
+φi. From Eqs. (6.3) and (6.4) it follows that the coefficients are not independent of
each other. We can hence reference the phases to the phase of the first pulse resulting
in φ21 = φ2 − φ1 and φ31 = φ3 − φ1.

The raw data, p(τ, t, φ21, φ31), depends on the time delay τ between pulses 1 and 2,
the delay t between pulses 2 and 3, and the relative phases of the pulses, φ21 and φ31.
After discrete 2D Fourier transformation of p(τ, t, φ21, φ31) with respect to the relative
phases φ21 and φ31, the different nonlinear signal contributions p̃ can be expressed via
[26]
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p̃(τ, t, β, γ) = 1
LM

L−1∑
l=0

M−1∑
m=0

p(τ, t, l∆φ21, m∆φ31)e−iβl∆φ21e−iγm∆φ31 (6.5)

with the total number of phase-cycling steps L in φ21 space and M in φ31 space
and the phase increments ∆φ21 = 2π

L
and ∆φ31 = 2π

M
. Note that the nonlinear signal

contributions do not depend on α because we used relative phases. We can label a
phase-cycling scheme by the number of experimental steps L and M as a “1 × L × M”
phase-cycling scheme where the first number reflects the fact that the relative phases
are referenced to pulse 1. Each signal contribution is characterized by its interaction
pattern which is reflected by the specific values of the coefficients β and γ. The
different nonlinear signal contributions can thus be retrieved from one set of raw data
with Eq. (6.5) by inserting signal-specific values for β and γ.

Phase-cycling schemes must have an appropriate number of steps to i) separate
specific multi-quantum signals from each other and ii) separate desired nonlinear signal
contributions from undesired higher-order contributions, i.e., fourth-order signals from
higher-order contributions. To illustrate this, let us discuss a three-pulse sequence with
the goal to separate a fourth-order multi-quantum signal from another sixth-order
multi-quantum signal. In order to visualize the ability of a particular phase-cycling
scheme to separate different signal contributions, we can sketch the φ21 and φ31 spaces
in polar coordinates as in Fig. 6.3.1 The number of phase-cycling steps L and M
divides the unit circle into equally sized sections. We can then plot the signal-specific
phase vectors of e−iβ∆φ21 and e−iγ∆φ31 in φ21 and φ31 space, respectively. In Fig. 6.3 we
depict the values of β and γ right next to the corresponding vectors. Exemplarily, we
show the vectors for the complex conjugate of the fourth-order 1Q1Q∗ signal (where
the asterisk denotes complex conjugation), which corresponds to the correlation of 1Q
coherences during τ and t, and for the 1Q3Q signal, which corresponds to a sixth-order
signal with a 1Q coherence during τ and a three-quantum (3Q) coherence during t.
To distinguish the two signals via phase cycling, the vectors have to differ either in
φ21 space or in φ31 space (or in both). For a 1 × 4 × 4 phase-cycling scheme (Fig. 6.3,
left), we can see that the vectors for β = −2 and β = +2 in φ21 space and for γ = +1
and γ = −3 in φ31 space point in the same direction. The 1 × 4 × 4 phase-cycling
is thus not sufficient to distinguish the 1Q1Q∗ signal from the 1Q3Q signal since the
red vectors point in the same direction as the corresponding blue vectors. Hence, the
two multi-quantum signals are mixed and we say that these signals are “aliased”. In
the particular example, this means that the extraction of the 1Q1Q∗ signal by Eq.
(6.5) also yields contributions from the 1Q3Q signal, since the set of coefficients β
and γ is ambiguous. For a higher phase-cycling scheme, i.e., smaller phase increment
steps such as in a 1 × 6 × 6 scheme, the vectors point in different directions (Fig.
6.3, right), resolving the coefficient ambiguity. Therefore, a 1 × 6 × 6 phase-cycling

1A more detailed discussion on the extraction of multi-quantum signals using phase cycling can be
found in Ref. [231].
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scheme can distinguish between the 1Q1Q* signal and the 1Q3Q signal without aliasing
[45]. Note that a 1 × 5 × 5 phase-cycling scheme would be sufficient to distinguish
between these two displayed exemplary contributions but would not be sufficient to
discriminate between all other multi-quantum signals, for which it is mandatory to
choose the higher number of phase-cycling steps. The occurrence of a multi-quantum
signal that is predominantly of sixth order results in a contamination of the multi-
quantum signals that are predominantly of fourth order, by sixth-order contributions.
Note that eighth-, tenth- or even higher-order signals can additionally contribute, and
the intensity regime needs be chosen appropriately to keep the contaminations small.

So far, our discussion was covering three-pulse experiments with two time delays, τ
and t, and two inter-pulse phase coefficients, β and γ. The demonstrated concepts can
be easily extended to four-pulse sequences with three time delays: τ (between pulses
1 and 2), T (between pulses 2 and 3), and t (between pulses 3 and 4), introducing
the coefficient γ corresponding to the phase increment ∆φ41. The additional delay T
enables one to track population dynamics or to investigate the dynamics of coherences
[27, 83]. Signatures of inter-excitonic coherences can be separated from those of popu-
lation dynamics in frequency space, i.e., by additional Fourier transformation over the
delay T . The three Fourier transformations over τ , t, and T result in three-dimensional
(3D) spectra which correlate three coherences with each other, such as in the 2Q0Q1Q
3D spectrum [5]. The power of fluorescence-detected higher-order 2D spectroscopy is
that with appropriate phase-cycling schemes, many 2D spectra can be extracted from
the same data set [5, 114]. Each extracted 2D spectrum shows correlations between
various coherences. The phase-cycling protocol can be directly extended to specific
multi-quantum signals by choosing a higher-order phase-cycling scheme. Furthermore,
instead of a four-pulse sequence, multi-pulse sequences with an increasing number of
pulses (and thus higher dimensions) could be applied which would allow us to system-
atically investigate correlations between more than three coherences.

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



6.3. Fluorescence-Detected Higher-Order Spectroscopy Using Phase Cycling 63
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Figure 6.3.: Multidimensional spectroscopy using fluorescence detection combined with
phase cycling. The isolation of two signal contributions via phase cycling is illustrated by
plotting the signal-specific weighting factors as vectors in the φ21 space and the φ31 space.
We show the vectors for the phase combinations of the 1Q1Q∗ signal and the 1Q3Q signal.
For a 1 × 4 × 4 phase-cycling scheme, the vectors corresponding to specific signals point in
the same direction (i.e., the signals are aliased) while for a 1 × 6 × 6 phase-cycling scheme,
the vectors are separated.

We illustrate the capabilities of phase cycling on the example of quantum dots mea-
sured with a 1×6×6 (36-fold) phase-cycling scheme in the experimental configuration
of Fig. 6.2c [13]. For a 36-fold phase-cycling scheme, six predominantly sixth-order
2D spectra involving 3Q coherences, as well as two spectra containing 2Q coherences,
and three spectra containing 1Q as well as 2Q coherences, which are dominated by
fourth-order signals, can be isolated. In Fig. 6.4a, we show the absolute magnitude of
the 1Q2Q spectrum (predominantly a fourth-order signal) of CdSe1–xSx/ZnS alloyed
core/shell quantum dots. The first three excitons were excited with a broadband pulse
(Fig. 6.4a, top). The 1Q2Q spectrum correlates the transition from the ground state
to the single-exciton manifold with the transitions from the ground state to the biex-
citon manifold. Due to the broadband excitation, six biexciton states were excited
(Fig. 6.4a, right). Especially the biexciton states that are energetically higher than
the lowest biexciton state cannot be directly probed with other methods such as time-
resolved photoluminescence. With the help of simulations, the binding energies of
all the six involved biexciton states as well as their transition dipole moments could
be determined. The transition dipole moments are shown as vertical arrows in the
energy scheme in Fig. 6.4a. While the 1Q2Q signal is dominantly of fourth order,
the utilized phase-cycling scheme provided the opportunity to extract several other
multi-quantum signals as higher-order contributions. One of these contributions is the
1Q3Q spectrum (Fig. 6.4b) which is dominated by sixth order. For the quantum dot
sample, this spectrum provides information about the transition energy fluctuations.
We find strong anticorrelation between the ground-state to single-exciton transition
energy fluctuation with bandwidth δ(X, g) and the single-exciton to biexciton transi-
tion energy fluctuation with bandwidth δ(BX, X) as well as between the ground-state
to single-exciton transition energy fluctuation and the biexciton to triexciton transi-
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tion energy fluctuation with bandwidth δ(TX, BX). In other words, the amplitude of
the transition energy fluctuation of the single-exciton state determines whether the
biexciton and triexciton states undergo stabilization, i.e., a shift to higher binding
energies, or destabilization, i.e., a shift to lower binding energies.
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Figure 6.4.: Multidimensional spectroscopy using fluorescence detection applied to quantum
dots. (a) 1Q2Q spectrum (absolute magnitude, normalized) of CdSe1–xSx/ZnS quantum dots
in toluene. The absorption spectrum (black line) as well as the pump spectrum (red shaded
area), which predominantly excites the first three excitons, are shown on top of the 2D
spectrum. The transitions of the three excitons obtained by fitting the absorption spectrum
are shown as vertical dashed lines. In this experiment, six different biexciton states (shown
as an energy scheme on the right side) with their specific transition dipole moments (marked
as arrows) are probed. Dashed arrows correspond to transitions from single-exciton states to
several biexciton states with a magnitude of 60 % of the corresponding transition from the
ground state to the single-exciton state. Solid arrows connecting the single-exciton manifold
with the biexction manifold correspond to transitions with the same magnitude as from
the ground state to the corresponding single-exciton state. (b) 1Q3Q spectrum (absolute
magnitude, normalized) of the same sample, extracted from the same experiment. The
transition energy fluctuation between the ground state and the single-exciton manifold with
the bandwidth δ(X, g), between the single-exciton manifold and the biexciton manifold with
the bandwidth δ(BX, X), as well as between the biexciton manifold and the triexciton manifold
with the bandwidth δ(TX, X), are shown schematically on the right side. The correlation
pattern between the transition energy fluctuations could be determined by analyzing the
peak tilt (white line). Adapted with permission from reference [13]. Copyright © (2021)
American Chemical Society.
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We also used 1 × 6 × 6 phase cycling in another study to investigate a laser dye
[45]. Through systematic comparison of the whole set of acquired multi-quantum 2D
spectra, we constructed a comprehensive picture of the manifold of multiple excited
states and determined properties such as the involved transition dipole moments, pure
dephasing times, and relaxation rates of the corresponding electronic states [45].

Moving from three-pulse to four-pulse sequences allows one to measure dynamics
over the additional delay T . We used a four-pulse sequence to investigate the electronic
structure of a dianion with interesting photophysical properties such as its high quan-
tum yield [5]. We combined shot-to-shot pulse shaping with a 1 kHz amplified laser
system. Shot-to-shot shaping and measurements allowed us to assign each shot from
the laser another shape, i.e., in this case another four-pulse sequence with distinct
phases and inter-pulse time delays that was different with respect to the sequence
from the previous shot. This measurement procedure allowed us to stream the full
1 × 5 × 5 × 5 phase-cycling scheme with all time delays, i.e., a total of 421875 se-
quences, in just 8 minutes (without averaging). The employed higher phase-cycling
schemes isolated 15 different spectra, three dominantly of fourth order and twelve
dominantly of sixth order, allowing us to map the energetic landscape up to triply
excited states and decipher their energies and transition dipole moments. Such an
approach provides information that is challenging to obtain with other techniques [5].

6.4. Coherently Detected Higher-Order Spectroscopy
in Pump–Probe Geometry

Coherently detected higher-order 2D spectroscopy in PP geometry (Fig. 6.1a) allows
one to isolate a 2Q1Q signal with a parametric dependence on the pump–probe delay.
We now discuss how this 2Q1Q signal can be used to study excitonic systems and
track exciton diffusion, on the example of squaraine polymers. The 2Q1Q signal is
dominated by two fifth-order signals with the phase-matching conditions of −2k1 +
2k2 + k3 and +2k1 − 2k2 + k3. In excitonic systems, the dynamics of the biexciton
population can be measured by tracking the 2Q1Q signal over the additional time
delay T between the two pump pulses and the probe pulse. What can we learn from
the biexciton dynamics? In extended systems, i.e., large excitonic systems consisting of
many coupled subunits (molecular aggregates, polymers, photosynthetic membranes
etc.), the spectral signature of excitons is not affected by propagation if their local
environment is the same everywhere on average. However, we can exploit additional
processes that occur when two excitons come close together spatially. This can lead to
the annihilation of one of the two excitons, i.e., EEA. In an extended system where the
two excitons are on average not close to each other directly after excitation, this means
that a phase of exciton transport has to occur before the annihilation takes place. The
coherently detected 2Q1Q signal in extended excitonic systems is dominated by EEA,
and thus the phase of exciton transport is reflected by a rise of the 2Q1Q signal
with time. Measuring how fast EEA occurs after excitation can therefore be used
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to study the exciton migration in supramolecular systems [181]. In other words, the
annihilation acts as a “probe” for exciton transport. Using EEA as a probe for exciton
diffusion is well-known from intensity-dependent transient absorption studies where
biexciton dynamics including EEA mixes into the single-exciton dynamics as outlined
in the introduction [180, 182, 183]. However, if we obtain instead a 2Q1Q signal,
we can measure the EEA dynamics directly without mixing of single- and biexciton
contributions [232].
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Figure 6.5.: Coherently detected 2Q1Q signals using 2D spectroscopy in PP geometry. (a)
The 2D spectrum of a molecular J-aggregate of a core-substituted perylene bisimide dye
(MEH-PBI) exhibits two distinct features: a predominantly negative signal at ω0 and a
positive signal at 2ω0. (b) The population time evolution of the integrated 2Q1Q signal
of extended systems is dominated by EEA. We show two examples of such systems: a
supramolecular J-aggregate (red), obtained from the data in panel (a), and a squaraine
polymer (green). The 2Q1Q signal shows a rise due to diffusion-limited annihilation (blue-
shaded region) followed by a decay according to the exciton lifetime (orange-shaded region).
Both transients are normalized to their individual maxima. Panel (a) and the trace of the
aggregate in (b) are adapted with permission from reference [20].

As an example, we show in Fig. 6.5a the coherently detected 2D spectrum of a
molecular J-aggregate, acquired in PP geometry [20]. The signal at around ω0 on
the excitation axis is dominated by a negative contribution (blue-violet) that decays
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over the population time with the single-exciton lifetime. Note that in our convention,
third-order ground-state bleach and stimulated emission are plotted as negative signals
in accordance with the convention of transient absorption where ground-state bleach
corresponds to reduced absorption. In contrast to the signal at ω0, the 2Q1Q signal
that is predominantly of fifth order at 2ω0 on the excitation axis has a positive sign
and rises with population time [23]. The two additional interactions of the electric field
add a prefactor of

(
i
ℏ

)2
(from the perturbative expansion) to the fifth-order response

function compared to third-order response, leading to a sign change of the signals
[23].2 The integrated 2Q1Q signal probes the biexciton dynamics which, in the case
of extended systems, is dominated by EEA as shown in Fig. 6.5b (red curve). After
excitation, the two excitons have to propagate and get close to each other in order
to annihilate. The kinetics of the transport process is responsible for the slow rise of
the 2Q1Q signal at early times (blue-shaded region). After reaching a plateau, the
remaining excitons decay according to the exciton lifetime (Fig. 6.5b, orange-shaded
region). In Fig. 6.5b we also show, for comparison, the integrated 2Q1Q signal of a
squaraine copolymer made from 18 dimer units (green curve). This polymer, which
is also an extended system made from repeating subunits, differs, however, in its
electronic structure from the molecular J-aggregate because of the covalently bound
subunits. While the decay of the 2Q1Q signal is similar in both systems because
of their comparable exciton lifetimes, the rise of the 2Q1Q signal differs significantly
reflecting the faster annihilation in the polymers compared to the J-aggregates. The
diffusion coefficient as well as the exciton delocalization length can be obtained by
modeling the fifth-order signal dynamics [7, 20].

Furthermore, the 2Q1Q signal can be used to study the “character” of exciton
diffusion. We used the 2Q1Q signal to model exciton diffusion in a series of squaraine
copolymers that differ in their average length [7]. The temporal evolution of the mean-
square displacement, σ2(t), reflects the average exciton transport distance (squared)
and can be described by

σ2(t) = Dta (6.6)

with the diffusion coefficient D. The coefficient a corresponds to the character of diffu-
sion, i.e., for normal diffusion we have a = 1 and for anomalous diffusion
a ̸= 1 [233, 234]. Interestingly, we found that the often-applied assumption of normal
diffusion [235, 236] does not hold in the investigated polymers and that diffusion can
be better described by sub-diffusive behavior with a = 0.4 in the present exemplary
case. The reason for such anomalous diffusion could be the energetically disordered
structure of the polymers. We also used coherently detected 2Q1Q spectroscopy to
investigate the exciton dynamics in double-walled tubular aggregates [4]. There, we
measured the interplay between exciton transport and diffusion within each of the
tubes.

Additional information about the geometrical and energetic disorder of a system can

2Compare Eq. (2.18) in Chapter 2.
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be obtained by analysis of the anisotropy of the 2Q1Q signal [12]. Furthermore, analy-
sis of the peak shape reveals information about the correlation of fluctuations between
states [237] similar as already discussed in the case of fluorescence-detected higher-
order spectroscopy in Fig. 6.4 [13]. While for extended systems such as polymers it
was shown theoretically that the integrated 2Q1Q signal is dominated by the dynamics
of the biexciton states, i.e., EEA, [7, 12] the situation is different in small systems such
as dimers and trimers where the contribution of higher monomeric excited states is no
longer negligible and also intra-manifold relaxation can contribute to the fifth-order
signal [9, 238]. The examples provided above demonstrate that fifth-order 2D spec-
troscopy is well-suited to track exciton diffusion in extended systems. Compared to
low-order techniques, EEA is measured directly without third-order signals contribut-
ing to the signal. The separate measurement of the biexciton dynamics including EEA
simplifies the analysis. This is an advantage compared to previous studies utilizing
variations of the excitation intensity where single- and biexciton dynamics are mixed
together [180, 182, 183]. Higher-order spectroscopy can easily be carried out in PP
geometry because the 2Q1Q signal, which is emitted in the same phase-matching di-
rection as the 1Q1Q signal, is isolated by its position along the excitation frequency
axis.

6.5. Comparison between Coherently Detected and
Fluorescence-Detected Higher-Order Spectroscopy

Having provided examples for both fluorescence-detected and coherence-detected higher-
order 2D spectroscopy, we now focus on their comparison. Like coherently detected
2Q1Q spectroscopy, the fluorescence-detected variant is also sensitive to EEA [9].
The analysis of nonlinear signals can be carried out by depicting the corresponding
response pathways using double-sided Feynman diagrams [25]. We illustrate the corre-
spondence of the two methods theoretically and experimentally in Fig. 6.6, comparing
double-sided Feynman diagrams and measurements, respectively, for a molecular het-
erodimer. The heterodimer is made of a squaraine A and a squaraine B monomer
that are linked by a phenyl group and can thus be described as three-level systems
each that are coupled to each other (Fig. 6.6a). The dimer is closely related to
the squaraine polymer that we investigated above (Fig 6.5b). In the polymer, the
squaraine A and squaraine B monomers are connected directly without any additional
spacer between the monomers leading to a stronger coupling between the monomers.
compared to the case of a dimer with a spacer [7, 8]. The eigenstates of the dimer
consist of two higher excited states (|fA,B⟩) that are predominantly localized either
at monomer A or monomer B, one biexciton state (|eAeB⟩), two single-exciton states
(|eA,B⟩), and a ground state |g⟩. The excited states can further be grouped into those
of the singly excited manifold (|1⟩) and those of the doubly excited manifold (|2⟩),
whereas the ground state is part of the |0⟩ manifold. In general, many double-sided
Feynman diagrams contribute to the 2Q1Q signal. If strict time ordering between
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pump and probe pulses holds, i.e., if the interactions with the pump pulses occur be-
fore the interaction with the probe pulse, the coherently detected 2Q1Q signal can be
described by 54 double-sided Feynman diagrams. If no strict order between the dif-
ferent interactions holds, the number of double-sided Feynman diagrams increases to
240. We used an automated Feynman-diagrams generator to calculate the number of
diagrams for contributions of higher orders to various multi-quantum signals and used
this knowledge to obtain clean nonlinear signals as described below [18]. However,
the number of diagrams decreases drastically in the case of a molecular dimer that is
considered here because some diagrams will either cancel in pairs due to their opposite
sign or they involve triexciton states which are not present in a dimer. Therefore, only
four double-sided Feynman diagrams contribute to the 2Q1Q signal of a molecular
dimer. The four diagrams can be further separated into rephasing and non-rephasing
depending on the coherences during τ and t. We show the rephasing diagrams of the
coherently detected 2Q1Q signal in Fig. 6.6b. In the experiment (Fig. 6.1b), the
combination of rephasing and non-rephasing signal contributions, i.e., the absorptive
signal, is measured directly. Since we consider population dynamics only, for which the
rephasing and the non-rephasing signal contributions only differ in the specific order
of the excitation pulses, we can restrict our analysis to the double-sided Feynman di-
agrams of the rephasing part without loss of generality. In the double-sided Feynman
diagrams, time flows from bottom to top and interactions with the density matrix are
marked by solid arrows. In the diagram +R11 we find a ground-state population and in
−R22 a biexciton population during the delay T . The dynamics during the population
time can be described by propagators. For T = 0, both diagrams compensate each
other, and the signal is zero. For time delays T > 0, the compensation is not perfect
anymore because the biexciton population of −R22 decreases with the annihilation
rate which effectively reduces the amplitude of this pathway. For the integrated 2Q1Q
signal, we thus expect, as demonstrated in Fig. 6.5b, a rise of the signal on the time
scale of the annihilation time that we obtain from a fit (Fig. 6.6d). Now let us com-
pare the behavior with a fluorescence-detected 2D experiment (Fig. 6.2c). To obtain
the predominantly sixth-order multi-quantum signals, we used a four-pulse sequence
with a 125-fold (1 × 5 × 5 × 5) phase-cycling scheme with which we extracted the
rephasing 2Q1Q and 1Q2Q signals. Their signal pathways are shown in Fig. 6.6c. In
fluorescence-detected 2D spectroscopy, the annihilation time cannot directly be mea-
sured by integrating the 2Q1Q signal because the signal also contains single-exciton
dynamics during the time delay T , indicated by pathway +2Q2Q1Q

11 in Fig. 6.6c. As the
phase-cycling scheme provides several nonlinear signals simultaneously, we can make
use of them to isolate the annihilation dynamics nevertheless. Upon close inspection
of the diagrams that correspond to the rephasing 1Q2Q signal, we can see that, under
the approximations used, the dynamics during T are the same as in the rephasing
2Q1Q signal except that the diagram that contains annihilation dynamics is absent in
the rephasing 1Q2Q signal. Since the rephasing 2Q1Q signal and the rephasing 1Q2Q
signal are extracted from the same data set, i.e., exactly under the same experimental
conditions, they can be subtracted from each other to eliminate the single-exciton dy-
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namics from the rephasing 2Q1Q signal thus leaving only the annihilation dynamics
[9]. The subtraction of the signals, however, is not straightforward because the rephas-
ing 1Q2Q signal and the rephasing 2Q1Q signal feature different coherences during τ
and t. In the 1Q2Q diagrams, a 1Q coherence is present during τ while the system
evolves in a 2Q coherence during t. In the 2Q1Q diagrams, the roles of τ and t are
interchanged, and we can find a 2Q coherence during τ and a 1Q coherence during
t. In order to use the 1Q2Q signal for the subtraction, the 1Q2Q spectrum has to
be transformed into a “2Q1Q-like” spectrum. This can be most easily understood by
transforming the 1Q2Q pathways into the 2Q1Q pathways by flipping the direction of
time in the 1Q2Q pathways including the phase signatures. In frequency domain, this
operation on the diagrams corresponds to a flipping of the rephasing 1Q2Q spectrum
along the diagonal and complex conjugation of the whole rephasing 1Q2Q spectrum
(i.e., a Hermitian conjugation). The thus-transformed 1Q2Q spectrum can then be
subtracted from the rephasing 2Q1Q spectrum to eliminate the single-exciton dynam-
ics [9]. This subtraction works only if the propagators can be factorized between the
respective time intervals, which is the case if no substantial bath reorganization takes
place and the vibrational bath has no memory between the intervals. After subtrac-
tion of the processed rephasing 1Q2Q spectrum from the rephasing 2Q1Q spectrum,
the so-obtained “2Q1Q” 2D spectrum is integrated along the excitation axis and along
the detection axis. The absolute value of the resulting transient is shown in Fig. 6.6e.
The fitted annihilation time of 24 fs agrees well with the annihilation time of 28 fs
obtained with the coherently detected method (Fig. 6.6d) and thus demonstrates that
both methods can be used to measure EEA. Fluorescence-detected spectroscopic meth-
ods are background-free which allows to measure without a strong coherent artifact.
This is especially suitable for fast dynamics close to T = 0. Furthermore, the outlined
concept to isolate specific effects such as EEA by using several multi-quantum signals
can also be applied in other action-detected techniques.
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Figure 6.6.: Comparison of the annihilation in a molecular dimer measured with coherently
detected and fluorescence-detected higher-order spectroscopy. (a) The excitonic structure of
the dimer consists of one ground state |g⟩, two single-exciton states |eA,B⟩, one biexciton
state |eAeB⟩, and two higher-excited states |fA,B⟩ that are predominantly localized at one
of the monomers. Annihilation (orange) is depicted as a two-step process consisting of
transfer within the doubly excited manifold |2⟩ followed by internal conversion (IC) to the
single-exciton manifold |1⟩. Fluorescence occurs from the single-exciton state |eB⟩ to the
ground state |g⟩. (b) Rephasing double-sided Feynman diagrams contributing to the co-
herently detected 2Q1Q signal. (c) Rephasing double-sided Feynman diagrams contributing
to fluorescence-detected 2Q1Q and 1Q2Q signals. The 1Q2Q signal involves ground-state
and single-exciton dynamics during T (green). On the other hand, the 2Q1Q diagrams also
include the process of annihilation (orange). (d) The fit of the coherently detected 2Q1Q
signal (obtained by taking the real part and integrating along the excitation and detection
axis) results in an annihilation time of 28 fs. (e) The fit of a “2Q1Q” signal (obtained by
subtraction of the two fluorescence-detected signal contributions, integration along the de-
tection and frequency axis, and taking the absolute of the signal) reveals an annihilation
time of 24 fs. Adapted from reference [9], with the permission of AIP Publishing.
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6.6. Higher-Order Pump–Probe Spectroscopy
So far, we discussed multidimensional methods to probe multi-quantum signals. The
technique of PP (transient absorption) spectroscopy is closely related to multidimen-
sional spectroscopy as outlined in the introduction. Using the close relation between
the two techniques, we developed a technique to isolate nonlinear signals of a particu-
lar order in a PP experiment. In contrast to the previously discussed multi-quantum
signals, which have been dominated by a particular nonlinear order (but are contami-
nated with higher orders in general), we will show in the following that we can obtain
multi-quantum signals representing “clean” nonlinear orders, i.e., free of contamination
by higher nonlinear orders, using the PP approach.

In coherently detected 2D experiments in PP geometry, the dynamics of EEA are
measured by integrating the 2Q1Q signal at twice the excitation frequency 2ω0 in
the 2D spectrum. In PP geometry, the 2Q1Q signal with phase-matching condition
±2k1 ∓ 2k2 + k3 is emitted in the same direction as the probe pulse itself (because
k1 = k2) but it occurs at 2ω0 along the excitation frequency axis in the 2D spectrum.
In the further data processing leading to EEA kinetics of Fig. 6.5b or 6.6d, the 2Q1Q is
integrated over frequency, i.e., information such as the lineshapes along the excitation
and detection axes are not evaluated. The excitation axis of the 2D spectrum is
only needed to separate the different multi-quantum contributions that are emitted in
the same spatial direction. Integrating a 2D spectrum over all excitation frequencies
corresponds to simply measuring at τ = 0, i.e., a PP signal. For integration over the
whole excitation frequency axis, the result would be the normal PP spectrum according
to the projection-slice theorem [23, 221], with all the multi-quantum signals added up,
and the unique 2Q1Q signature would be lost. It is still possible to separate the multi-
quantum signals, however, even when measuring a PP spectrum with τ = 0. For
this purpose, we take inspiration from phase cycling. While we had introduced phase
cycling for action-based detection (Fig. 6.2a) as illustrated in the fluorescence-detected
2D experiments on quantum dots (Fig. 6.4), it is also possible to implement phase-
cycling protocols for coherently detected 2D spectroscopy such as in PP geometry.
Viewing the single pump pulse in PP spectroscopy as two pulses with zero time delay
in 2D spectroscopy, phase cycling reduces to a mere variation of intensity because
the two coincident pulses interfere constructively or destructively, depending on their
relative phase. To illustrate this, consider the equation for a collinear double pulse
with the delay τ in phase cycling,

Epump(t) = E0(t)ei(ω0t−kpump·r)

 1︸︷︷︸
pulse 1

+ ei(ω0τ+ϕs)︸ ︷︷ ︸
pulse 2

+ c.c. (6.7)

where c.c. is the complex conjugate of the previous term, E0(t) is the complex envelope
of the electric field (including chirp), ω0 denotes the central frequency, kpump is the
common wavevector of both pulses, r is the position (which is integrated out when
considering phase matching during propagation through the sample), and ϕs is the
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relative phase between both pulses. Evaluated at τ = 0 and inserting phase-cycling
steps for ϕs, Eq. (6.7) leads to a mere intensity variation,

Is = 4I0 cos2
(

(s − 1)π
2N

)
, s = 1, ..., N, (6.8)

with the “base” intensity I0 and N “intensity-cycling” steps with index s. The maxi-
mum intensity of 4I0 in an experiment is obtained by setting s = 1. For other values
of s, the excitation intensity is effectively reduced. For example, for N = 3, intensities
of 4I0, 3I0, and I0 emerge from Eq. (6.8), telling us that we should acquire PP data at
these excitation intensities. Applying intensity cycling to PP spectroscopy will then
allow us to obtain multi-quantum signals without requiring 2D data. Here, we focus
only on intensity variation of the excitation pulses while the probe pulse is considered
weak. Therefore, each multi-quantum signal will have the form nQ1Q, and for short-
hand notation we will drop the 1Q and simply define multi-quantum signals as nQ
signals.

We start by measuring the PP signal for the N excitation intensities given by
Eq. (6.8), as shown exemplarily in Fig. 6.7 (left). The different nQ signals, PP(nQ),
are then isolated by suitable linear combinations of the raw data, adding the measure-
ments PP(Is) at different excitation intensities Is with different weights (Fig. 6.7, step
from the left to the middle panel),

PP(nQ) (I0) =
N∑

s=1
w(nQ)

s PP (Is) , (6.9)

where the weights

w(nQ)
s = 1

2N

2 − δs,1

1 + δn,N

cos
(

n(s − 1)2π

2N

)
, s = 1, ..., N. (6.10)

are given by the phase-cycling rules [26] now adapted to the PP case [16, 18].
For weak excitation intensities, the 1Q signal PP(1Q) would be dominated by the

third-order nonlinear signal. For higher excitation intensities, a fifth-order signal also
contributes. The fifth-order signal is present at two positions: First, as a 2Q signal and
second, as a fifth-order contribution to the 1Q signal. The latter can be viewed as a
“contamination” of the third-order signal. If the excitation intensity is increased even
further, seventh-order contributions can no longer be neglected and they will appear
at the 3Q signal and as contaminations of the 2Q and 1Q signals.

The uncontrolled mixing of nonlinear orders is a general problem in femtosecond
spectroscopy, independent of the type of measured system. At low excitation inten-
sity, one can suppress contamination from higher-order signals but has to accept a
correspondingly low SNR, whereas at high excitation intensity, one can achieve im-
proved SNR but has to deal with contamination from higher orders. We offer a solution
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to this long-standing problem [239, 240] by utilizing the multi-quantum signals PP(nQ)

to obtain the clean nonlinear order contributions, i.e., by separating the different parts
of perturbative expansion. In order to extract clean nonlinear orders from PP exper-
iments, we have to know quantitatively how much each particular nonlinear order
contributes to each nQ signal. We here concentrate on the odd orders seen in coher-
ent detection such as in PP spectroscopy. The coefficients for the “contaminations”
by various nonlinear orders of an nQ signal can be found using two ways. We can
either perform an analysis of the double-sided Feynman diagrams [9] or we can use
the fact that different nonlinear orders scale differently with excitation intensity [16].3
In general, the (2n + 1)th nonlinear PP signal scales with the power of n in terms
of excitation intensity, e.g., linear in intensity for a third-order signal. This is the
reason why researchers trying to avoid contaminations from higher orders often state
that their experiments were carried out in the “linear regime”, despite the fact that a
third-order response was measured. We will now show how to remove artifacts even
when outside of this linear regime. This is possible using a matrix [(Λ−1)r

nQ] that con-
tains suitable correction factors connecting the clean nonlinear signals PP(2r+1) with
the experimentally extracted (contaminated) multi-quantum signals PP(nQ) [16, 18],

PP(3)I0
PP(5)I2

0
PP(7)I3

0
PP(9)I4

0
PP(11)I5

0
PP(13)I6

0
...


=



1 −4 9 −16 25 −36 . . .
0 1 −6 20 −50 105 . . .
0 0 1 −8 35 −112 . . .
0 0 0 1 −10 54 . . .
0 0 0 0 1 −12 . . .
0 0 0 0 0 1 . . .
... ... ... ... ... ... . . .





PP(1Q) (I0)
PP(2Q) (I0)
PP(3Q) (I0)
PP(4Q) (I0)
PP(5Q) (I0)
PP(6Q) (I0)

...


. (6.11)

This procedure is exemplified in Fig. 6.7 (step from the middle to the right panel).
We can also formally combine all steps, starting with the measurements at N excita-
tion intensities, separation of the multi-quantum signals, and finally obtaining clean
nonlinear signals, into one equation,

PP(2r+1)Ir
0 =

N∑
n=r

[
N−1∑
a=0

(−1)a Ma

]
(r,n)

N∑
s=1

1
2N

2 − δs,1

1 + δn,N

cos
(

n(s − 1)2π

2N

)

× PP
(

cos2
(

s − 1
2N

π
))

,

(6.12)

where the inverse matrix (Λ−1)r
nQ from Eq. (6.11) is expressed using the matrix M

defined

M(i,j)=1,...,N =

(

2j
j−i

)
, j > i

0, j ≤ i,
(6.13)

3Both approaches are discussed in Chapter 8.
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with i as the index of the rows and j as the index of the columns. The matrix element
Mij quantifies the contribution of jth order response to the iQ signal, without the
diagonal unity elements: M = Λ −1 where 1 is the unity matrix. The full term in the
square brackets in Eq. (6.12) leads to the matrix of Eq. (6.11) allowing to obtain clean
nonlinear signals from the nQ signals. While Eq. (6.12) may look complicated at first
sight, it is actually straightforward to implement and does not require any specialized
software, nor is the data acquisition complicated, making the procedure easy to carry
out in any ultrafast spectroscopy laboratory.

Measurement at 
N intensities

Extraction of N 
multi-quantum signals

Isolation of N clean
 nonlinear order signals

(Λ−1) Q
( Q)

PP
(1

Q)

PP
(2

Q) PP
(3

Q)

PP
(3

)

PP
(5

) PP
(7

)

Figure 6.7.: Higher-order PP spectroscopy. A set of N PP spectra is measured in which the
excitation intensity is systematically varied (left). These intensity-dependent measurements
are then weighted by w

(nQ)
s to extract N multi-quantum signals (middle). Correction of

the contaminations from various higher nonlinear orders using the matrix
(
Λ−1)r

nQleads to
N clean nonlinear-order signals (right). The so-obtained third-order signal (blue curve on
the right panel) agrees with the low-power measurement used as a reference (black curve)
demonstrating that the obtained third-order signal is free of higher-order contributions.

After the general explanation, we now demonstrate the procedure of higher-order
PP spectroscopy on the example of N = 3. Using the three different intensities of 4I0,
3I0, and I0, the third-, fifth-, and seventh-order signals can be isolated. We select I0
such that no signal higher than seventh order contributes significantly (which can be
checked experimentally by comparing the dynamics as well as the signal strength of the
extracted third-order signal to a reference measurement at low excitation intensities).
Otherwise, the intensity-cycling protocol with N = 3 would not be sufficient, and ninth
and higher orders would contribute (which can be accounted for with more intensity-
cycling steps). In a first step of evaluation, we extract the 1Q signal, following Eq. (6.9)
and (6.10) and setting n = 1, as a linear combination from the measured PP data at
the three excitations intensities,

PP(1Q) = 1
6 [PP (4I0) + PP (3I0) − PP (I0)] . (6.14)
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Similarly, we can obtain the 2Q and 3Q contributions by applying suitable intensity-
cycling coefficients,

PP(2Q) = 1
6 [PP (4I0) − PP (3I0) − PP (I0)] , (6.15)

PP(3Q) = 1
12 [PP (4I0) − 2PP (3I0) + 2PP (I0)] . (6.16)

In the case of very weak excitation, i.e., if PP(1Q) scaled linearly with the excita-
tion intensity in the region from I0 to 4I0, no higher-order signal would be present.
In that case, only PP(3) would contribute to PP(1Q), i.e., the PP(1Q)signal would be
contamination-free, and PP(2Q) ≈ PP(3Q) ≈ 0. In the case of contamination, we
can correct for the higher-order contributions using Eq. (6.11). For example, fifth-
and seventh-order contaminations can be corrected using the 2Q and 3Q signals by
calculating

PP(3)I0 = PP(1Q) (I0) − 4PP(2Q) (I0) + 9PP(3Q) (I0) . (6.17)

Analogously, the contamination of seventh order at the 2Q position may be corrected.
Our method of higher-order PP spectroscopy thus offers a simple solution of correcting
for contaminations by higher-order signals. If one is only interested in the clean third-
order signal, the steps of isolation and correction for contamination can also be directly
combined, i.e., essentially using Eq. (6.12), which for the present exemplary case of
third order and N = 3 intensity-cycling steps reads

PP(3)I0 = 1
4PP (4I0) − 2

3PP (3I0) + 2PP (I0) (6.18)

This provides a remarkably simple solution to the annihilation problem of ultrafast
spectroscopy: Using Eq. (6.12) [or Eq. (6.18) for a useful special case], one instead
employs a combination of excitation intensities to avoid the compromise, quantify the
influence of higher orders, correct for them, and obtain clean third-order signals at high
SNR. At the same time, one obtains “for free” the fifth- and seventh-order signals that
provide additional information such as the dynamics of EEA in the system.

Contamination by higher-order signals occurs not only in PP but also in 2D spec-
troscopy. For example, the 1Q signal acquired in coherently detected 2D spectroscopy
in PP geometry corresponds, at low excitation intensities, predominantly to a third-
order signal.4 For higher excitation intensities, the 2Q signal dominated by fifth-order
contributions can be isolated at 2ω0, but at the same time the 1Q signal will be con-
taminated with fifth-order contributions. For even higher excitation intensities, the
2Q signal will be contaminated by seventh-order contributions and the 1Q signal with

4We use again the shorthand notation for the multi-quantum signals as introduced above since we
consider the probe to be weak.
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fifth- and seventh-order contributions, and a 3Q signal appears at 3ω0. In the same
way as in PP spectroscopy, the integrated 2D signals obtained from different positions
along the excitation axis, i.e., the nQ signals, can be used to correct the lower-quantum
signals and isolate clean nonlinear orders [18]. This is further discussed in Chapter 8

Let us conclude our discussion with some remarks on what higher-order signals can
actually tell us. In the appropriate intensity regime, it is possible to obtain multi-
quantum signals beyond 3Q. Will they still provide useful, additional information?
For example, we performed higher-order PP spectroscopy on a squaraine polymer
with measurements at six different intensities to isolate signals up to 13th order in
perturbation theory. In such polymers, the higher-order signals contain information
about multi-exciton interaction. In our example, we were able to determine the an-
nihilation times for each specific number of simultaneously excited excitons by fitting
the transients of the increasing orders of nonlinear signals, and thus we obtained anni-
hilation times for the biexciton, triexciton, quadexciton, etc., from which we could in
turn determine the probability of annihilation when two excitons meet. We found for
the squaraine polymers that the annihilation rate increases with the number of simul-
taneous excitations, which makes intuitive sense because there are more possibilities
for interactions when there are more excitons present, and thus such interactions will
occur faster. However, we can go further than that and obtain quantitative informa-
tion from the higher orders. In a simplified picture, the third-order signal reports on
the decay of single excitons, the fifth-order signal characterizes the diffusion of single
excitons through the system, and the seventh and higher orders inform us about what
happens when the propagated excitons meet. In our example, we could deduce that
in squaraine polymers, the excitons only annihilate with a chance of less than 10 %
if they are co-localized. The conclusion of this result is that in the one-dimensional
polymer chain, each exciton can in principle interact with all the other excitons that
are present in the polymer, even if other excitons are “in between” [16]. Our proce-
dure of extracting clean nonlinear signals is general and can be extended to signals
higher than 13th order simply by increasing the number of measured intensities beyond
N = 6.

Note that the unique assignment of specific numbers of excited quasiparticles to
particular nonlinear orders is a feature of our newly reported method. Ordinarily, the
experimenter has no control over the number of excitations in a system following irra-
diation with a short laser pulse. Instead, illumination generally leads to a Poissonian
distribution of the number of excitations (over the ensemble), and only the average
number scales with excitation intensity. Thus, for example, one can create the situa-
tion, at low intensities, that it is most probable that there will only be one excitation
(while not totally avoiding two or more); this is the situation for the usual “low-power”
measurements desired in third-order spectroscopy. Then, for higher excitation, one
might aim for two simultaneous excitations in the system, in order to study EEA, but
one cannot avoid the presence of even more excitations. This leads to the problems of
higher-order contamination. In our scheme, we still do not “control” the numbers of
excitations precisely; the order-correction analysis allows us, however, to extract such

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



78 6. Higher-Order Multdimensional and Pump–Probe Spectroscopy

signals as if we did, i.e., as if we had created precisely only either two, three, or four,
etc., excitations. Thus, for example, the seventh-order signal corresponds to the case
as if one had exactly three excitons in the system.

6.7. Conclusion
In summary, we demonstrated how fluorescence-detected and coherently detected
higher-order multidimensional spectroscopy can be used to investigate phenomena
inaccessible by lower-order spectroscopy. We provided examples on exciton–exciton
annihilation (EEA) and highly excited states in quantum dots, but the application
potential of the method goes much further because the analysis of higher orders does
not depend on any particular model, which is a main strength of the present approach.
Intensity-dependent and higher-order measurements have a long tradition in ultrafast
spectroscopy, with many successful examples and sophisticated analysis. The new
direction treated in this chapter, however, is that nonlinear order extraction can be
performed without requiring a-priori models because the method is general.

Coherently detected and fluorescence-detected techniques both have their individual
advantages and features, from a technical as well as a fundamental point of view, and
thus it depends on the system and the scientific question which one is better suited. In
fluorescence-detected multidimensional spectroscopy, the signal is obtained by phase
cycling (or phase modulation) which provides systematic access to a variety of different
signals from a single data set, i.e., under the same experimental conditions. The various
nonlinear signals can be used to characterize the dynamics and electronic properties
of highly excited states. In coherently detected higher-order spectroscopy, we showed
how to separate higher-order signals along the excitation axis in the two-dimensional
(2D) spectrum by appropriate fine scanning of excitation time delays. Other imple-
mentations are possible as well, though, and one can alternatively use phase matching
or phase cycling to separate multi-quantum signals. The fifth-order signal at 2ω0 is
specifically useful to study long-range exciton transport in extended systems such as
polymers, molecular aggregates, light-harvesting systems, 2D materials, photovoltaic
devices, and more. Both coherently detected as well as fluorescence-detected higher-
order 2D spectroscopy can be used to study EEA as we have shown in the case of a
molecular dimer.

An exciting new prospect is the extraction of higher orders directly from pump–
probe (PP) signals without having to resort to 2D techniques. This can be done
by exploiting the specific excitation intensity dependence in a process that we called
“intensity cycling” because it is derived from phase cycling for the case of a coincident
pump pulse pair. Higher-order PP spectroscopy allows one to obtain clean orders of
nonlinearity in transient absorption setups by simply changing the excitation intensity
without the need of scanning an additional time delay. This solves the “annihilation
problem” that has been plaguing ultrafast spectroscopy for decades, and thus helps
avoid errors in the assignment of time constants and the interpretations of kinetics for
cases in which the excitation power cannot be chosen low enough. Intensity cycling can
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be realized easily in any laboratory using a pair of rotatable polarizers or one polarizer
and a half-wave plate. Since the data acquisition time of higher-order PP spectroscopy
is drastically reduced compared to multidimensional spectroscopy, higher-order signals
will be obtained with high SNR. This technique allows one to measure annihilation-free
transient absorption spectra under high excitation intensities, i.e., with a high SNR.

Apart from this, one obtains the higher orders “for free” along with the same data
set. This provides a simple method to quantify exciton diffusion as we demonstrated
in the case of squaraine polymers: Measurement at multiples of one, three and four
times of a base excitation intensity, followed by suitable linear combination as described
above, delivers the third-order signal (cleaned for fifth-order and seventh-order con-
tamination) that reports on single-exciton kinetics, the fifth-order signal (cleaned for
seventh-order contamination) that reports on single-exciton diffusion, and the seventh-
order signal that reports on the interaction probability when two excitons meet. While
so far we discussed mostly excitonic systems, our methods are not limited to excitons
in molecular systems and can be applied to study other quasiparticles such as po-
laritons [241], phonons [242], or excitons in confined systems such as quantum dots
[243]. One can use higher-order PP spectroscopy to observe multi-particle processes
and characterize their individual time scales, interaction energies, and the involved
states. It was theoretically proposed to study a quantum system by systematically
increasing the nonlinear order of excitation, i.e., by measuring increasing orders of the
perturbative expansion [244]. Our developed techniques of higher-order PP and 2D
spectroscopy can be viewed as the experimental realization of this theoretical concept
allowing us to systematically excite higher and higher states of a quantum system.

Before we discuss additional prospects for higher-order spectroscopic experiments,
we want to address the general connection between higher-order nonlinear signals
and spectral dimensionality. Since we have successfully analyzed higher-order signals
in one and two spectral dimensions, we may ask: Do we additionally need higher
spectral dimensionality to fully interpret higher-order signals? In the standard im-
plementation of third-order 2D spectroscopy, each laser pulse interacts once with the
system (and analogously for fourth-order fluorescence-detected 2D spectroscopy with
four pulses). With pulses shorter than the electronic (and vibrational) dynamics,
nowadays routinely available, the nonlinear spectroscopy experiments take place in
a mostly “impulsive” limit, i.e., the pulses act as “physical” delta functions and the
nonlinear response of the sample is directly probed in time domain. The light–matter
interactions are ordered in time and the language of response pathways, depicted
by double-sided Feynman diagrams, is typically used. In four-wave-mixing 2D spec-
troscopy, the experimenter thus has full control over all time delays of the response
function. To extend this control into higher orders of nonlinearity, one additional pulse
would have to be used for each additional interaction in the perturbative description
(i.e., five pulses in fifth-order coherent spectroscopy, six pulses in sixth-order action-
detected spectroscopy, etc.). This approach has been realized in collinear geometry
using phase cycling [213, 245] and in noncollinear geometry using phase matching for a
fifth-order (six-wave mixing) signal [246, 247]. The results lead to highly multidimen-
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sional (4D in case of fifth-order response) spectra, which require experimental scanning
of all inter-pulse delays, making the experiment conceptually and practically challeng-
ing. While the data contain a wealth of information, the multidimensionality typically
makes it necessary to resort to spectral- and time-domain cuts or spectral projections
to facilitate interpretation. Because of the Fourier-transform relationship between the
time and frequency domain, spectral projections can be realized directly by measur-
ing at zero-time delay, with multiple interactions with a single pulse (projection-slice
theorem). The best-known example is a PP spectrum that emerges as a projection
of a third-order 2D spectrum, measured at τ = 0 delay between the first two inter-
actions, which both take place with the pump pulse [16]. One then benefits from a
significant dimensionality reduction when carrying out higher-order PP spectroscopy
using just one pair of pulses, rather than having to scan many individual delay times.
This leads to a simplification of the experiment, reduction of measurement time, and,
to an extent, a simplification of the interpretation as well [248]. Measuring at reduced
dimensionality has the disadvantage that the spectral information becomes more con-
gested. As demonstrated recently, polarization control can still be used to isolate
specific contributions [223], or intensity cycling as explained in the present work al-
lows us to isolate orders of nonlinearity despite “too low” dimensionality [16]. Despite
the great advantages due to the simplicity, some information content, in case of PP the
excitation lineshape, is not resolved. In the context of these opposing motivations, we
see two directions for future higher-order experiments. First, the acquisition of higher-
order multidimensional spectra could be combined with fully automated measurement
and possibly automated data processing that precedes interpretation. This would help
to find the relevant projections and correlations. Data processing and interpretation
can be combined with machine learning. Early examples demonstrated the power of
neural networks to predict the system response for phase-shaped femtosecond pulses
[249, 250], while recent examples utilized machine learning to study energy transfer
[251] as well as multidimensional spectra [252, 253]. Recent technical improvements
such as high-repetition-rate setups and fast data acquisition should make it possible
to measure signals of high dimensionality within a reasonable amount of time. One
particular example is shot-to-shot pulse shaping using laser systems with 100 kHz
repetition rates [254] that can be combined with many-step phase cycling to obtain
higher-order and higher-dimensional data sets in a reasonable amount of time. As a
second approach to dealing with the large amount of data in higher-order experiments,
one can resort to measuring projections on relevant subspaces of the multidimensional
spectral response. While we have investigated projections that correspond to overlap-
ping pulse pairs, one might envision other scenarios employing more complex pulse
shapes for exploring the nonlinear response function, a topic that was explored in the
field of quantum control [255–257]. This still holds significant potential in combina-
tion with multidimensional spectroscopy, in particular in the context of separating
nonlinear orders systematically.
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An obvious extension of higher-order spectroscopy beyond bulk measurements is the
combination with spatial resolution. Multidimensional spectroscopy has already been
combined with fluorescence microscopy [126, 127]. We utilized 2D microscopy to study
local differences of the coherence length on a structured molecular film [130], to quan-
tify the exciton–phonon coupling strength in MoSe2 at room temperature [128], and
to observe hybridization between exciton, phonon and photon modes in a microcavity-
embedded 2D material [129]. Another variant combines action-detected phase-cycling
2D spectroscopy with photoemission electron microscopy (PEEM), providing spatial
resolution down to ∼ 3 nm, which is why we named it “2D nanoscopy” [6, 133]. We
used this, for example, to obtain local plasmon lifetime maps from a corrugated silver
film that displayed Fano-like resonances [133]. We also investigated thin-film solar
cells and found that Anderson localization of photon modes can lead to perfect ab-
sorption [134]. Application to metal–molecular hybrid interfaces is also possible [135],
and finally 2D nanoscopy allowed us to detect a plasmon-polariton quantum wave
packet [258]. In the latter example, we observed aliased 3Q coherences in an eighth-
order nonlinear process that could be assigned to multiple excitations of the plasmon.
This example demonstrates that higher-order signals also play an important role in
plasmonic systems.

In the future, 2D fluorescence microscopy or 2D nanoscopy could be combined with
higher phase-cycling schemes to isolate higher-order signals. Such experiments would
allow us to obtain spatially varying local properties such as the annihilation times
and properties and dynamics of highly excited states. Apart from 2D spectroscopy,
higher-order PP spectroscopy using intensity cycling could be easily implemented with
a microscope. Such an approach could be used to characterize the spatial variations of
(multi-)exciton dynamics within a sample. Understanding local excitonic properties is
important for the development of optoelectronic devices based on organic molecules.
For any device, the processing into thin-film or bulk materials can result in different
phases that contain varying local structures and thus modified interactions between
the constituents (i.e., molecules). Such processing typically leads to a change of prop-
erties from solution to bulk material contained in an actual device [130, 259]. Spatially
resolved higher-order spectroscopy could characterize the local properties and deter-
mine the influence of local structure such as in domains, at interfaces, or around local
defects. For example, one might envision using fifth-order spectroscopy to resolve the
local spatial variations of exciton diffusion within a thin film. This would tell us if
diffusion is slower at interfaces or surfaces, for example, which is crucial information
for the further improvement of optoelectronic devices such as solar cells.
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Another future development for higher-order spectroscopy could be two-color ex-
periments such as in (third-order) 2D electronic–vibrational (2DEV) [260–262] or 2D
vibrational–electronic (2DVE) spectroscopy [263–265]. In current 2DEV experiments
in PP geometry, the system is excited with a double pulse in the visible regime fol-
lowed by a probe pulse in the mid-infrared region allowing one to follow the evolution
of the excited states by their vibrational signature. Increasing the excitation intensity
of the pump pulses would generate a 2Q coherence or higher coherences with the first
pulse and hence grant access to highly excited states. Probing with an infrared pulse
could then be used to probe the vibrations of highly excited states and to investigate
the localization of the state by its specific vibrational signature. We discuss the two
approaches, higher-order microscopy and higher-order two-color 2D spectroscopy, in
Chapter 10.

We live in a strongly entangled universe: While we often artificially separate our
object of investigation into a “system” and an “environment” part, their interaction
leads to many aspects of entanglement, decoherence, and the emergence of a classical
world from quantum mechanics [266]. In order to deal with the complexity of the
real world, we often resort to single-particle pictures. For example, we treat multi-
electron atoms by assuming a single-particle picture that leads to the establishment of
(useful) atomic orbitals, or we assume a single-particle picture to arrive at the band
structure of semiconductors. This concept is certainly very powerful, but it ignores an
important part of physics. Correlation phenomena abound in many areas of science,
from describing molecular properties to semiconductors [267–269]. This reflects the
fact that the fundamental quantum wave function of a multi-particle system depends
on the coordinates of all constituents and can, in general, not be written as a product
of single-particle wave functions, except for special cases and approximations. Thus,
in order to understand multi-particle wave functions, we need tools to investigate the
interactions between their constituents. We argue that higher-order multidimensional
and pump–probe spectroscopies, as outlined in this chapter, provide such tools because
they offer a comprehensive approach to decipher particle and quasiparticle correlations
in systematically increasing orders of interaction.
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Chapter 7

Anisotropy in Fifth-Order
Exciton–Exciton-Interaction
Two-Dimensional Spectroscopy

Exciton–exciton-interaction two-dimensional spectroscopy is a fifth-order variant of
2D electronic spectroscopy. It can be used to probe biexciton dynamics in molecu-
lar systems and to observe exciton diffusion in extended systems such as polymers or
light-harvesting complexes. The exciton transport depends strongly on the geometrical
and energetic landscape and its perturbations. These can be both of local character,
such as molecular orientation and energetic disorder, or long-range character, such as
polymer kinks and structural domains. In the present theoretical work, we investigate
the anisotropy in EEI2D spectroscopy. We introduce a general approach for how to
calculate the anisotropy by the response-function formalism in an efficient way. In nu-
merical simulations using a Frenkel exciton model with Redfield-theory dynamics, we
demonstrate how the measurement of anisotropy in EEI2D spectroscopy can be used
to identify various geometrical effects on exciton transport in dimers and polymers.
Investigating a molecular heterodimer as an example, we demonstrate the utility of
anisotropy in EEI2D for disentangling dynamic localization and annihilation. We fur-
ther calculate the annihilation in extended systems such as conjugated polymers. In a
polymer, a change in the anisotropy provides a unique signature for exciton transport
between differently oriented sections. We analyze three types of geometry variations
in polymers: a kink, varying geometric and energetic disorder, and different geometric
domains. Our findings underline that employing anisotropy in EEI2D spectroscopy
provides a way to distinguish between different geometries and can be used to obtain
a better understanding of long-range exciton transport.

Reprinted with permission from J. Lüttig, T. Brixner, and P. Malý.
Anisotropy in fifth-order exciton–exciton-interaction two-dimensional spectroscopy.
Journal of Chemical Physics 154, 154202 (2021). Copyright © (2021) AIP Publishing.
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7.1. Introduction
Two-dimensional electronic spectroscopy (2DES) is a technique that allows observing
exciton transport in various systems. In 2DES, two ultrashort laser pulses with a
time delay τ excite a quantum system, and a third pulse probes the system after a
waiting time T . Several beam geometries have been reported, featuring noncollinear
[87, 151], partially collinear [73, 92], or fully collinear beam arrangements [89, 90]. In a
pump–probe configuration, for example, the change of absorption with and without the
excitation pulses can be recorded analogously to transient absorption measurements.
In addition, Fourier transforming over the delay τ between a double-pulse pair in the
pump beam provides a two-dimensional (2D) map. In the case of resonant excitation
and detection at the same frequency, this leads to a signal on the diagonal. Population
transfer from one state to another can be seen by evaluating the dynamics of the
crosspeaks in such a 2D spectrum as a function of waiting time T . The 2DES technique
is now used throughout all spectral regions [23, 36, 70, 71, 115, 270, 271] and was
utilized to study many different examples such as light-harvesting complexes [39, 47],
chemical reactions [48], quantum dots [35], and molecular aggregates [80].

In multichromophore systems with spectrally separable absorption features, it can
be proven that the state-to-state population-transfer rate model can be recovered
quantitatively and uniquely from the 2D spectrum under certain conditions [78], while
a global rate-model analysis is ambiguous when based on conventional transient ab-
sorption. If the number of chromophores grows, however, the spectral features of the
resulting excitonic states start to overlap more strongly and then the kinetic separation
gets more and more challenging. Finally, in a supramolecular aggregate of sufficient
length or a polymer system, one large excitonic band results [4]. In this case, when
an exciton is transported through the system, the transient absorption spectrum does
not change. Likewise, it is also difficult to observe the propagation in regular 2D
spectroscopy, simply because the absorption properties are mostly independent of the
spatial position at which the excitation or detection steps occur. Therefore, 2D spec-
troscopy cannot be used to probe exciton transport in such systems.

As an alternative, we have developed a fifth-order variant that we termed exciton–
exciton-interaction two-dimensional (EEI2D) spectroscopy. It uses exciton–exciton
annihilation as a signal and is well suited to probe exciton transport [20]. The dynamics
of the exciton–exciton annihilation is observable in the evolution of the amplitude of
the EEI2D signal over the population time. The average time between excitation
and the moment that two initially separated excitons interact depends on the exciton
diffusion. Apart from the initial work on perylene bisimide J-aggregates [20], the
technique was also employed to identify sub-diffusive exciton transport in squaraine
polymers [7], the interplay of exciton diffusion and exciton interaction in artificial light-
harvesting complexes, [4] and the dynamics of exciton–exciton annihilation in small
systems such as dimers and trimers of squaraines [9, 220, 238]. EEI2D spectroscopy
is an example for a spectroscopic technique which uses more than two interactions
with each of the two pump pulses. In EEI2D spectroscopy, a nonlinear polarization
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is probed which is higher than the nonlinearity of three that is usually employed in a
perturbation-theory description to describe transient absorption or 2D spectroscopy.
High-order spectroscopy can be used in various ways such as investigating correlations
in semiconductor nanostructures [210], visualizing multistep energy transfer in light-
harvesting complexes [211], or probing the highly excited states of molecules [5, 9].

In time-resolved spectroscopy, the signal polarization dependence can be explored
both for excitation and for detection. Anisotropic signal contributions and dynamics
are frequently discussed in the context of fluorescence measurements. The fluorescence
anisotropy is widely used to study (supramolecular) structures and interactions, espe-
cially in biochemistry [272–277]. In fluorescence anisotropy measurements, the sample
is excited with linearly polarized light and the intensity of the fluorescence is measured
after passing a polarizer that is either parallel or perpendicular to the polarization of
the excitation field. Let us denote the fluorescence intensities I∥ and I⊥, respectively.
By measuring both contributions, the polarization-isotropic signal can be constructed
by [278]

Iiso = I∥ + 2I⊥ (7.1)
and the anisotropic signal as

Ianiso = I∥ − I⊥

Iiso
. (7.2)

The factor of 2 for the perpendicular intensity in Eq. (7.1) comes from geometrical
considerations when evaluating the ensemble-averaged response of randomly oriented
molecules, as we will show later on. For a randomly oriented ensemble of molecules
the anisotropy can reach values from −0.2 to 0.4. However, these limits break down
either by experimental imperfections such as if scattered excitation light reaches the
detector or by multiphoton excitation [278].

Similar as in fluorescence measurements, anisotropy can be measured in pump–
probe spectroscopy [279–281]. In a typical measurement, signals are acquired in which
the excitation and detection polarizations are both chosen to be linear. By chang-
ing the polarization of the probe pulse compared to the excitation, the parallel and
perpendicular signal contributions are accessible. Then, two measurements are car-
ried out, with mutually parallel and perpendicular polarizations. The amplitudes of
the transient absorption signals replace the fluorescence intensities in Eq. (7.1) and
Eq. (7.2), and the anisotropic and isotropic signal can be constructed in the same way
as for measurements of fluorescence [279, 282]. One fundamental difference between
the two methods is that in transient absorption different signals with opposite sign,
such as excited-state absorption and stimulated emission, can overlap. Therefore,
the anisotropy in pump–probe measurements can in general exceed the limits from
fluorescence anisotropy measurements [279].

The concept of anisotropy measurements was extended to the field of 2DES. 2DES
anisotropy measurements gave insight into hydrogen bond dynamics [283], exciton dy-
namics in thin films of semiconducting nanotubes [284], and exciton relaxation in LH2
[285]. Polarization in 2DES can be further utilized if the polarization of each pulse
is varied independently. Such polarization sequences can be used to suppress specific
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signal contributions in the 2D spectrum. Polarization-controlled 2D experiments were
first introduced in the infrared region [98, 286] and further employed in the visible
spectrum [99, 287]. The additional information which is obtained by using specific
polarization sequences in 2D spectroscopy was used to understand the ultrafast dy-
namics in DNA-templated silver clusters [288] and to distinguish different coherences
in natural light-harvesting systems [105]. Polarization-controlled experiments have
been also discussed for high-order 2DIR spectrsocopy [212].

In this work, we extend the concept of EEI2D spectroscopy by discussing effects
of anisotropy in the EEI2D signal. First, we outline the theoretical description of
anisotropy in fifth-order multidimensional spectroscopy, by presenting the rotational
averaging of the (rank six) tensor of the fifth-order susceptibility (Sec. 7.2.1). We ex-
plicitly arrive at the expressions for the parallel, perpendicular, and isotropic EEI2D
signals (Sec. 7.2.2). This gives us the opportunity to confirm that the magic-angle
condition for obtaining an isotropic signal, well-known in pump–probe spectroscopy,
is still valid in the case of EEI2D spectroscopy (Sec. 7.2.3). Next, we demonstrate an
efficient approach to calculate the orientationally averaged EEI2D signal amplitude,
based on the response-function formalism (Sec. 7.2.4). We further use our expressions
to simulate the polarization-sensitive EEI2D signals of an electronic dimer (Sec. 7.3)
and a series of conjugated polymers (Sec. 7.4). We discuss and analyze the effects
of a kink (Sec. 7.4.1), energetic and geometrical disorder (Sec. 7.4.2), and structural
domains (Sec. 7.4.3). We demonstrate the capability of polarization-sensitive EEI2D
spectroscopy to observe the interplay of dynamic localization and exciton–exciton an-
nihilation, of short and long-range transport, and of energetic and structural disorder
and then conclude (Sec. 7.5).
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7.2. Theoretical Background
7.2.1. Rotational Averaging
In pump–probe spectroscopy and 2DES, a third-order polarization is responsible for
the signal. In both techniques, the pump pulse (or pump-pulse pair in case of 2DES)
interacts twice with the sample, while the probe pulse only interacts once. However,
the situation is different for EEI2D spectroscopy because a fifth-order polarization
is measured, which means that two more interactions with the pump pulse(s) take
place. The nonlinear polarization, P

(A)
A (t), is a response to the five interactions with

the electric fields of the pump Epu(t) and the probe Epr(t) evaluated at various time
combinations ensuring causality:

P
(5)
A (t) = ∑

B,C,D,E,F

∞∫
0

dt5
∞∫
0

dt4
∞∫
0

dt3
∞∫
0

dt2
∞∫
0

dt1T
(6)
ABCDEF (t5, t4, t3, t2, t1)

×Epr
B (t − t5)Epu

C (t − t5 − t4)Epu
D (t − t5 − t4 − t3)

×Epu∗
E (t − t5 − t4 − t3 − t2)Epu∗

F (t − t5 − t4 − t3 − t2 − t1), (7.3)

where the star indicates the complex conjugate. The response is given by the rank-
six tensor T (6) which is in perturbation theory the nonlinear fifth-order susceptibility
χ

(5)
ABCDEF (t5, t4, t3, t2, t1). The tensor is represented in the frame of the laboratory

where the indices A, B, C, D, E, F ∈ {X, Y, Z} describe Cartesian coordinates. For
the sake of clarity, we will not write the time integrals explicitly in the following ex-
pressions. The generated field is proportional to the polarization under the conditions
of perfect phase matching,

EEEI2D
A (t) = iω

nϵ0c
P

(5)
A (t), (7.4)

as can be shown by solving the Maxwell equations for the light propagation [24], where
n is the refractive index, ω is the center frequency, ϵ0 the vacuum permitivity, and c
the speed of light. The field is then heterodyne-detected by spectral interference with
the so-called local oscillator (LO) field ELO(ω), resulting in a detected intensity

Idetected ∝ 2Re
{
ELO∗(ω)EEEI2D(ω)

}
, (7.5)

where the star means complex conjugation and the proportionality indicates that the
detected intensity depends on the type of data acquisition as follows. In the case of
pump–probe geometry, the LO is the probe field itself. The detected intensity can be
expressed as

Idetected ∝
∑

A,B,C,D,E,F

T
(6)
ABCDEF Epr∗

A Epr
B Epu

C Epu
D Epu∗

E Epu∗
F . (7.6)
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In any case, we consider the polarization of the local oscillator to be parallel to the
third (probe) pulse. Our discussion then applies to a non-collinear geometry as well.
Different polarization of the local oscillator and the third pulse is applied in the
polarization-controlled experiments mentioned above. The macroscopic response of
the sample, T

(6)
ABCDEF , arises from a rotationally averaged microscopic response of the

individual molecules, t
(6)
abcdef . In contrast to the tensor T

(6)
ABCDEF which is presented in

the laboratory frame, the molecules are assumed to be fixed in the molecular frame
with indices a, b, c, d, e, f ∈ {x, y, z} indicating Cartesian molecular coordinates. For
our purpose we define the measured EEI2D signal without explicit dependence on the
intensity of the interacting fields as

EEI2D =
∑

ABCDEF

T
(6)

ABCDEF epr
A epr

B epu
C epu

D epu
E epu

F , (7.7)

where e are the polarization vectors of the different fields and where we also did
not consider any prefactors following from signal propagation. Assuming the most
common case of randomly oriented molecules (e.g., in solution), rotational averaging
of the tensor of rank six therefore has to be performed to simulate the anisotropy
in the EEI2D signal. Rotational averaging connects the microscopic response in the
molecular frame to the macroscopic response in the laboratory frame. The concept
of rotational averaging is well known for third-order polarization techniques [289–291]
where it is performed by averaging the tensor of rank four. EEI2D spectroscopy,
however, is a fifth-order technique in terms of perturbation theory so we have to find
the rotationally averaged tensor of rank six, ØT (6)

ABCDEF , with the arc indicating that
the tensor ØT (6)

ABCDEF is averaged over all orientations. The rotationally averaged tensor
can be calculated by

ØT (6)
ABCDEF =

∑
abcdef

I
(6)
ABCDEF :abcdef t

(6)
abcdef , (7.8)

where the tensor I
(6)
ABCDEF :abcdef is known from literature and connects the laboratory

frame with the frame of the molecule [289]. More information is given in the supple-
mentary material (Sec. 7.6.1). Considering the mathematical structure of Eq. (7.8),
different tensors can be calculated by choosing different relations between the indices
A, B, C, D, E, F . For example, if always two indices are chosen to be mutually equal,
fifteen combinations are possible and fifteen tensors ØT (6) arise from Eq. (7.8). For our
purposes, we need to calculate the tensor for mutually parallel as well as perpendicular
linear pump and probe polarizations. Thus, we need in the one case the symmetric
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combination

ØT (6)
AAAAAA = 1

210
∑

abcdef

(
2δabδcdδef + 2δabδceδdf + 2δabδcfδde

+2δacδbdδef + 2δacδbeδdf + 2δacδbfδde

+2δadδbcδef + 2δadδbeδcf + 2δadδbfδce

+2δaeδbcδdf + 2δaeδbdδcf + 2δaeδbfδcd

+2δafδbcδde + 2δafδbdδce + 2δafδbeδcd

)
t
(6)
abcdef (7.9)

with δij as the Kronecker delta. Equation (7.9) describes a situation in which the
sample interacts in all cases with the electric fields of the same polarization. The
second tensor component that we need is

ØT (6)
AABBBB = 1

210
∑

abcdef

(
6δabδcdδef + 6δabδceδdf + 6δabδcfδde

−1δacδbdδef − 1δacδbeδdf − 1δacδbfδde

−1δadδbcδef − 1δadδbeδcf − 1δadδbfδce

−1δaeδbcδdf − 1δaeδbdδcf − 1δaeδbfδcd

−1δafδbcδde − 1δafδbdδce − 1δafδbeδcd

)
t
(6)
abcdef , A ̸= B. (7.10)

ØT (6)
AABBBB with A ̸= B contains the information of the signal contribution for excitation

with one polarization and probing with a perpendicular polarization. Concentrating
on the two tensors in Eqs. (7.9) and (7.10) is similar to fluorescence or pump–probe
anisotropy measurements, in which the anisotropy is constructed from the intensities
of parallel and perpendicular probing. The expressions for the rotationally averaged
tensors ØT (6)

AAAAAA and ØT (6)
AABBBB allow us to calculate both the anisotropy and the

isotropic signal contributions in EEI2D spectroscopy.

7.2.2. Isotropic Signal Contributions
In EEI2D spectroscopy, the sample interacts with five electric fields: four times with
the pump pulses and once with the probe pulse. This leads to a reduction of the rank
of the susceptibility tensor, in the form of∑

BCDEF

ØT (6)
ABCDEF e5

Be4
Ce3

De2
Ee1

F =
∑
B

T
(2)
ABe5

B = T
(1)
A . (7.11)

in which e are the polarization vectors of the pulses [290]. Note that after four
interactions (with the pump pulses) the tensor is not rotationally averaged anymore
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which is depicted by the vanishing arc. Now the question arises which part of the
signal is still isotropic after the interactions with the pump pulses. Considering linear
pump polarization, we can, without loss of generality, take it to be in the X direction.
Four times interacting with the pump pulses leads to a tensor of rank two, T (2). To
find the condition for the isotropic signal, we perform once more rotational averaging
of the tensor T (2). The rotational averaging provides the signal contributions which
are isotropic, independently of the following two interactions with the probe pulse.
Rotational averaging of a tensor of rank two is defined analogously to Eq. (7.8) by

ØT (2)
AB =

∑
CD

I
(2)
AB:CDT

(2)
CD. (7.12)

Note that in Eq. (7.12) all indices of I(2) are capitalized because we perform rotational
averaging on the tensor which is connected to the macroscopic polarization in the
sample after the interactions with the pump. I(2) is known from literature [289] as

I
(2)
AB:CD = 1

3δABδCD. (7.13)

Using Eqs. (7.12) and (7.13), the rotationally averaged tensor of rank two can be
written as

ØT (2)
AB = δAB

1
3

(ØT (6)
XXXXXX + 2ØT (6)

Y Y XXXX

)
(7.14)

where we used the symmetry of the tensor ØT (6)
ZZXXXX = ØT (6)

Y Y XXXX . Expressing by the
microscopic response using Eqs. (7.9) and (7.10), we arrive at

ØT (2)
AB = δAB

∑
abcdef

1
45 (δabδcdδef + δabδceδdf + δabδcfδde) t

(6)
abcdef . (7.15)

The terms constituting the isotropic signal are thus: δabδcdδef , δabδceδdf , and δabδcfδde.

7.2.3. Magic-Angle Condition and Parallel and Perpendicular
Signal Contributions

For pump–probe spectroscopy, it is well known that for a certain angle between the
(linearly chosen) polarization of pump and probe pulses the signal is purely isotropic
[290]. This angle is referred to as magic angle and is given by tan ϕmagic =

√
2, which

leads to a value of ϕmagic ≈ 54.7◦. The magic angle is the specific angle at which all
the anisotropic contributions vanish and only the isotropic contributions remain. In
previous work, we derived generalized magic-angle conditions for arbitrary polarization
states of the incident beams in third-order spectroscopy [290]. In the present work,
we consider a different type of generalization and extend the analysis from third-order
to fifth-order response, but assume all incident pulses to be linearly polarized. To
find the condition to only measure the isotropic part of the EEI2D signal, we consider
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the pump as linearly polarized in X direction and the probe as linearly polarized in
an arbitrary direction in the XY plane, with an angle α between pump and probe
polarization. The polarization of the probe is defined as

epr = eX cos(ϕ) + eY sin(ϕ) (7.16)

with the unity basis vectors eX and eY . In pump–probe transient absorption mea-
surements as well as in EEI2D spectroscopy in pump–probe geometry, the probe acts
also as the local oscillator. Therefore, the tensor which describes the fifth-order po-
larization for an isotropic sample is the rotationally averaged tensor of rank six that
interacts with the six electric-field polarization vectors as follows from Eq. (7.7):

EEI2D =
∑

ABCDEF

ØT (6)
ABCDEF epr

A epr
B epu

C epu
D epu

E epu
F . (7.17)

Applying our definition of the polarization of the probe pulse, we can rewrite the
expression as∑

AB

ØT (6)
ABXXXXepr

A epr
B epu

X epu
X epu

X epu
X = + cos2(ϕ) ØT (6)

XXXXXX + cos(ϕ) sin(ϕ) ØT (6)
XY XXXX

+ sin(ϕ) cos(ϕ) ØT (6)
Y XXXXX + sin2(ϕ) ØT (6)

Y Y XXXX .
(7.18)

It follows from Eq. (7.8) that the contributions ØT (6)
XY XXXX and ØT (6)

Y XXXXX vanish. The
reason for this is that the tensor I

(6)
ABCDEF :abcdef consists of products of Kronecker

deltas in both laboratory and molecular frame [289]. By using the definitions of the
rotationally averaged tensor from Eqs. (7.9) and (7.10), the EEI2D signal, dependent
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on the angle ϕ between the pump and the probe polarization, can be written as

EEI2D(ϕ) = ∑
abcdef

cos2(ϕ)t(6)
abcdef

1
210(

2δabδcdδef + 2δabδceδdf + 2δabδcfδde

+2δacδbdδef + 2δacδbeδdf + 2δacδbfδde

+2δadδbcδef + 2δadδbeδcf + 2δadδbfδce

+2δaeδbcδdf + 2δaeδbdδcf + 2δaeδbfδcd

+2δafδbcδde + 2δafδbdδce + 2δafδbeδcd

)
+ ∑

abcdef
sin2(ϕ)t(6)

abcdef
1

210(
6δabδcdδef + 6δabδceδdf + 6δabδcfδde

−1δacδbdδef − 1δacδbeδdf − 1δacδbfδde

−1δadδbcδef − 1δadδbeδcf − 1δadδbfδce

−1δaeδbcδdf − 1δaeδbdδcf − 1δaeδbfδcd

−1δafδbcδde − 1δafδbdδce − 1δafδbeδcd

)
. (7.19)

The terms δabδcdδef , δabδceδdf and δabδcfδde constitute the isotropic part of the signal
when added up according to Eq. (7.15). To measure only the isotropic part, all other
components in Eq. (7.19) have to vanish. All anisotropic components have in common
a factor of 2 cos2(ϕ) − sin2(ϕ). Demanding that this vanishes amounts to the magic-
angle condition of tan ϕmagic =

√
2, which is the same as for traditional four-wave

mixing spectroscopy. By using the magic angle between pump and probe polarization
direction, thus, the obtained fifth-order EEI2D signal is purely isotropic:

EEI2DMA =
∑

abcdef

1
45 (δabδcdδef + δabδceδdf + δabδcfδde) t

(6)
abcdef . (7.20)

Analogous to standard third-order 2DES, we can define a parallel signal,

EEI2D∥ = ØT (6)
XXXXXX , (7.21)

obtained via Eq. (7.9), and a perpendicular signal,

EEI2D⊥ = ØT (6)
Y Y XXXX , (7.22)

obtained via Eq. (7.10). From these, we can define the isotropic and anisotropic signals
in EEI2D spectroscopy, analogous to Eqs. (7.1) and (7.2), respectively, as

EEI2Diso = EEI2D∥ + 2EEI2D⊥, (7.23)

EEI2Daniso = EEI2D∥ − EEI2D⊥

EEI2Diso
. (7.24)
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7.2.4. Response-Function Liouville-Space Pathways

GSB

1E-SE

1E-ESA

2E-SE EEA-SE

2E-ESA EEA-ESA

Figure 7.1.: Rephasing Liouville-space pathways contributing to the EEI2D signal. The
pathways are labeled with respect to their population time dynamics (1E = one-exciton
dynamics, 2E = two-exciton dynamics, and EEA = exciton–exciton annihilation) and the
type of pathway (GSB = ground-state bleach, SE = stimulated emission, and ESA = excited-
state absorption. The wavevectors of the pump and the probe are labeled with kpu and kpr,
respectively. Reprinted from Ref. [12], with the permission of AIP Publishing.

The nonlinear response can be decomposed into Liouville-space pathways that are
conveniently expressed by double-sided Feynman diagrams. In these diagrams time
flows from bottom to top. Considering population dynamics in the waiting time, there
are seven types of pathways that contribute, depicted in Fig. 7.1. The depicted path-
ways contain the rephasing contributions. Non-rephasing pathways are analogous by
switching the time ordering of the two interactions of the first and second pump pulse
[25]. When added they form the absorptive response. Each of the pathways repre-
sents a part of the total response. Considering interaction with light in the dipole
approximation, the indices in the susceptibility tensor denote the (Cartesian) coordi-
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nate components of the transition dipole elements of the individual transitions in the
response pathways (for example, µa

kg is the a-th component of the dipole of the tran-
sition between the ground state g and the single-excited state k, where a ∈ {x, y, z}).
In this work we will focus on the dynamics of the amplitude of the EEI2D signal in
the waiting time. We will thus consider EEI2D signals integrated over their respective
spectral regions around twice the excitation center frequency. Under this condition,
the pathway contributions consist of the amplitude, given by the multiplication of the
contributing transition dipole moments, and the propagator U (T ) in the waiting time.
The propagator indices indicate population dynamics in the population time T . The
explicit expressions for the pathways in Fig. 7.1 are:

GSBabcdef = ∑
i,j,k,α

µa
kgµb

kgµc
jgµd

αjµ
e
αiµ

f
igUgg,gg(T ),

1E-SEabcdef = 2 ∑
i,j,k,α

µa
kgµb

kgµc
jgµd

αjµ
e
αiµ

f
igUkk,jj(T ),

2E-SEabcdef = − ∑
i,j,k,α,β

µa
βkµb

βkµc
αjµ

d
jgµe

αiµ
f
igUββ,αα(T ),

EEA-SEabcdef = − ∑
i,j,k,α

µa
kgµb

kgµc
αjµ

d
jgµe

αiµ
f
igUkk,αα(T ),

1E-ESAabcdef = −2 ∑
i,j,k,α,β

µa
βkµb

βkµc
jgµd

αjµ
e
αiµ

f
igUkk,jj(T ),

2E-ESAabcdef = ∑
i,j,α,β,ξ

µa
ξβµb

ξβµc
αjµ

d
jgµe

αiµ
f
igUββ,αα(T ),

EEA-ESAabcdef = ∑
i,j,k,α,β

µa
βkµb

βkµc
αjµ

d
jgµe

αiµ
f
igUkk,αα(T ).

(7.25)

They are named with reference to the dynamics in the population time (1E: one-
exciton dynamics, 2E: two-exciton dynamics, and EEA: exciton–exciton annihilation)
and the type of pathway (GSB: ground-state bleach, SE: stimulated emission, and
ESA: excited-state absorption). The pathway sign in each term above is given by the
number of interactions from the right (due to the commutator in the Liouville–von
Neumann equation for the density matrix interacting with light). Note that we use
the sign convention of normal transient absorption in which the third-order ground-
state bleach is usually considered with a negative sign. The occasional factors of 2 in
Eq. (7.25) reflect the uncertainty in time ordering of the simultaneous interactions with
one of the pump pulses. To obtain the overall signal amplitude, all the components
of all the pathways have to be summed up. Moreover, the expressions have to be
orientationally averaged, to arrive at the macroscopic response, according to Eq. (7.19).
This summation and averaging is lengthy and computationally costly. Looking closer
at the structure of the pathway expressions in Eq. (7.25), it can be seen that all the
pathways share a common factor of four dipole interactions with the electric field:
µjgµαjµαiµig. This factor corresponds to the four pump pulses interacting with a two-
exciton state α, via the one-exciton states i, j. Making use of this fact, we can first
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calculate a partially averaged tensor T (2), based on Eq. (7.19), where for t
(6)
abcdef we

take the expressions from Eq. (7.25), keeping track of the vector components. The
resulting rank-two tensor is thus dependent on the angle between the pump and probe
polarizations ϕ, the remaining indices α, j, and has two polarization indices:

T
(2)
ab (ϕ; α, j) =

∑
i

⟨µjgµαjµαiµig⟩ϕ. (7.26)

This tensor reflects the orientationally averaged state of the sample after the interac-
tion with the pump pulses. All the orientationally averaged pathways can be expressed
by this rank-two tensor, multiplied by the remaining two transition dipoles and the
waiting time propagator U (T ). For example, the 1E-SE pathway is calculated as

1E-SE(ϕ) =
∑
α,j,k

∑
a,b

µa
kgµb

kgT
(2)
ab (ϕ; α, j)Ukk,jj(T ), (7.27)

and the other pathways analogously. This procedure makes the orientationally av-
eraged pathway summation much more efficient, which enables us to treat extended
systems such as polymers or molecular aggregates.
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7.3. Interplay of Annihilation and Localization in a
Molecular Dimer

7.3.1. General Model
To gain a deeper understanding of the information contained in the anisotropy of
the EEI2D signal, we investigate an excitonic dimer. We focus on the interplay of
two ultrafast processes that are difficult to disentangle using conventional techniques:
dynamic localization and exciton–exciton annihilation. The process of exciton local-
ization is the change of the delocalization length with time. Delocalization itself is a
result of the coupling between the ground-to-first-excited-state transitions of the indi-
vidual systems. In the case of a dimer weakly interacting with the vibrational bath,
the delocalization is determined by the mixing angle θ, with

tan(2θ) = 2J

∆E
, (7.28)

with the coupling J and the difference of the excitation energies of the monomers
∆E. In the case of strong coupling and a small energy difference, the exciton states
will be completely delocalized over both monomers [123]. In extended systems such
as polymers, the delocalization length is used to describe the spatial spreading of the
excitons. The delocalization length is defined by the spatial distribution over which
the exciton can be found on the different parts of the system and it can be calculated
by the inverse participation ratio which uses the transformation matrix that connects
the exciton basis with the site basis [7, 280, 292]. The delocalization length of the
excitation in a particular system can change dynamically, for example by transfer to
different states. This process is called dynamic localization.

In contrast to the excitonic delocalization, exciton–exciton annihilation is a phe-
nomenon that occurs because of coupling of the transitions from the ground state to
the first excited state to transitions from the first excited state to higher excited states.
In extended systems such as polymers or molecular aggregates, it is often useful to
define an annihilation radius. The annihilation radius characterizes the distance de-
pendence of exciton–exciton annihilation if two excitons approach each other. The
delocalization length and the annihilation radius are both a consequence of electronic
coupling, but the direct connection between the delocalization length and the annihi-
lation radius is not trivial. Disentangling the effects of annihilation and localization
gives us the chance to understand how the interplay between these two occurs, and
how the annihilation radius is connected with the delocalization length of the system.
Ultimately, this knowledge is vital for understanding the influence of exciton–exciton
annihilation on the exciton transport in artificial light-harvesting complexes and solar
cell devices.

In order to disentangle the different processes of annihilation and localization, we
describe the heterodimer theoretically by two different sets of states, which we call de-
localized and localized states. The delocalized and localized states are connected by a
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population transfer process, which corresponds to the process of dynamic localization.
The description of the whole system by two parts, i.e., by the two sets of states, might
seem artificial, but it gives us the opportunity to analyze localization and annihilation
independently and their influence on the isotropic and anisotropic signal contributions
in EEI2D spectroscopy. The two monomers constituting the dimer are arranged at
an angle Θ to each other. The first set of states corresponds to a heterodimer with
an electronic coupling J . The eigenstates of this coupled system are linear superposi-
tions of the monomeric states. Due to the electronic coupling, they are thus partially
delocalized [123]. We therefore refer to this part of the system as delocalized states.
The transition dipole moments of the single-excited states, i.e., exciton 1 and exciton
2, are schematically shown on the left side of Fig. 7.2. Localization is described by a
rate of population transfer to the second set of states. This second set of states de-
scribes a heterodimer without any coupling between the transitions from the ground
state to the first excited state of the monomers. The absence of coupling results in
localized states with different orientation of the transition dipole moments, as shown
in Fig. 7.2. As a result, the dynamic localization should be visible in the anisotropy
of the annihilation signal.

LocalizationExciton 1

Exciton 2

 State B

State A

Delocalized
states and fast

annihilation

Localized
states and slow

annihilation

Θ

Figure 7.2.: Interplay of exciton–exciton annihilation and dynamic localization in an exci-
tonic dimer. Left: Delocalized excitonic states with rapid annihilation. The arrows represent
the transition dipole moments of the two single-exciton states, i.e., exciton 1 and exciton
2. The delocalization is indicated by the same color of the two arrows. For the parameters
in our simulation the delocalization is about 15% which can be directly calculated from the
mixing angle. Right: Localized states with slower annihilation. The first-excited states of
the monomers are separated by an energy difference ∆E indicated by the different colors of
the two monomers. The transition dipole moments of the first-excited states are arranged by
an angle Θ to each other. Reprinted from Ref. [12], with the permission of AIP Publishing.

Apart from the singly excited states of the uncoupled monomer, we consider also
one higher electronically excited state per monomer. The largest influence of these
states is that they enable exciton–exciton annihilation. Exciton–exciton annihilation
for the delocalized states is described by a transfer from a biexciton state to one of

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



98 7. Anisotropy in Fifth-Order EEI2D Spectroscopy

the higher excited states of the monomers, followed by rapid internal conversion. We
also included an annihilation channel in the localized set of states, because we want
to understand how the annihilation after localization manifests in the isotropic and
anisotropic EEI2D signal. In order to study the effects of localization and annihilation
we ensure to excite only the delocalized states directly. Otherwise the signal would
be influenced by the direct excitation of the localized states which will complicate the
interpretation. To this end, we calculate the EEI2D signal for the full system of the two
connected sets of states first with and then without any localization rate, and subtract
the EEI2D signals. Finally, we add the EEI2D signal of the isolated delocalized states.
The result thus corresponds to a situation in which only the delocalized set of states
is directly excited while the localized states can be considered as dark during the
excitation. A detailed description of our treatment of dynamic localization is given in
the supplementary material (Sec. 7.6.2).

For the calculations performed in this work, we use a Frenkel exciton model of cou-
pled molecules, represented by three-level systems. The exciton dynamics is described
by secular Redfield theory, with the molecular environment described as a bath of har-
monic oscillators (Brownian oscillator model). The intramolecular relaxation between
the excitonic manifolds is described by an incoherent relaxation rate, within Lindblad
formalism. For the localized set of states, the exciton–exciton annihilation is described
explicitly by a decay rate from the biexciton state to the singly excited states. For the
delocalized states, the transfer from the biexciton state to the higher excited states is
described by the Redfield theory, taking the transition coupling to be proportional to
the excitonic coupling J . The annihilation then proceeds via internal conversion. We
give more background about the excitonic structure and the calculation of the system
dynamics in the supplementary material (Sec. 7.6.3). From our previous studies on
squaraine dimers, we fixed the internal conversion time to 30 fs [7]. The coupling for
the delocalized set of states was set to 200 cm−1 which results in a delocalization of
about 15% which can be directly obtained as sin2(θ) from the mixing angle [123]. The
angle between the monomers was set to Θ = 40◦. A full set of the used parameters
can be found in the supplementary material (Sec. 7.6.4).

7.3.2. Sensitivity to Dynamic Localization
To illustrate the sensitivity of the EEI2D signal kinetics with respect to the interplay
of the exciton localization and annihilation, we varied two parameters: the localiza-
tion rate from the delocalized set of states to the localized set of states, and the
annihilation rate in the localized states. The results of the calculations can be seen
in Fig. 7.3. Throughout this publication, we show the isotropic contribution of the
integrated EEI2D signal on the left side and the anisotropic signal on the right side
of the corresponding figures. In Fig. 7.3a and Fig. 7.3b we show the isotropic and
anisotropic EEI2D signals, respectively, for our model dimer with varying localization
time (different colors), while the exciton–exciton annihilation for the localized states is
set to 1 ps. For the isotropic EEI2D signal we see a typical behavior: the EEI2D signal
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rises first rapidly until it reaches a plateau. The time it takes the signal to reach the
plateau is determined by the annihilation rate; for the coupled dimer with fast exciton–
exciton annihilation this takes about 100 fs. The EEI2D signal disappears with the
single-exciton lifetime, which was set to 1 ns for the delocalized as well as the localized
states. In the supplementary material we demonstrate that the EEI2D signal in the
system with the two sets of states is dominated by exciton–exciton annihilation (Sec.
7.6.5) which justifies our interpretation. In the system in principle two channels for
exciton–exciton annihilation are realized: annihilation in the delocalized set of states
and annihilation in the localized set of states. Before annihilation in the localized set
of states can occur, transfer from the delocalized to the localized set of states has to
take place. Depending on the rate of this transfer, annihilation either in the delocal-
ized or localized set of states dominates the isotropic and anisotropic EEI2D signal.
For increasingly smaller localization time, i.e., higher localization rate, the excitons
have a chance to localize before they annihilate. The process of increasingly faster
localization is visible in the isotropic signal (Fig. 7.3a). For very fast localization of 50
fs, the EEI2D signal is dominated by the annihilation dynamics in the localized dimer
(Fig. 7.3a, red curve). The localization, followed by a slow annihilation, creates two
phases in the rise of the isotropic EEI2D signal. These two phases are caused by the
two different annihilation channels with their different timescales. For a localization
time of 50 fs, the isotropic EEI2D signal reaches its maximum after 1 ps, because the
annihilation channel in the localized set of states dominates. Here the limiting factor
for the rise is the annihilation time in the localized states. The slower localization,
i.e., higher localization time, can be seen by the faster rise within the first 100 fs of
the isotropic EEI2D signal which is realized for localization times of 100 fs and 200
fs (Fig. 7.3a, yellow and green curves, respectively). For these cases the annihilation
occurs in both the delocalized and localized states. For slower localization times of 500
fs, 1 ps and 10 ps (Fig. 7.3a, light blue, dark blue and purple curves, respectively) the
isotropic signal is dominated by the annihilation in the delocalized states which can
be seen by a rapid rise of the isotropic signal. Here, most of the annihilation occurs
in the delocalized set of states. As described above the annihilation in the delocalized
set of states is faster than in the localized states which explains the faster rise if the
localization takes longer.
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Figure 7.3.: Isotropic (left column) and anisotropic (right column) EEI2D signal for a model
system of an excitonic heterodimer exhibiting dynamic exciton localization and exciton–
exciton annihilation, illustrated in Fig. 7.2. (a) Isotropic EEI2D signal of a heterodimer
where the localization time is varied while the annihilation time in the localized set of states
is set constant to 1 ps. (b) Anisotropic EEI2D signal with varying localization time and
fixed annihilation time of 1 ps in the localized set of states. (c) Isotropic EEI2D signal of
a hetereodimer with fixed localization time of 200 fs and varying annihilation time in the
localized set of states. (d) Anisotropic EEI2D signal for a heterodimer where the localization
time was kept constant at 200 fs while the annihilation time in the localized set of states was
varied. Reprinted from Ref. [12], with the permission of AIP Publishing.

In the anisotropic signal contribution, the localization is reflected by an initial decay
of the anisotropy (Fig. 7.3b). This effect is strongest for a localization rate of 50 fs
(Fig. 7.3b, red curve). The localization is accompanied by a change of the transient
dipole moment orientation. The rise after the decay in the anisotropic signal is de-
termined by the annihilation on the localized dimer. This will be discussed further in
Sec. 7.3.3 where the annihilation rate in the localized states was varied. Note that the
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initial anisotropy value is not the maximum possible. The maximum initial anisotropy
is expected if a change of the direction of the transition dipole moment due to anni-
hilation or transfer is not possible. This corresponds to a situation in which all the
single-exciton dipole moments point in the same direction. This is obviously not the
case in the delocalized set of states. We derive the limiting values of the anisotropy in
the supplementary material (Sec. 7.6.6) and find that the maximum and minimum val-
ues of anisotropy are 4/7 and −2/7, respectively. Since the direction of the transition
dipole moments of the states differs for the delocalized and localized set of states, the
long-term value of anisotropy is different, depending on which of the two annihilation
channels is contributing more. The initial decay in the anisotropy is strongest visible
for a localization time of 50 fs (Fig. 7.3b, red curve) where the anisotropy drops from
an initial value of 0.48 to a minimum value of 0.2. For slower localization times such
as 100 fs and 200 fs (Fig. 7.3b, yellow and green curve, respectively), the minimum
anisotropy value due to the initial decay is less (0.35 and 0.42, respectively). If the
localization time is increased further to 500 fs and 1 ps, the initial decay is almost not
visible (Fig. 7.3b, light blue and dark blue curves, respectively). The reason for the
absence of a decay is that the exciton–exciton annihilation in the delocalized set of
states exceeds the slow localization time of 500 fs and 1 ps. Therefore, the dominating
annihilation channel is annihilation in the delocalized set of states, while the annihila-
tion in the localized set of states plays only a minor rule due to the slow localization.
For the limiting case of a very slow localization time of 10 ps, the anisotropy does not
change during the population time because the anisotropy value is purely defined by
the annihilation in the delocalized states (Fig. 7.3b, purple curve).

7.3.3. Sensitivity to Exciton–Exciton Annihilation
Next, we study the influence of the annihilation time in the localized set of states. To
this end, we fix the localization time to a value of 200 fs. The results for different
annihilation times in the localized set of states are shown in Fig. 7.3c and Fig. 7.3d.
For a slow annihilation time in the localized states of 10 ps, the isotropic EEI2D
signal reaches its maximum at around 10 ps (Fig. 7.3c, purple curve). The initial
rise until 200 fs reflects the annihilation in the delocalized states. For an annihilation
time of 10 ps, the two annihilation channels in the localized and delocalized states are
separated by their individual timescales. In the isotropic EEI2D signal, a decrease
of the annihilation time to 1 ps and 500 fs is nicely visible by the shifting of the
plateau to earlier waiting times (Fig. 7.3c, dark blue and light blue curves). For
fast annihilation times of 200 fs, 100 fs and 50 fs, the plateau is reached before 1
ps (Fig. 7.3c green, yellow and red curves, respectively). The faster dynamics of the
signals are similar to the effect of higher orders in perturbation theory, i.e., seventh-
order signals contributing to the EEI2D signal [7].
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Here, additional excitons in the system interact with the biexciton which results in
an overall effective increase of the annihilation rate.

The anisotropic signal shows for all annihilation times a decay with a following
recovery of the signal (Fig. 7.3d). For a slow annihilation time of 10 ps, the anisotropic
EEI2D signal recovers on a slow timescale where the final value of anisotropy is reached
after 20 ps (Fig. 7.3d, purple curve). The rise of the recovery is determined by the slow
annihilation of 10 ps. For a slow annihilation time such as 10 ps, the two phases of
localization and the following annihilation are separated by their different timescales.
First, the anisotropic signal decays because of the depolarization via the localization.
The anisotropy rises again with the annihilation rate of the localized states. If the
annihilation time in the localized set of states decreases (Fig. 7.3d, dark blue and
light blue curves), the recovery of anisotropy starts to vanish and the only remaining
dynamics in the anisotropy is a decay. Following this argumentation, the recovery is
less visible for a localization time of 200 fs and 100 fs (Fig. 7.3d, green and yellow
curves). For a very fast annihilation time of 50 fs, the two phases of localization and
annihilation in the localized states overlap (Fig. 7.3d, red curve). The final value of
the anisotropy does not change with different annihilation times because the number
of annihilation events in each set of states is determined by the localization time which
is not varied. In line with our argumentation, only the time it takes to reach the final
value of the anisotropy is influenced by the annihilation time in the localized set of
states. Our model system demonstrates that the anisotropy of the EEI2D signal is
sensitive to a change of the transition dipole-moment orientation, which can be caused
by localization, and to the dynamics of exciton–exciton annihilation.

7.4. Anisotropy in Squaraine Copolymers
Armed with the understanding of EEI2D anisotropy of molecular dimers, we proceed to
large, extended systems such as conjugated polymers. We take squaraine copolymers
as a typical example. Squaraine polymers have excellent opto-electronic properties
such as a large exciton diffusion length [7, 206] which makes them an interesting can-
didate for applications such as solar cells [293]. The key process is the exciton transport
along the polymer chain. Long-range transport is very difficult to track by conven-
tional techniques such as pump–probe spectroscopy, as it occurs on a mesoscopic or
microscopic scale and in an energetic landscape in which the chromophores distributed
along the chain have the same energy on average. Thus, it is not possible to observe
any transient spectral changes as a result of transport phenomena. We have recently
shown that EEI2D spectroscopy can be very well used for this task [4]. Exciton trans-
port is influenced by the polymer disorder, which can be energetic and structural. The
former results in local traps, while the latter leads to polymer segmentation, varying
conjugation length, and transport bottlenecks. Advanced single-molecule studies on
individual polymer strands demonstrated the connection between the local conforma-
tion and the photophysics in polymers [294, 295]. Small kinks can cause a local change
in the coupling and therefore potentially influence the transport properties of the sys-
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tem. Our goal is to investigate how the polarization sensitivity of the EEI2D signal
can be used to disentangle the types of disorder affecting the transport. We further
want to understand how local changes affect the anisotropy and how the transport is
influenced by them.

7.4.1. Polymers with a Kink
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Figure 7.4.: A kink with varying angle in a polymer. (a) Our studied system is a copolymer
made from twenty monomers and a central kink with an angle from 0◦ to 50◦. (b) Dynamics
of the normalized isotropic EEI2D signal over the population time. (c) Dynamics of the
anisotropic EEI2D signal over population time. Reprinted from Ref. [12], with the permission
of AIP Publishing.

Let us start with a simple feature of structural disorder in a polymer: a kink. For
our simulations, we consider a squaraine copolymer consisting of twenty monomers
(or ten dimers) with a kink with varying angle in the middle of the polymer as shown
in Fig. 7.4a. The polymer chain consists of two kinds of monomers, called SQA
and SQB, which build up an alternating copolymer. In Figs. 7.4b and 7.4c the
isotropic and anisotropic EEI2D signal contributions, respectively, are shown. In all
our simulations we use parameters derived from describing our EEI2D measurements
on conjugated squaraine copolymers of varying length [7]. A full set of the parameters
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can be found in the supplementary material (Sec. 7.6.7). We verified that the EEI2D
signal is dominated by exciton–exciton annihilation (Sec. 7.6.8 of the supplementary
material). The effect of the kink is practically not visible in the isotropic EEI2D
signal (Fig. 7.4b). The isotropic signal reaches its plateau at around 300 fs, which is
the average time until two excitons can meet, due to exciton diffusion, and interact
with each other. To understand the dynamics in the isotropic EEI2D signal, we have
to consider the excitonic structure. In the polymer, the coupling between different
monomers is only broken by one kink. Since the change in the excitonic structure is
only minimal, the isotropic EEI2D signal is almost not affected either. The anisotropic
signal (Fig. 7.4c) shows an unambiguous sensitivity to the kink in the polymer. Note
that the time for the anisotropic signal to reach its final value is the same as the time it
takes the isotropic EEI2D signal to reach its plateau. The anisotropy decay increases
with the angle of the kink. The reason for this behavior is the depolarization due
to exciton transport from one part of the polymer to the other. If the kink is more
substantial, the change in the direction of transition dipole moments due to transport
of the excitons is larger, and therefore the anisotropy decay is stronger. The difference
for the anisotropy for a small kink is not large which makes it difficult to observe
experimentally. However, the signal-to-noise ratio can be improved by first fitting the
measurements of perpendicular and parallel polarization and use the fits to construct
the anisotropy [279]. Further, laser systems with high repetition rates up to 100 kHz
might improve the signal-to-noise ratio of higher-order signals further [254].

Summarizing, using the isotropic signal alone one cannot attribute any spectroscopic
signature to a kink. In contrast to this, the anisotropic signal is an excellent indicator
for a geometry variation such as a kink in a polymer.
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7.4.2. Energetic vs. Geometric Disorder in Polymers
Real polymers are significantly disordered, both energetically and structurally. Here,
we demonstrate how anisotropy in EEI2D can be used to distinguish between the en-
ergetic and geometrical disorder in polymers. Again, we calculate the isotropic and
anisotropic EEI2D signals for a squaraine copolymer consisting of twenty monomers.
We show the isotropic EEI2D signal for large geometric and energetic disorder when
the system cannot undergo any annihilation in Sec. 7.6.9 of the supplementary ma-
terial. In the first calculations, we vary the energetic disorder (Figs. 7.5a and 7.5b,
respectively). The transition energies of the monomers along the chain are taken from
a Gaussian distribution with a width of 2σ. The values for σ are quoted in Fig. 7.5a
as multiples of σ0 that refers to the energetic disorder determined in our previous
study. Since we model a copolymer, we use individual widths (2σ0)for SQA and SQB
(250 cm−1 for SQA and 500 cm−1 for SQB) [7]. We employ the values for energetic
disorder of σ0 also for all other calculations presented in this paper. For the variations
of the energetic disorder both values are scaled by the same factor.

As can be seen in Fig. 7.5a, the plateau of the isotropic EEI2D signal is reached
at later population times for energetic disorder larger than σ0. This effect is already
visible for a twice larger disorder (Fig. 7.5a, light blue curve). For 3 times and 4
times more energetic disorder the effect is more prominent (Fig. 7.5a, green and yel-
low curves, respectively; note the logarithmic population time axis). For even larger
disorder such as 5σ0 a saturation of the effect is visible and the plateau is reached
at around 20 ps (Fig. 7.5a, red curve). Considering all curves, we thus observe that
for larger energetic disorder, the overall exciton diffusion gets slower. This can be
explained by taking into account that for larger energetic disorder, the excitons are
less delocalized, and they need to overcome higher energetic barriers to move trough
the polymer, which results on average in a longer time for two excitons to meet and
interact. In contrast to the isotropic EEI2D signal, the anisotropic EEI2D signal
(Fig. 7.5b) is not affected by a varying energetic disorder, because the direction of the
transition dipole moments does not change with the energetic variation. Therefore the
anisotropy does not change by exciton diffusion since all parts of the polymer have the
same direction of the transition dipole moment independent of the energetic disorder.
The anisotropy therefore stays constant at the maximum possible value.
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Figure 7.5.: Effect of energetic and geometric disorder in squaraine copolymers. (a)
Isotropic EEI2D signal for a polymer with varying energetic disorder. (b) Anisotropic EEI2D
signal for a polymer with varying energetic disorder. (c) Isotropic EEI2D signal for a polymer
with varying geometric disorder. (d) Anisotropic EEI2D signal for a polymer with varying
geometric disorder. Reprinted from Ref. [12], with the permission of AIP Publishing.

For geometric disorder the situation is different. To simulate a polymer with vary-
ing random geometry, we construct a polymer made of twenty monomers by adding
monomers head-to-tail with an angular distribution. The angular distribution is spec-
ified in the legend of Fig. 7.5c as the width (2σ) of a Gaussian distribution. We take
care that the polymer does not fold back on itself by enforcing a minimum-distance
structural constraint for each randomly generated chain. In our case a constraint on
the minimum distance between neighboring molecules is set to half of the molecular
length, which corresponds to a back-folding angle of 60◦. The isotropic and anisotropic
signals are shown in Fig. 7.5c and Fig. 7.5d, respectively. The isotropic signal contri-
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bution is almost unaffected by the geometric disorder. Only for the largest geometric
variation (Fig. 7.5c, red curve), slightly slower annihilation dynamics are visible by
the plateau which is reached at a later population time. For such a large variation of
the inter-chromophore angle, the geometric disorder probably leads to some monomers
with configurations for which their transition dipole moments are oriented close to an
angle where the coupling is zero. In such a case, the suppressed coupling leads to
overall slower dynamics in the EEI2D signal.

In contrast to the isotropic signal, the anisotropy is sensitive to the geometric disor-
der. In the anisotropic signal, a stronger decay is observed for larger geometric varia-
tion in the polymer chain. Due to the varying orientations of the individual monomers,
the dipole moment changes its direction upon propagation of the excitons through the
chain which is visible as a decay of the initial anisotropy value. In other words, the
exciton transport leads to a depolarization process. For small geometric variations of
a width of 12◦ and 18◦ (Fig. 7.5d, light blue and green curves, respectively), the decay
is small and the final value is close to the situation without any geometric variation
(Fig. 7.5d, dark blue curve). The final value of anisotropy indicates, similar to Sec.
7.4.1, how substantial the change is of the orientation of transition dipole moments
by the exciton transport. Following this argumentation a decay in the anisotropy is
visible for a width of 36◦ (Fig. 7.5d, yellow curve). For the largest simulated geomet-
ric variation with a width of 72◦ (Fig. 7.5d, red curve), the anisotropy first rises and
then decays. Such huge random orientation results in low coupling. Lower coupling
throughout the polymer leads to less delocalized excitons and slower annihilation, as
already discussed. For the case of large geometric variation such as a width of 72◦,
the depolarization by transfer and the exciton–exciton annihilation will be sufficiently
slowed down due to the low coupling. This is similar to our model system of a dimer
(Sec. 7.3.3) with slow annihilation where the recovery of the signal is significantly
delayed.

Summarizing, the two examples of energetic and geometric disorder shown in Fig. 7.5
demonstrate how analyzing both the isotropic and the anisotropic EEI2D signal can
distinguish between both situations. In real polymers, where energetic disorder as
well as geometric disorder is present, the EEI2D anisotropy is an excellent tool to
directly observe the amount of geometric disorder since a change in the anisotropy is
unambiguously connected to the structural disorder of the polymer. This is in contrast
to other experimental techniques such as linear absorption spectroscopy where both
energetic disorder as well as geometric disorder change the spectrum (Sec. 7.6.10 of
the supplementary material).

7.4.3. Polymers with Different Geometric Domains
In this section, we investigate a special behavior of squaraine copolymers. These poly-
mers are known to form more than one type of structure within one polymer strand,
depending on the solvent [296]. In a polar solvent such as acetone, these polymers
form a structure in which the chain is partially oriented in a zig–zag geometry while
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other parts of the polymer form a helical structure. Due to the different conformations,
the electronic coupling is different in the different domains. While in the zig–zag part
J-type coupling is present, the helical structure realizes H-type coupling. We simulate
this situation with a polymer consisting of ten dimers out of which five are arranged
in a head-to-tail configuration and the following five all parallel to each other but with
angles of 65◦ with respect to the chromophores in the first segment (Fig. 7.6a). This
situation corresponds to a part of the polymer with a J-type coupling and another
part with H-type coupling similar as in squaraine copolymers in polar solvents. We
vary the coupling between the different domains from no coupling to the full coupling
between all the monomers of the different domains. Effectively the coupling within a
domain stays constant while the coupling between the domains changes. In Fig. 7.6a
the difference in the coupling is illustrated by the varying distance between the two
domains. We calculate the full coupling between the domains, fractions of the full cou-
pling, and also the case when the two domains are uncoupled. In the supplementary
material (Sec. 7.6.11) we further show the situation how the signal changes if all the
monomers have different orientations with respect to each other. While the coexistence
of different polymer configurations seems quite specific for squaraine copolymers [296],
identification of different structural domains is a much more general problem. Exam-
ples include excitation energy flow through the natural photosynthetic membrane [61]
or biomimetic light harvesters such as tubular J-aggregates [171, 297]. Finally, struc-
tural domains can be found in films [130, 298–300], perovskites [301], or conjugated
polymers similar to those discussed theoretically here as an example [302, 303].

In Fig. 7.6b we show the isotropic EEI2D signal for a polymer with two different
domains and varying coupling between the domains. The isotropic EEI2D signal is
relatively robust against different couplings between the two domains. The plateau is
reached earliest for zero coupling between the domains (Fig. 7.6 b, dark blue curve).
If the domains are not coupled at all, the aggregate is split effectively into two smaller
fragments made out of five monomers each. Therefore, the exciton–exciton annihila-
tion is faster compared to a longer polymer. For weak coupling such as fractions of
0.02 (Fig. 7.6b, light blue curve) or 0.1 (Fig. 7.6b, green curve) of the full coupling,
the isotropic EEI2D signal reaches the plateau later as for no coupling between the do-
mains. In the case of such weak coupling the exciton diffusion between the monomers
is slowed down which results in an overall slower dynamics for the EEI2D signal. If the
coupling between the domains is increased to half or full coupling (Fig. 7.6b, yellow
and red curve, respectively), the plateau is reached again at earlier times but not as
early as in the case without any coupling. The effect is discussed in more detail in the
supplementary material where we also show the signal in the case where annihilation
is forbidden (Sec. 7.6.12). In total, the isotropic signal shows some sensitivity with
respect to the inter-domain coupling, but the quantitative effect is not so large, and
the qualitative shape of the curves is almost unaffected. Thus, in an experiment where
comparative curves for different geometries are not available, it would not be possible
to deduce the configuration from the measurement. This changes when considering the
anisotropic EEI2D signal that displays strong quantitative and qualitative variations
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Figure 7.6.: Effect of two different geometric domains within one polymer, inspired by
squaraine copolymers in polar solvents. (a) We demonstrate the effect of two different
geometric domains on the anisotropic and isotropic EEI2D signal by varying the coupling
between the domains but not within one domain. This is illustrated by the different distances
between the domains. (b) Isotropic EEI2D signal for two domains with varying coupling
between the domains. (c) Anisotropic EEI2D signal for two domains with varying coupling
between the domains. Reprinted from Ref. [12], with the permission of AIP Publishing.

We show the anisotropic EEI2D signal of the polymer in Fig. 7.6c. The EEI2D
anisotropy does not change with population time if the two domains are not coupled
(Fig. 7.6c, dark blue curve) since the direction of the transition dipole moments can-
not change within a domain. A biexciton that is partially located on one domain
and partially on the other does not contribute, since this kind of biexcitons cannot
undergo exciton–exciton annihilation. If the domains are coupled to each other, the
anisotropy reaches its final value faster if the coupling between the two different do-
mains is stronger. Note that if the orientation of the whole polymer is varied, the
anisotropy stays constant (supplementary material, Sec. 7.6.11).

Upon varying the coupling between the domains, the initial-time value of the anisotropy
changes slightly and exceeds the calculated maximum value of the anisotropy. A rea-
son for this might be that for full coupling, the excitons may be delocalized not only
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within one domain but also between the domains. In real systems, such a huge delocal-
ization is suppressed by disorder in the system. However, our model does not describe
the initial excited state correctly, since we neglect coherences during the population
time; a correct description of the coherent behavior at population times around time
zero is thus beyond the scope of this work. We note that within secular approxima-
tion the presence of such coherences, while present in the spectroscopic response, does
not affect the population dynamics, in which we are interested [304]. The coherent
dynamics will manifest as typical oscillations which lie on top of the EEI2D signal
and might distort the anisotropic signal dynamics. It was recently shown that the
rise of the EEI2D signal with the annihilation rate is still visible even in the presence
of such coherent oscillations [220]. A possible strategy to avoid such kind of distor-
tions especially for dynamics close to T = 0 might be to use fits of the measurements
with parallel and perpendicular polarization. However, the spectra close to T = 0 are
difficult to interpret anyway, due to pulse overlap effects [124].

The final anisotropy value is determined by the difference of the orientation of the
two domains. If the domains are not connected by any coupling (Fig. 7.6c, dark blue
curve), a change of the direction of the transition dipole moments is not possible since
no transfer between the domains is realized. For the cases of full coupling, half of the
full coupling and 0.1 of the full coupling between the domains, the anisotropy reaches
the same final value. One might expect that for a change in the coupling between the
domains, the final anisotropy value might change, similar to the case of our investigated
heterodimer (Sec. 7.3), where a faster localization leads to a different final value in the
anisotropy. This is not the case for the polymer. The difference between a polymer
with two domains and the heterodimer in Sec. 7.3 is that in our investigated polymer
both domains get excited equally, while in the heterodimer only the delocalized states
are initially excited. In the polymer the orientation of transition dipole moments after
the excitation changes by exciton transfer between the domains. Since we keep the
relative orientation of the two domains fixed and only vary the coupling between the
domains, the final value of the anisotropy does not change. Instead, the coupling
changes the time it takes for the long-term value of anisotropy to be reached. If the
exciton lifetime is shorter than the time needed for transfer between the domains,
the excitons will decay within their lifetime before the maximum depolarization for
the geometry is possible. In such cases (Fig. 7.6c, light blue curve), the anisotropy
decay will be slower and the final value of anisotropy is higher than for cases with full
coupling between the domains (Fig. 7.6c, red curve). The final value of anisotropy can
change if the geometry of the domains changes, i.e., if the monomers of the domain
are tilted by an angle different than 65◦ (Sec. 7.6.13 of the supplementary material).
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7.5. Summary and Conclusion
We have derived the mathematical expressions for calculating the anisotropy in fifth-
order exciton–exciton-interaction two-dimensional (EEI2D) spectroscopy, derived min-
imal and maximal anisotropy values of −2/7 and 4/7, respectively, and derived that the
magic angle of 54.7◦ between linear pump and probe polarizations, well known from
anisotropy-free third-order pump–probe spectroscopy, is also valid in EEI2D spec-
troscopy. We have further developed an efficient response-function-based approach for
calculating orientationally averaged EEI2D signals.

Using a Frenkel exciton model with open quantum system dynamics, we have demon-
strated relevant properties of the anisotropic EEI2D signal in molecular systems. In a
molecular heterodimer, anisotropy in EEI2D spectroscopy can be used to disentangle
the interplay between localization and annihilation. While the isotropic signal pro-
vides information on the dynamics of exciton–exciton annihilation only, the anisotropy
further reveals information about the change in the direction of the transition dipole
moments. The process of localization is thus encoded in the dynamics of the anisotropic
signal. A decay in the anisotropy is an indicator that the process of localization takes
place. Further, we have analyzed the interplay of structural and energetic disorder
in polymers. We have simulated four different examples of disorder in a polymer: a
kink, random energetic disorder, structural disorder, and different geometric domains
within one polymer chain. For a polymer with a kink, the anisotropy decay depends
on how strong the polymer is bent. In contrast to the anisotropic signal, the isotropic
signal is not sensitive to the kink in the polymer chain. In general, the isotropic and
anisotropic signals have opposite sensitivity to the energetic and structural disorder.
While the anisotropic EEI2D signal is strongly sensitive to the structural disorder, the
isotropic signal changes drastically with the disorder in transition energies. Together,
the signals can thus be used to determine the relative importance of the different
kinds of disorder in polymers. Finally, we considered a polymer with different geomet-
ric domains. In this particular situation, the decay of the anisotropic EEI2D signal
is a good indicator of the coupling between the domains. If the coupling between the
domains is stronger, the excitons can transfer faster from one domain to the other.
The exciton transfer changes the direction of the transition dipole moment, which is
visible as a decay in the anisotropic EEI2D signal. Together, the analytical derivations
and the numerically investigated examples show that measuring anisotropy is a useful
extension of fifth-order multidimensional electronic spectroscopy. It enables detailed
observation of exciton dynamics, from the interplay of localization and annihilation
at short scales, to the long-range exciton transport in disordered systems. High-order
2D spectroscopy techniques have recently been used to investigate the structure of
biexcitons and triexcitons in quantum dots [13, 216]. In such systems anisotropy in
fifth-order spectroscopy gives the chance to obtain additional information about the
structure of multiexcitonic states. In general, anisotropy in EEI2D spectroscopy will
find use in extended isoenergetic systems such as polymers, aggregates, or natural
light-harvesting complexes.
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7.6. Supplementary material
7.6.1. Mathematical Description of Rotational Averaging
In this section we give a brief outline how the rotationally averaged tensors are calcu-
lated. To perform rotational averaging, we have to solve the equation

ØT (6)
ABCDEF =

∑
abcdef

I
(6)
ABCDEF :abcdef t

(6)
abcdef , (7.29)

where ØT (6)
ABCDEF is the rotationally averaged tensor (indicated by the arc) in the frame

of the laboratory with Cartesian coordinate indices A, B, C, D, E, F ∈ {X, Y, Z} and
t
(6)
abcdef the tensor of a single molecule in the molecular-frame Cartesian coordinates

a, b, c, d, e, f ∈ {x, y, z} [289, 290]. I is a tensor of rank six and connects the molecular
frame with the frame of the laboratory. The tensor I contains fifteen combinations of
pairs of delta functions and the matrix M , [289] further defined below,

I
(6)
ABCDEF :abcdef =

∑
s,R

f
(6)
R MRsg

(6)
s . (7.30)

Here g(6)
s and f

(6)
R are sets of the isotropic tensor isomers. The set of isotropic tensor

isomers of rank six in the laboratory frame, i.e. f
(6)
R , is listed in Table S1.

Table 7.1.: Isotropic tensor isomers of rank six.

R f
(6)
R R f

(6)
R R f

(6)
R

1 δABδCDδEF 6 δACδBF δDE 11 δAEδBDδCF

2 δABδCEδDF 7 δADδBCδEF 12 δAEδBF δCD

3 δABδCF δDE 8 δADδBEδCF 13 δAF δBCδDE

4 δACδBDδEF 9 δADδBF δDE 14 δAF δBDδCE

5 δACδBEδDF 10 δAEδBCδDF 15 δAF δBEδCD

While f
(6)
R is a row vector and contains the isotropic tensor isomers in the laboratory

frame, g(6)
s is a column vector and contains the isotropic tensor isomers in the molecular

frame. It can be obtained by transposing f
(6)
R and switching the indices to molecular

frame (A, B, C, D, E, F → a, b, c, d, e, f). The two sets of isotropic tensor isomers are
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connected by the matrix M , which is known from literature, [289] and is defined as

M = 1
210



16 −5 −5 −5 2 2 −5 2 2 2 2 −5 2 2 −5
−5 16 −5 2 −5 2 2 2 −5 −5 2 2 2 −5 2
−5 −5 16 2 2 −5 2 −5 2 2 −5 2 −5 2 2
−5 2 2 16 −5 −5 −5 2 2 2 −5 2 2 −5 2
2 −5 2 −5 16 −5 2 −5 2 −5 2 2 2 2 −5
2 2 −5 −5 −5 16 2 2 −5 2 2 −5 −5 2 2

−5 2 2 −5 2 2 16 −5 −5 −5 2 2 −5 2 2
2 2 −5 2 −5 2 −5 16 −5 2 −5 2 2 2 −5
2 −5 2 2 2 −5 −5 −5 16 2 2 −5 2 −5 2
2 −5 2 2 −5 2 −5 2 2 16 −5 −5 −5 2 2
2 2 −5 −5 2 2 2 −5 2 −5 16 −5 2 −5 2

−5 2 2 2 2 −5 2 2 −5 −5 −5 16 2 2 −5
2 2 −5 2 2 −5 −5 2 2 −5 2 2 16 −5 −5
2 −5 2 −5 2 2 2 2 −5 2 −5 2 −5 16 −5

−5 2 2 2 −5 2 2 −5 2 2 2 −5 −5 −5 16



. (7.31)

Now we have the tools to perform rotational averaging for different combinations of
excitation and detection polarization as discussed in the main text (Sec. 7.2). For
example, if the first two and the last two interactions share the same polarization
direction and the polarization of the third and fourth interactions are parallel with
each other but are perpendicular to the other four, we have

A = B = E = F, C = D, A ̸= C. (7.32)

For this particular situation, all elements of the tensor f
(6)
R are zero except for the

elements 1, 12, and 15. Therefore the rotationally averaged tensor of rank six is

ØT (6)
iijjii = 1

210
∑

abcdef

(
6δabδcdδef − 1δabδceδdf − 1δabδcfδde − 1δacδbdδef − 1δacδbeδdf

−1δacδbfδde − 1δadδbcδef − 1δadδbeδcf − 1δadδbfδce − 1δaeδbcδdf

−1δaeδbdδcf + 6δaeδbfδcd − 1δafδbcδde − 1δafδbdδce + 6δafδbeδcd

)
t
(6)
abcdef (i ̸= j) . (7.33)

We can see that the tensor ØT (6)
iijjii can also be expressed as a linear combination of three

other tensors by

ØT (6)
iijjii = +ØT (6)

iijjkk + ØT (6)
ijkkij + ØT (6)

ijkkji. (7.34)
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7.6.2. Dynamic Localization in a Heterodimer
The validity of our nonstandard description of the dynamic localization in Sec. 7.3
derives from the linearity of the sum of the response pathways within a given pertur-
bative order. Let us denote the delocalized and localized sets of states with indices D
and L, respectively. The total response S can be separated into the response of the
individual subsystems SD−D and SL−L , and the response originating from both SD−L:

S = SD−D + SL−L + SD−L. (7.35)

The response SD−L includes the desired dynamic localization terms Sloc
L−D with transfer

from D → L with the localization rate kloc, but also potentially any coherence terms
(and, in the collective basis, also bleach-type terms, terms with one exciton in each
subsystem, etc.). It can thus be further separated as

SD−L = Sloc
D−L + Sother

D−L. (7.36)

Now, the key assumption is that the localization with rate kloc does not affect all other
parts of the response, something that has to be ensured in the microscopic model.

In the simulations, we then calculate the response of the combined system with and
without the dynamic localization, and subtract the two. Finally, we add the response
of the delocalized set of states SD−D in the absence of the localization. The resulting
response is therefore

S = Sloc
D−L + Sother

D−L + Sloc
D−D + SL−L −

(
Sother

D−L + SD−D + SL−L

)
+ SD−D. (7.37)

Here, Sloc
D−D is the response of the delocalized set of states in presence of localization

(resulting in an exponential decay of the pathways that probe the system D), and
SD−D is the response of the delocalized set of states without any localization. Since
our localization occurs only in one direction, there is no difference between SL−L in
Sloc

L−L. This calculation of the response thus results in the desired response of

S = Sloc
D−L + Sloc

D−D (7.38)

which reflects the response of the delocalized set of states with dynamic localization.

7.6.3. Theoretical Model
Excitonic Structure

The calculations in this publication were performed with an excitonic model that
we introduced in our previous work on squaraine co-polymers. [7] For the sake of
completeness, we repeat the description of our model here. The description is based
on a Frenkel exciton model known from molecular aggregates. The electronic states
are described as a three level system for each molecule. As common in open-quantum
system description, the molecule is taken to interact with a vibrational bath. The
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Hamiltonian of a molecule at site n is:

Hn = |gn⟩ eg ⟨gn| + |en⟩ (en + δen + ∆Vn(Q(t))) ⟨en|
+ |fn⟩

(
en + δen + ef + ∆V f

n (Q(t))
)

⟨fn| .

Here |gn⟩ is the ground state with the energy eg, |en⟩ the first excited state with energy
en, and |fn⟩ a higher excited state with energy en +ef . In our calculations we consider
the transition energies with respect to the ground state, setting eg = 0. Due to a
different local environment, the transition energies can deviate from their mean values
by δen, reflecting an energetic disorder (which we take to be normal-distributed).
Fast vibrations of the bath coordinates Q cause fluctuations of the moelcular energy
gap, described by the energy gap operator ∆Vn(Q(t)) in the first excited state and
∆V f

n (Q(t)) in the higher excited state. The bath is described as a continuum of
vibrational modes, described by their spectral density C(ω). C(ω) is related to the
energy-gap correlation function by a Fourier transform:

C(ω) =
∫

dteiωt ⟨∆V (t)∆V (0)⟩ . (7.39)

The spectral density can be expressed as

C(ω) =
(

1 + coth ℏω

2kbT

)
C ′′(ω) (7.40)

with
C ′′(ω) = 2λΛ

ω2 + Λ2 + 2λνΩ2ωγ

(Ω2 − ω2)2 + ω2γ2
. (7.41)

The C ′′(ω) is Fourier transform of the imaginary part of the correlation function, and
is typically temperature independent. Our form of C ′′(ω) consists of two terms, the
first is an overdamped Brownian oscillator model for the continuum of modes, with
reorganization energy λ (Stokes’ shift is 2λ) and inverse correlation time Λ. The second
term is an underdamped oscillator with frequency Ω, reorganization energy λν = SΩ
(S is the Huang-Rhys factor), and (weak) damping γ. It represents an intramolecular
vibration of the squaraine molecules themselves. In our model the spectral density is
the same for each of the molecules, in all excited states (only coupled with varying
strength).

The polymer consists of N molecules with electronic coupling between their transi-
tions. It is practical to work in a collective state basis:

|g⟩ = |g1⟩ ... |gN⟩ , (7.42)

|e : n⟩ = |g1⟩ ... |en⟩ ... |gN⟩ , (7.43)
|e : nm⟩ = |g1⟩ ... |en⟩ ... |em⟩ ... |gN⟩ , (7.44)

|e : nml⟩ = |g1⟩ ... |en⟩ ... |em⟩ ... |el⟩ ... |gN⟩ . (7.45)
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ground state

two-quantum states       , 

one-quantum states 

three-quantum states       , 

Figure 7.7.: Parameters of the SQA–SQB dimer units (left) and the structure of the
electronic states (right). The coupling between the different transitions is marked in red.
Reprinted from Ref. [12], with the permission of AIP Publishing.

Here |g⟩ is the collective ground state and |e:n⟩, |e:nm⟩, and |e:nml⟩ are electronic
collective states in which one, two or three molecules, respectively, are excited to
their first excited state. The states can be grouped into zero-, one-, two-, and three-
quantum state manifolds, corresponding to the number of excited electronic quanta.
The two-quantum states also feature the higher excited states of the molecules:

|f :n⟩ = |g1⟩ ... |fn⟩ ... |gN⟩ . (7.46)

The three-quantum states then also include a combination of a higher-excited molecule
n and singly-excited molecule m:

|f :n, e:m⟩ = |g1⟩ ... |fn⟩ ... |em⟩ ... |gN⟩ , (7.47)

The electronic states, grouped in their respective manifolds, are schematically depicted
in Fig. 7.7, together with the parameters used further in the text. The Hamiltonian of
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the N coupled molecules comprising the polymer is in the collective basis defined as:

Hagg = |g⟩ eg ⟨eg| +
∑

n

|e:n⟩ (en + δen) ⟨e:n|

+
∑

n<m

|e:nm⟩ (en + δen + em + δem) ⟨e:nm|

+
∑

n

|f :n⟩ (en + ef + δen) ⟨f :n|

+
∑
n,m

|f :n, e:m⟩ (en + ef + δen + em + δem) ⟨f :n, e:m|

+
∑

n<m

|e:nml⟩ (en + δen + em + δem + el + δel) ⟨e:nml|

+
∑

n̸=m

|e:n⟩ Jnm ⟨e:m| +
∑

n<m,k<l

|e:nm⟩ Je:nm;e:kl ⟨e:kl|

+
∑

n<m,k

(|e:nm⟩ Je:nm;f :k ⟨f :k| + |f :k⟩ Je:nm;f :k ⟨e:nm|)

+
∑

n<m<p,k<l<q

|e:nmp⟩ Je:nmp;e:klq ⟨e:klq|

+
∑

n̸=k,m̸=l

|f :n, e:k⟩ Jf :n,e:k;f :m,e:l ⟨f :m, e:l| . (7.48)

The first four lines comprise the diagonal elements: the energies of the zero-quantum,
one-quantum, two-quantum, and three-quantum states. The last three lines describe
the electronic coupling between the transitions between the states differing by one
quantum (of visible light needed for the optical transition). The coupling between
the one-exciton transitions in molecules n and m is Jnm. The coupled two-exciton
states have to differ by one quantum: Je:nm;e:kl = Jnkδml + δnkJml (δij is the Kronecker
delta), and an analogous expression holds pairwise for the three-exciton states. For
simplicity, we take the coupling for the transitions to the higher states as Je:nm;f :k =
ζ (δkn + δkm) Jnm, where ζ is just a proportionality factor. We calculate the coupling
between the one-exciton transitions, Jnm, in the dipole–dipole approximation between
all molecules according to literature [24].

The polymer transition dipole moment operator describes all possible one-quantum
transitions between the molecules:

µ =
∑

n

(|g⟩ µn ⟨e:n| + h.c.) +
∑

n<m

(|e:nm⟩ µn ⟨e:m| + h.c. + |e:nm⟩ µm ⟨e:n| + h.c.)

+
∑

n

(
|f :n⟩ µf

n ⟨e:n| + h.c.
)

+
∑

n̸=m,k<l

(
|f :n, e:m⟩ µf

n(δnkδml + δnlδmk) ⟨e:kl| + h.c.
)

+
∑

n<m<l,p<q

(|e:nml⟩ (δmpδlqµn + δnpδlqµm + δnpδmqµl) ⟨e:pq| + h.c.) , (7.49)

wherein h.c. indicates the Hermitian conjugate of the previous term and µn the transi-
tion dipole moment between the the ground and first excited state of the n-th molecule.
Analogously, µf

n is the transition dipole moment between the first excited state and a
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higher excited state. In the same spirit as for the electronic couplings, we consider for
simplicity µf

n ∝ µn (with a different proportionality constant compared to the case for
the couplings, see Table 7.2 and Table 7.3). The (multi)excitonic states arise when
the whole system Hamiltonian is diagonalized:

He = CT HaggC, (7.50)

where C is a (orthonormal) transformation matrix from the site basis to the excitonic
basis, with coefficients ci

n (n for molecule and i for excitons) and T denotes transpo-
sition. The He is diagonal, with values representing the energies of the states ϵi, as
indicated also in Fig. 7.7 (right).

The transitions between the (multi)excitonic states are described by the transformed
transition dipole moment operator:

µe = CT µC. (7.51)

System Dynamics

As we consider spectrally integrated response in this work, we will be interested only in
the dynamics of the excitons in the waiting time. Moreover, we will employ a secular
approximation and treat the population dynamics only. Such population dynamics
can be separated into exciton transfer and EEI (exciton–exciton interaction, i.e., an-
nihilation). We calculate the population transfer by Redfield theory [304], with rates
given by state delocalization and the available bath modes. The transition rate kij

from exciton |j⟩ to exciton |i⟩ is

kij =
∑

n

|ci
n|2|cj

n|2νnC(ωji). (7.52)

Here ci
n are the elements of the transformation matrix C, ℏω = ej − ei is the excitonic

energy gap, and νn is the scaling of the strength of the interaction of molecule n with
the bath, described by its spectral density C(ω).

The transfer between two-exciton states (from state β to α) can be expressed by
Redfield theory as well [184],

kee
αβ =

∑
n<m,k<l

(δnk + δnl + δmk + δml) cα
nmcβ

nmcα
klc

β
klC(ωβα). (7.53)

Here, similar to the one-exciton case, cα
nm are the respective elements of the transfor-

mation matrix to the multi-exciton basis.
For simplicity, we assume the same form of interaction with the environment for

all excited states and thus take the energy-gap function of the higher excited |fn⟩
states proportional to that of the |en⟩ states, with the proportionality constant ϕ. As
the bath modes are the same, we allow for a partial correlation of the energy-gap
fluctuations for the |fn⟩ and |en⟩ states (reflected by ϕcorr ∈ [0, 1]). In this description,
the |fn⟩ states contribute to the two-exciton transfer Redfield rates by the following
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two terms:
kfee

αβ = ϕcorrϕ
∑

n<m,k

(δnk + δmk)cα
nmcβ

nmcα
fkcβ

fkC(ωβα), (7.54)

kf
αβ = ϕ2∑

n

|cα
fn|2|cβ

fn|2C(ωαβ). (7.55)

In our calculations we set a weak correlation of ϕcorr = 0.1, in agreement with the
previous work, but the influence of correlation appears negligible in our parameter
range anyway. The second term is the transfer of the exciton through the |fn⟩ states.
It is this term that is responsible for the first step of the exciton–exciton annihilation.
The overall transfer rate in the two-quantum manifold is

kαβ = kee
αβ + kfee

αβ + kf
αβ. (7.56)

As we described at the beginning of this sub-section, we do not treat the coherence
dynamics, as this reduces significantly the computational effort. Any oscillatory dy-
namics of the signal due to the excitonic coherent motion is thus not taken into account.

We already described the first stage of the exciton–exciton annhilation, in which the
two-exciton state changes into one of the higher molecular excited state |fn⟩. From
these states, rapid internal conversion occurs with an internal conversion rate kIC .
Formulated using a Lindblad formalism [24], the decay rate of the mixed two-quantum
state |α⟩ into a (one-quantum) exciton |k⟩ is

kkα =
∑

n

|ck
n|2|cα

fn|2kIC. (7.57)

For the long-time exciton dynamics, one has to consider the finite lifetime τR of the
excitons due to radiative and non-radiative recombination. Since the exciton lifetime is
longer than other processes such as transfer and annihilation (separation of timescales),
the details of the exciton non-radiative and radiative decay are not relevant and it is
sufficient to describe it with a rate constant kR = τ−1

R resulting in an exponential
decay.

In this rate picture, the evolution of the system as a function of waiting time is given
by the master equation for the state populations

dρ(T )
dT

= K ρ(T ), (7.58)

where ρ(T ) is the system density matrix at time T and K is a matrix containing all the
population transfer rates, with the elements given by the rate expressions above. For
the population dynamics, only the diagonal elements of the density matrix ρ are taken
into account. The master equation is solved by using a time-evolution propagator
U (T ),

ρ(T ) = U (T )ρ(0), (7.59)
starting from the initial density matrix ρ(0) (after interaction with the pump pulses).
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The propagator is obtained by a matrix exponential of the rate matrix multiplied by
the time,

U (T ) = exp(K T ). (7.60)
The elements of the propagator matrix such as Uii,jj(T ), contain conditional proba-
bilities for the system starting at time zero in a particular state (here |j⟩) to be at
time T in other particular state (here |i⟩). The propagator matrix elements are used
directly in the response pathway formulas given in the main text.
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7.6.4. Parameters for the Simulation of a Heterodimer
Table 7.2 lists the relevant parameters employed in the simulation of the heterodimer
system (definitions are the same as in our previous publication) [7]. In order to demon-
strate the effects of annihilation and localization more clearly, the system was defined
with a few simplifications as compared to a real-world molecular system. The ener-
getic disorder σ was set to zero and we assumed that the higher excited states of the
monomers cannot be excited directly (µf = 0).

Table 7.2.: Parameters that were used for the simulations in Sec. 7.3 (for ease of comparison
all quantities were converted to wavenumbers or femtoseconds).

Quantity Variable Value
Transition energy of the first excited state
of the monomer with the lower energy eB 13500 cm−1

Energy gap between the first excited states
of the monomers ∆E 400 cm−1

Transition energy between first and higher
excited state Ef 11800 cm−1

Electronic coupling between first-excited-
state transitions J -200 cm−1

Higher-state transition coupling scale Jfe/Jeg 2
Monomeric transition dipole moment µA = µB 1.0
Scaling of coupling to the bath νA = νB 1.0
Scaling of coupling to the bath to higher ex-
cited states νf

A,B/νA,B 4.0

Bath reorganization energy λ 180 cm−1

Bath inverse correlation time Λ 300 cm−1

Exciton lifetime τR 1000 ps
Internal conversion time τIC 30 fs
Scaling factor of the fluctuation between
first-excited states and higher-excited states ϕcorr 0.1

Strong vibrational mode parameters:
frequency, damping,
Huang–Rhys factor

Ω, γ,
S

1280 cm−1, 10 cm−1,
0.18
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7.6.5. Sensitivity of the EEI2D Signal to Exciton–Exciton
Annihilation in a Heterodimer
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Figure 7.8.: Isotropic EEI2D signal of a heterodimer with a localization time of 200 fs. For
the red curve the annihilation time in the localized set of states was set to 50 fs while for
the black curve the parameters were chosen in such a way that no annihilation in the system
occurs. Reprinted from Ref. [12], with the permission of AIP Publishing.

In Fig. 7.8 we demonstrate that the EEI2D signal is dominated by exciton–exciton
annihilation. We prevent any annihilation in the heterodimer of Sec. 7.3. In order to
achieve this, we set the higher-state transition coupling scaling (Jfe/Jeg) in the delo-
calized set of states to zero. This effectively decouples the higher-excited states from
the biexciton states in the delocalized set of states. In addition, we set the annihila-
tion time in the localized set of states to 10 ns, which is much longer than the lifetime
of 1 ns. As can be seen the signal where no annihilation is allowed (Fig. 7.8, black
curve) is much lower than the signal where annihilation is allowed. In an experiment,
the signal without annihilation would probably be lower than the noise level. Note
that in principle also a direct excitation of higher excited states can contribute to the
EEI2D signal. For large aggregates their contribution is small as shown recently [7].
However, in all our calculations the transition dipole moments of these higher excited
states were set to zero.
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7.6.6. Limits of the Anisotropy Value in EEI2D Spectroscopy
Rotational averaging gives us the opportunity to calculate the maximum and mini-
mum value of the anisotropic EEI2D signal of an isotropic sample. We obtain EEI2D
anisotropy in analogy to linear fluorescence anisotropy [278] by

EEI2Daniso = EEI2D∥ − EEI2D⊥
EEI2D∥ + 2EEI2D⊥

, (7.61)

where EEI2D∥ is the integrated EEI2D signal measured with parallel excitation and
detection polarization and EEI2D⊥ measured with perpendicular polarization of ex-
citation and detection. The maximum anisotropy signal corresponds to a situation
when the sample is excited by a linear polarization and no process of depolarization
takes place [278]. In order to calculate the boundaries for the anisotropy in EEI2D
spectroscopy, we can use the rotationally averaged tensors

ØT (6)
AAAAAA = 1

210
∑

abcdef

(
2δabδcdδef + 2δabδceδdf + 2δabδcfδde

+2δacδbdδef + 2δacδbeδdf + 2δacδbfδde

+2δadδbcδef + 2δadδbeδcf + 2δadδbfδce

+2δaeδbcδdf + 2δaeδbdδcf + 2δaeδbfδcd

+2δafδbcδde + 2δafδbdδce + 2δafδbeδcd

)
t
(6)
abcdef (7.62)

and

ØT (6)
AABBBB = 1

210
∑

abcdef

(
6δabδcdδef + 6δabδceδdf + 6δabδcfδde

−1δacδbdδef − 1δacδbeδdf − 1δacδbfδde

−1δadδbcδef − 1δadδbeδcf − 1δadδbfδce

−1δaeδbcδdf − 1δaeδbdδcf − 1δaeδbfδcd

−1δafδbcδde − 1δafδbdδce − 1δafδbeδcd

)
t
(6)
abcdef , A ̸= B. (7.63)

Following Eqs. (7.62) and (7.63), the parallel and perpendicular signals are EEI2D∥ =ØT (6)
AAAAAA and EEI2D⊥ = ØT (6)

AABBBB. A situation in which no depolarization takes place
can be expressed by a = b = c = d = e = f . Using this condition in Eq. (7.62) and
Eq. (7.63), the contributions are

EEI2D∥ = 30
210 = 1

7 (7.64)

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



124 7. Anisotropy in Fifth-Order EEI2D Spectroscopy

and
EEI2D⊥ = 6

210 = 1
35 . (7.65)

Therefore the maximum anisotropy is 4/7 ≈ 0.5714. The minimum value of anisotropy
corresponds to a = b ̸= c = d = e = f . The values for EEI2D∥ and EEI2D⊥ are then

EEI2D∥ = 6
210 = 1

35 (7.66)

and
EEI2D⊥ = 18

210 = 3
35 . (7.67)

From this it follows that the minimum anisotropy value is −2/7 ≈ −0.2857. Note that
these are the same boundaries as for two-photon fluorescence anisotropy measurements
[278]. To illustrate the limits of anisotropy with an example, we calculated a similar

Population time (ps)

0°

45°
90°

54.7°Localization

Delocalized
states 

Localized
states 

a) b)

EE
I2

D
an

is
o 

0.1 10 1000
-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Θ

Θ

Figure 7.9.: Demonstration of the limits of EEI2D anisotropy in a system of a heterodimer.
(a) In both sets of states, the dipole moments point along the same direction. For this
particular situation, only one of the single-exciton states is bright. The localized states are
tilted by an angle Θ compared to the delocalized states. The two transition dipole moments
of the two states are directly on top of each other. (b) Anisotropy for a varying angle Θ.
Reprinted from Ref. [12], with the permission of AIP Publishing.

heterodimer as in Sec. 7.3 of the manuscript, but in order to demonstrate the minimum
and maximum values of anisotropy we modified the orientations of both sets of states
in the following way. In the new calculation of the present section, both monomers in
the delocalized sets of states point along the same direction. In addition we set the
energy difference ∆E between the first-excited states of the monomers to zero which
results in two exciton states. In this specific situation the delocalization is 50% and
only one of the two exciton states is bright. The localized first-excited states are both
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tilted by an angle Θ compared to the delocalized set of states which means both arrows
in Fig. 7.9a are directly on top of each other. As a further simplification we prevent
any annihilation in the delocalized set of states by decoupling the higher-excited states
and the single-excited states (Jfe/Jeg = 0). The localization time was set to 200 fs
while the annihilation time in the localized set of states was 50 fs. The situation is
schematically depicted in Fig. 7.9a.

The anisotropy reaches the maximum value if the localized states are parallel to the
delocalized set of states (Fig. 7.9b, dark blue curve). By contrast, if the localized states
are perpendicular to the delocalized states, the anisotropy reaches the calculated min-
imum (Fig. 7.9b, red curve). If the states are tilted by an angle of 45◦, the anisotropy
is exactly in between the maximum and the minimum value (1/7) (Fig. 7.9b, green
curve). For an angle of 54.7◦, the anisotropy is zero (Fig. 7.9b, yellow curve). This
situation is analogous to setting the probe polarization to the magic angle, but in our
case the initial polarization, caused by interaction with the pump pulse(s), is rotated
by the magic angle due to the process of localization, so that altogether this results in
a purely isotropic signal.
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7.6.7. Parameters for Simulations of Squaraine Copolymers
The parameters for our simulations in Sec. 7.4 are the same parameters as in our pre-
vious publication about squaraine copolymers [7] with two exceptions. For the sake
of simplification, we chose not to allow a direct excitation of the higher excited states
(µf

A,B/µA,B = 0). However, we showed already that their contribution in extended sys-
tems is small [7]. Compared to our earlier publication we now calculate the coupling
directly in the dipole–dipole approximation.

Table 7.3.: Parameters that were used for the simulations in Sec. 7.4 (for ease of comparison
all quantities were converted to wavenumbers or femtoseconds).

Quantity Variable Value
SQB transition energy eB 13500 cm−1

SQA–SQB energy gap ∆E 1200 cm−1

Transition energy between first and higher
excited state Ef 12200 cm−1

Energetic disorder width 2σA,
2σB

250 cm−1,
500 cm−1

Higher-state transition coupling scale Jfe/Jeg 2
Monomeric transition dipole moment µA, µB, 1.2, 1.0
Transition dipole to higher states scaling µf

A,B/µA,B 0.0
Scaling of coupling to the bath νA, νB 1.0, 1.66
Scaling of coupling to the bath to higher ex-
cited states νf

A,B/νA,B 4.0

Bath reorganization energy λ 180 cm−1

Bath inverse correlation time Λ 300 cm−1

Exciton lifetime τR 1091 ps
Internal conversion time τIC 30 fs
Scaling factor of the fluctuation between
first-excited states and higher-excited states ϕcorr 0.1

Strong vibrational mode parameters:
frequency, damping,
Huang–Rhys factor

Ω, γ,
S

1280 cm−1, 10 cm−1,
0.18
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7.6.8. Sensitivity of the EEI2D Signal to Exciton–Exciton
Annihilation in a Polymer with a Kink
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Figure 7.10.: Isotropic EEI2D signal of a polymer with a central kink of 50◦ with annihila-
tion (red) and without annihilation (black). Reprinted from Ref. [12], with the permission
of AIP Publishing.

In Fig. 7.10 we demonstrate that the EEI2D signal is dominated by exciton–exciton
annihilation in a polymer with a central kink of 50◦. To prevent any annihilation
event, we set the higher-state transition coupling scaling (Jfe/Jeg) to zero (compare
Fig. 7.8). Direct excitation of higher excited states does not contribute since we set
the transition dipole moments of these states in all the performed calculations to zero
(Sec. 7.6.7). Clearly, the signal without any annihilation (Fig. 7.10, black) is much
lower than the signal in the case where annihilation is allowed (Fig. 7.10, red) and
would probably not be sufficiently higher than the noise in an experiment.
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7.6.9. Sensitivity of the EEI2D Signal to Exciton–Exciton
Annihilation in a Polymer with Varying Geometric and
Energetic Disorder
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Figure 7.11.: Sensitivity of the isotropic EEI2D signal in the presence (red) or absence
(black) of exciton–exciton annihilation in polymers with different types of disorder. (a)
Large geometric disorder. (b) Large energetic disorder. Reprinted from Ref. [12], with the
permission of AIP Publishing.

We demonstrate the sensitivity of the EEI2D signal to annihilation for a polymer
with either large geometric (Fig. 7.11a) or energetic disorder (Fig. 7.11b) by setting
the higher-state coupling scaling (Jfe/Jeg) to zero. In both cases of disorder the curves
of the EEI2D signal where any annihilation is forbidden (Fig. 7.11a, black curve and
Fig. 7.11b, black curve) have a much lower amplitude than the corresponding curves
where annihilation is allowed (Fig. 7.11a, red curve and Fig. 7.11b, red curve). The
EEI2D signal without annihilation might probably not be detectable in an experiment.
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7.6.10. Absorption Spectra for Varying Energetic Disorder and
Varying Geometric Disorder
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Figure 7.12.: Absorption spectra of a copolymer made out of twenty monomers. (a) Effect
of varying geometric disorder. The legend refers to the width of the distribution of the
angle deviation from the linear configuration. (b) Effect of varying energetic disorder. σ0
corresponds to the width of the disorder which was used in the other calculations (250 cm−1

and 500 cm−1 for SQA and SQB, respectively). Reprinted from Ref. [12], with the permission
of AIP Publishing.

In Fig. 7.12a and Fig. 7.12b we show the absorption spectra of a polymer with
varying geometric disorder and varying energetic disorder, respectively. For moderate
geometric disorder, the absorption spectrum does not change substantially. For large
geometric disorder, such as a geometric variation with a width of 72◦ (Fig. 7.12a, red
curve), the ratio of the peaks changes and the peaks also get broader. For increasing
energetic disorder (Fig. 7.12b), the peaks in the absorption spectrum get substantially
broader. For low energetic disorder of σ0 (Fig. 7.12b, dark blue curve), several peaks in
the absorption spectrum can be distinguished. For up to a double energetic disorder,
the effect on the spectrum is similar as that of large structural disorder. For larger
energetic disorder, the structure becomes less and less visible until, for the highest
disorder of 5σ0, only a single peak with a broad lineshape and shoulder remains visible.
Clearly, both kinds of disorder have an effect on the absorption spectra which makes
it difficult to utilize the linear absorption spectrum alone to retrieve the amount of
geometric or energetic disorder in a polymer.
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7.6.11. Polymer with Varying Coupling
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Figure 7.13.: Effect of varying coupling between the monomers of a copolymer. (a) The
coupling of the monomers is varied by changing the angle of the monomers with respect to
each other. (b) Isotropic EEI2D signal for varying coupling. (c) Anisotropic EEI2D signal
for varying coupling. Reprinted from Ref. [12], with the permission of AIP Publishing.

In order to investigate the effect of different couplings within one polymer strand, we
varied the angle between the monomers (Fig. 7.13a). The isotropic EEI2D signal rises
more slowly if the coupling is smaller. For a geometry of 60◦, where the coupling is
close to zero, the plateau is reached at 100 ps (Fig. 7.13b, green curve). If we increase
the angle further to 90◦ (Fig. 7.13b, dark blue curve), the coupling is larger but the
absolute value is still only half as large as for an angle of zero degrees. Therefore
the plateau is reached faster than in the case of 60◦ orientation but later than for
an orientation of 0◦ (Fig. 7.13b, red curve). For an orientation of zero degrees the
coupling is largest and the plateau is reached fastest (Fig. 7.13b, red curve). Since the
polymer is homogeneous, the polarization does not change via exciton transport. This
results in a constant value for the anisotropy at 4/7 (Fig. 7.13c).
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7.6.12. Isotropic Signal of a Polymer with Two Domains
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Figure 7.14.: Polymer with two different geometric domains and varying mutual coupling.
(a) The coupling between the two geometric domains is changed as indicated by the larger
distance between the domains. (b) Isotropic EEI2D signal of the polymer with geometric
domains and mutual varying coupling. The EEI2D signal in the situation where no annihi-
lation is allowed is shown in black. Reprinted from Ref. [12], with the permission of AIP
Publishing.

As discussed in Sec. 7.4.3, anisotropy in EEI2D spectroscopy is sensitive to the cou-
pling between different geometric domains. However, the isotropic signal undergoes
interesting dynamics for different couplings between the domains as outlined in the
main text. Here, we show a situation in which only the coupling between the domains
is varied but not within the domains. Schematically, this is illustrated in Fig. 7.14a by
a varying distance between the two domains. In Fig. 7.14b we show the isotropic signal
for a polymer with varying coupling, but in contrast to Sec. 7.4.3 the curves are not
normalized. Let us first focus on the curves in which coupling between the different
domains is realized. For a coupling smaller than the full coupling, such as a fraction
of 0.5 of the full coupling (Fig. 7.14b, yellow curve), the plateau is reached at later
times than for full coupling between the domains (Fig. 7.14b, red curve). This trend is
also visible for smaller couplings such as 0.1 and 0.02 of the full coupling (Fig. 7.14b,
green and light blue curves, respectively). The coupling between the domains is the
bottleneck for excitons to get transferred from one domain to the other. However,
for zero coupling between the domains the plateau is reached at earlier times even
compared to the case of full coupling between the domains. If the coupling between
the domains is zero, the signal is set by annihilation on the two individual domains.
Here the exciton–exciton annihilation is much faster because of the smaller size of the
fragments. The amplitude of the EEI2D signal changes with the coupling since the
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excitonic structure is broken by the change of coupling between the two domains. To
demonstrate this, let us take a closer look at the extreme cases of full coupling and no
coupling between the domains. For the case of full coupling, there are

(
20
2

)
biexciton

states and 20 higher-excited states which gives in total 210 two-quantum states. For
no coupling between the domains, only the two-quantum states within one domain
contribute to the EEI2D signal. For two domains with ten monomers there are 2 ·

(
10
2

)
biexciton states and 20 higher excited states, which gives 110 two-quantum states in
total. The higher EEI2D signal amplitude reflects the higher number of biexciton
states which contribute to the EEI2D signal by exciton–exciton annihilation.

Additionally, we show the situation where the domains are fully coupled but no
annihilation in both domains is allowed (Fig. 7.14, black curve). In this case we set
the higher-excited state coupling scale to zero (Jfe/Jeg = 0). The low amplitude of
the signal in the case where no annihilation is allowed justifies that the EEI2D signal
is dominated by exciton–exciton annihilation. In an experiment, the EEI2D signal
without annihilation might not be large enough to be detected.
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7.6.13. Polymer with Two Domains with Varying Angle
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Figure 7.15.: Anisotropic signal for a polymer with two domains where the geometric
orientation of the domains with respect to each other is changed. Reprinted from Ref. [12],
with the permission of AIP Publishing.

In Fig. 7.15 we show the anisotropy of a polymer with two different domains. Here
we changed the orientation of the domains relative to each other. In Sec. 7.4.3,
the angle was fixed to 65◦. Here, the anisotropy was calculated for an angle of 20◦

(Fig. 7.15, dark blue curve), 30◦ (Fig. 7.15, green curve) and 40◦ (Fig. 7.15, red curve).
Clearly, the final value of anisotropy is smaller if the angle is larger. For a larger angle,
the change in the direction of transition dipole moment which is caused by exciton
transfer from one domain to the other is more substantial. Therefore the anisotropy
decay is stronger for a larger angle between the two domains.
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Chapter 8

Direct Comparison of Higher-Order
Pump–Probe and Two-Dimensional
Spectroscopy

Time-resolved spectroscopy is commonly used to study diverse phenomena in chem-
istry, biology, and physics. Pump–probe (PP) experiments and two-dimensional (2D)
spectroscopy have resolved site-to-site energy transfer, visualized electronic couplings,
and much more. In both techniques, one desires to acquire a nonlinear signal that is
based on the polarization of third order in the electric field according to a perturba-
tive expansion. At high excitation intensities, however, additional interactions with
the excitation field can occur and lead to a contamination of the measured signal with
higher-order terms, i.e., higher than third order in terms of polarization. In recent
years, higher-order 2D spectroscopy was developed specifically to measure such sig-
nals, bringing new insight into highly excited states and multi-particle dynamics. In
2D spectroscopy, signals can be separated into various nonlinear orders by resolving
their oscillating frequency along the excitation axis. In the present work, we provide
the theoretical background for such experiments. In particular, we analyze quantita-
tively the emergence of higher-order signals and their contamination of lower orders,
using the approach of combinatorial counting of double-sided Feynman diagrams that
are generated in an automated fashion. We demonstrate how higher-order signals can
be utilized to obtain clean nonlinear signals free of higher-order artifacts. Based on
the analysis for 2D spectroscopy, we also discuss how the same multi-quantum separa-
tion can be realized for PP spectroscopy. Here the higher-order signals are separated
by their individual power dependence. We derive the equations necessary to carry
out such an analysis. Experimentally, we compare both techniques by isolating and
cleaning up multi-quantum signals up to seventh order on the example of squaraine
oligomers. Furthermore, we use higher-order PP spectroscopy to investigate single-
and multi-exciton dynamics in squaraine polymers by extracting up to the thirteenth
nonlinear order. Our approach demonstrates the full power of higher-order PP and 2D
spectroscopic techniques to investigate multi-particle interactions in coupled systems.

This chapter (without Section 8.3.5) is based on the following publication: J. Lüttig, P. Malý, P.
A. Rose, A. Turkin, M. Bühler, C. Lambert, J. J. Krich, T. Brixner.
High-order pump–probe and high-order two-dimensional spectroscopy on the example of squaraine
oligomers.
in preparation (2022).
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and Two-Dimensional Spectroscopy

8.1. Introduction
A common technique to investigate ultrafast phenomena is pump–probe (PP) spec-
troscopy. Here a first laser pulse excites a quantum system and after some time delay
T (“waiting time” or “population time”) another laser pulse probes the temporal evo-
lution. The transient changes at each population time T can be constructed from the
probe spectrum measured after the sample for the cases with and without a prior ex-
citation pulse. Generally, the latter is divided by the former and taking the logarithm
converts the data to an absorbance change. These transient maps, available as a func-
tion of T and of detection wavelength, can be used to investigate ultrafast dynamics
[52, 60]. Two-dimensional (2D) spectroscopy can be viewed as an extension of PP spec-
troscopy that adds frequency resolution for the excitation step. 2D spectroscopy was
used to investigate the dynamics of various different systems such as light-harvesting
complexes [47, 79], reaction centers [41], quantum dots [305, 306], supramolecular ag-
gregates [43, 197], molecular dimers [202], carbon nanotubes [284], and 2D materials
[128, 199]. Exemplarily, one can extract information on relaxation processes [307], ho-
mogeneous and inhomogeneous line shapes [81], energy transfer [39], chemical reaction
kinetics [48], vibrational and electronic coherences [83], and exciton delocalization [8].
It is worth pointing out that the extraction of state-to-state kinetic rate constants is
uniquely determined for 2D spectroscopy under some basic conditions such as the spec-
tral separation of excitonic states [78], unlike for PP spectroscopy where the kinetic
modeling is not unique.

In 2D spectroscopy, a sequence of ultrashort laser pulses interacts with the system
with varying time delays [23]. The total number of pulses for a conventional third-order
2D experiment is often either three or four depending on the beam geometry [73, 87].
Either way, this results in a 2D correlation map for each time step of the population
time T in which one axis is the excitation axis and the other the detection axis. In such
a 2D map, excitation and detection of the same transition results in a diagonal peak
because the frequency in both steps is the same. Electronic couplings show up as cross
peaks for T = 0, and energy transfer shows up as the time evolution of cross peaks for
T > 0, obtained from scanning the population time T between the second pump pulse
and the probe pulse [77]. Analysis of cross peaks can be used to determine properties
such as exciton delocalization, energy transfer [79], or exciton–exciton annihilation [8]
[120].

In the current work, we generalize the analysis to such cases in which cross peaks are
separated by one or several multiples of the fundamental transition frequency and thus
constitute “higher-quantum” peaks, and we also investigate their indirect influence on
fundamental diagonal peaks or other, lower, multiple-quantum peaks. In conventional
PP and 2D spectroscopy, one seeks to obtain the response in third order of perturba-
tion theory. However, signals are often contaminated with higher-order contributions,
and thus we must extend the analysis to higher orders. Under high laser excitation
conditions, exciton–exciton interaction, in the form of exciton–exciton annihilation,
will influence the single-exciton dynamics. Also, any other higher-excited states will
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be excited and contribute to the signal. Such contaminations are well-known for a
variety of systems and can be identified as a change in the dynamics of the third-
order signal and as a deviation from the linear scaling with excitation power, e.g.,
a saturation [4, 20, 186, 205, 308–310]. Consider, for example, the investigation of
photosynthesis with ultrafast spectroscopy [307, 311–313]. Natural light-harvesting
systems utilize multiple chromophores to absorb light. These chromophores act as
an “antenna” and a “funnel” directing the absorbed energy to the reaction center of
the photosynthetic complex [61]. If in such a complex, single-exciton dynamics are
investigated but the excitation power is too high, multiple excitons will be generated
leading to distorted kinetics [186, 190, 240, 314]. In terms of interaction with the light
field, such a regime can be described by additional interactions with the excitation
fields, i.e., more than the usual two “pump” interactions in third-order nonlinear ex-
periments. The onset of exciton–exciton annihilation depends on the system and on
the excitation conditions. Thus, in order to reduce artifacts, the accepted approach is
to measure time-dependent signals for different excitation intensities. If this leads to a
change in the kinetic evolution, one has to attenuate the excitation power further until
no such changes are observed [314]. The problem is that reducing the excitation power
also reduces the overall signal such that the signal-to-noise ratio (SNR) decreases. In
extended systems with large absorption cross sections such as molecular aggregates,
polymers, or natural-light harvesting complexes, it may become impractical to achieve
adequately high SNR in the annihilation-free regime, and then one has to accept com-
promises that may lead to erroneous interpretation of kinetic time constants. Anyway,
the criterion for a sufficiently small change of kinetics upon power reduction is often
subjective.

In recent years, higher-order multidimensional nonlinear spectroscopy gained pop-
ularity [4, 5, 7, 9, 13, 20, 45, 210–212, 215–217, 220, 232]. Higher-order spectroscopy
can be used to measure higher-excited states of molecules [5, 45], energy transfer in
light-harvesting complexes [211], high-frequency vibronic modes [215], exciton–exciton
annihilation [9, 232, 238], multiexciton states in quantum dots [13, 216], coherences
between multi-particle collective states [217], or exciton diffusion in aggregates and
polymers via annihilation [4, 7, 20]. In coherently detected higher-order spectroscopy,
a polarization higher than of third order is measured, which requires more than three
interactions with the excitation fields. In action-detected spectroscopy, higher-order
signals are connected to perturbation terms higher than of fourth order because of
the detection of a population in an excited state [9]. In this chapter, we focus on
coherently detected spectroscopy and disregard action-detected techniques.

In the PP geometry, where three pulses interact with the system (i.e., two pump
pulses and one probe pulse), higher-order signals can be isolated by their position along
the excitation frequency axis in the 2D spectrum. At normal excitation intensities,
each pulse interacts once with the system and the signal is emitted in the phase-
matched direction ±kpump ∓ kpump + kprobe, where the “±” and “∓” signs reflect the
fact that the sum of rephasing and non-rephasing spectrum, i.e., the absorptive part
of the spectrum, is directly obtained. The first pump pulse excites a single-quantum

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



138 8. Direct Comparison of Higher-Order Pump–Probe
and Two-Dimensional Spectroscopy

coherence (1Q) and therefore the signal appears at around the central frequency of the
pump pulse along the excitation axis. The probe pulse excites a 1Q coherence as well
and therefore the signal position along the detection axis is also fixed at around the
central frequency of the probe pulse. We call this the “1Q1Q signal”. Note that the
position of the signal is only approximately located at (in this case single) multiples
of the central frequency because the exact position is influenced by the absorption
and emission spectra of the system [315]. For increasing intensity of the pump pulses,
multiple interactions with the excitation field take place leading to higher-order sig-
nals. One possible signal of next-highest order, with the phase-matching condition
±2kpump ∓ 2kpump + kprobe, is emitted in the same direction, kprobe, as the 1Q1Q sig-
nal. However, due to one more additional interaction with the first pump pulse, the
system evolves in a two-quantum (2Q) coherence after the first pump pulse, and the
signal appears at around twice the central frequency of the pump spectrum. The probe
pulse still only interacts once with the system, and we thus call this “2Q1Q signal”.
We will focus, in this chapter, on multiple interactions occurring with the pump pulses
and consider the probe pulse to be always weak. Therefore, the second coherence in
the signal stays always at the 1Q level, and we will drop this part of the label for the
sake of simplicity. We utilized the 2Q signal previously to investigate exciton–exciton
annihilation as well as exciton diffusion in supramolecular aggregates and polymers
[4, 7, 20]. Other methods to isolate 2Q signals use a noncollinear setup in which the
three pulses interact with the sample from three different directions, i.e., with differ-
ent wavevectors [220]. The 1Q and the 2Q signals are then separated by their specific
phase-matching directions. Recently, we introduced the technique of intensity cycling
which allows to isolate 1Q and 2Q signals in PP spectroscopy [16]. Here, PP signals
are measured at specific excitation intensities from which the 1Q and 2Q signals are
extracted.

As mentioned above, the excitation intensity has to be chosen carefully in conven-
tional PP or 2D spectroscopy experiments to reduce uncontrolled mixing in higher-
order signals. In PP geometry, only odd orders of the nonlinear polarization are in
general present due to the phase-matching condition. The 1Q signal contains, how-
ever, not only the usually desired third order, but all odd orders beginning with the
third (and higher). The 2Q signal is a higher-order signal and likewise does not only
contain fifth-order terms but includes all odd orders beginning from fifth order (and
higher). Thus, if the dynamics of the 1Q signal do not change with increasing exci-
tation intensity and the signal amplitude scales linearly with the excitation intensity,
the 1Q signal is dominated by third-order response and the influence of higher-order
contributions can be considered minor. The same principle holds for the 2Q signal:
If the dynamics of the 2Q signal do not change as the excitation intensity increases
and the signal amplitude scales quadratically, then the 2Q signal is dominated by the
fifth-order response in terms of perturbation theory. However, in general all nQ signals
inherently contain higher-order contributions, starting at order 2n + 1 of perturbation
theory, but their strength can be difficult to quantify experimentally. Therefore, even
an isolation of different nQ signals in 2D and PP experiments, where n marks the
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number of interactions with the pump pulses, does not allow for a clean separation of
different orders of nonlinearity.

In this chapter, we introduce a method for isolating signals of clean nonlinear orders
in 2D spectroscopy in the PP geometry. Our approach works for any nQ signals at
around n times the central frequency of the pump pulse along the excitation axis. The
same procedure can be used to obtain clean nonlinear signals from nQ signals isolated
by PP spectroscopy via intensity cycling. As an example, we measure the 1Q, 2Q, and
3Q signal of squaraine oligomers and show how these signals can be used to eliminate
the fifth- and seventh-order signal contributions at the 1Q signal and therefore obtain
a clean third-order signal even at high excitation intensities. We directly compare the
signals isolated with 2D and PP spectroscopy. Furthermore, we show how the concept
of obtaining clean nonlinear orders can be extended to higher-order signals. As an
example, we extract the clean nonlinear signals up to the thirteenth order of squaraine
polymers using higher-order PP spectroscopy.

The chapter is structured as follows: In Sec. 8.2 we discuss the theoretical concepts
of isolating higher-order signals focusing on double-sided Feynman diagrams. While
Sec. 8.2.1 features 2D spectroscopy, Sec. 8.2.2 demonstrates the concept of isolation
of higher-order signals in PP spectroscopy. Section 8.3 contains the experiment. After
we discuss the experimental setup and the samples in Sec. 8.3.1, we show exemplary
1Q, 2Q, and 3Q signals, obtained on squaraine oligomers from 2D spectroscopy and
PP spectroscopy, in Sec. 8.3.2 and 8.3.3, respectively. In Sec. 8.3.4 we demonstrate
how the clean third-order signal can be retrieved in both techniques by weighting and
adding the different nQ signals. Section 8.3.5 presents our results of higher-order PP
spectroscopy on squaraine polymers. In Sec. 8.4 we summarize the main results and
provide an outlook to future experiments.

8.2. Theory of Higher-Order Spectroscopy
8.2.1. Isolation of Higher-Order Signals in Two-Dimensional

Spectroscopy
A common tool for visualizing and calculating the various excitation pathways of the
nonlinear polarization are double-sided Feynman diagrams [25]. In these diagrams,
time runs from bottom to top. The density matrix is depicted in between two vertical
lines. Interactions with the electric laser fields are shown as arrows that represent either
an excitation or a de-excitation of the system, depending on whether an arrow points
towards or away from the density matrix, respectively. The nonlinear polarization is
emitted in a phase-matching direction that is dictated by the incident wavevectors. An
arrow pointing to the left contributes with a wavevector −k, and an arrow pointing
to the right with +k, to the nonlinear polarization. In this paper we focus on 2D
spectroscopy in PP geometry, wherein the two pump pulses have the same wavevector
k. In our discussion, we will call the two pump pulses “pulse a” and “pulse b” and the
probe pulse “pulse c”. In PP and 2D spectroscopy, the rephasing and non-rephasing
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third-order signals are emitted in phase-matching directions −kpump + kpump + kprobe
and +kpump − kpump + kprobe, respectively. Using our notation introduced above and
the fact that pulse a and pulse b have a common wavevector, we can rewrite the
phase-matching directions for the rephasing contribution to −ka + kb + kc and for
the non-rephasing contribution +kb − ka + kc. In 2D spectroscopy, three different
time delays can be distinguished. The coherence time τ describes the delay between
the two pump pulses. The population time T is defined as the delay between the
center of the second pump pulse and the probe pulse. The signal time t is defined as
the delay between the probe and the emission of the signal. In a PP experiment the
probe itself is the local oscillator. The signal time, t, is measured implicitly by using
a spectrometer, allowing a direct measurement of the Fourier conjugate variable ωt.

The impulsive limit is often assumed when performing calculations or developing
intuition for the signals that are measured in a 2D experiment. The impulsive limit
corresponds to the assumption that none of the pulses overlap in time. However, in
realistic experiments, the two pump pulses always overlap when the coherence time is
smaller than the pulse duration, which is of critical importance in this chapter. Thus,
we will not assume time ordering between the two pump pulses. Furthermore, when
the population time is smaller than the pulse duration, no time ordering exists for the
interaction with the probe pulse either (with respect to the pump pulses), and we must
consider all possible temporal orderings of interactions. For population times further
away from zero, the probe pulse always arrives last and is well separated in time from
the two pump pulses, which is a situation we will call partial time ordering.

In partial time ordering, eight double-sided Feynman diagrams describe the third-
order response. The number of diagrams reduces to six if the RWA is applied [25].
Note that we switch between rephasing and non-rephasing contributions by changing
the time ordering of −ka and +kb. The six diagrams can be further divided into
different types: ground-state bleach (GSB), stimulated emission (SE), and excited-
state absorption (ESA). If the time ordering between pump pulses and probe pulse
does not hold, ten additional diagrams contribute to the third-order signal leading to
a total of 16 diagrams [28]. We show the full set of double-sided Feynman diagrams
for the different cases of time ordering in the Supplementary Material (Sec. 8.5.1).

It is the purpose of the present work to find out at which frequency positions and
with which amplitudes higher-order signals contribute. The fifth-order signal as the
next higher-order signal appears at two different positions in a 2D spectrum: (1) at
the 1Q excitation coordinate as a contamination of the third-order signal, and (2) at
the 2Q excitation coordinate (2ω0) as a new signal, i.e., the 2Q signal. The presence
of a fifth-order signal at the 2Q position, S̃

(5)
2Q(ωτ , T, ωt), guarantees that the 1Q signal

is contaminated by fifth-order signals, such that S̃
(5)
1Q(ωτ , T, ωt) is no longer negligible.

Since the 1Q phase-matching condition must still be fulfilled, such contamination
occurs with two additional interactions with the same pulse, either a or b, but with
oppositely signed wavevector contributions such that the emitted signal direction is
not altered. In this case, the contamination leads to a contribution from multi-particle
dynamics and higher-excited states and to a deviation of the linear scaling of the 1Q
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signal with higher excitation powers [181, 206].
At even higher pump-pulse powers, the amplitude of the seventh-order signals will

get stronger and exceed the noise threshold of the experiment, at which point it will
contribute significantly to the 2D spectrum at three different locations: (1) as a con-
tamination of the 1Q signal, (2) as a contamination of the 2Q signal, and (3) as a signal
that we call the 3Q signal, and similarly for yet higher orders. In Fig. 8.1 we show
the different positions of the 1Q, 2Q, and 3Q signals in the 2D spectrum with repre-
sentative diagrams below. In Fig. 8.1 we consider diagrams up to the seventh-order
contributions. Higher-order contributions such as the ninth-order signal would add
additional diagrams to Fig. 8.1 contributing to the 1Q, 2Q, and 3Q signals as well as
to the 4Q signal. Note that the Feynman diagrams do not include state labels as they
customarily do, because the conclusions we draw from our analysis of time-dependent
perturbation theory are valid for any system and any type of states evolving between
the pulses. Furthermore, we disregard the arrow representing the signal (often shown
as a dotted arrow [23]) for all diagrams presented in this chapter. Each column below
the respective nQ signal in Fig. 8.1 contains the contributing nonlinear orders, each de-
picted by one exemplary out of many double-sided Feynman diagrams. The diagrams
on the diagonal correspond to the lowest-order nonlinear signal that contributes to a
specific nQ signal, and therefore no diagrams above the diagonal are present. For ex-
ample, the lowest-order signal at the 2Q position is of fifth order. Let us take a closer
look at the off-diagonal diagrams that represent the contamination by higher-order
contributions. The contaminations must include pairs of interactions with a single
pulse to maintain the phase-matching conditions associated with each type of signal.
For example, the fifth-order signal contributing to 1Q (Fig. 8.1, second diagram from
top in the first column) has two more interactions with pulse a, as compared to third
order, and those additional interactions occur with opposite wavevectors, i.e., arrows
pointing in opposite directions in the double-sided Feynman diagram.

In the weak-probe limit, the fifth-order signals S̃
(5)
1Q(ωτ , T, ωt) and S̃

(5)
2Q(ωτ , T, ωt)

share many features. Both signals report on the same population dynamics, and have
the same line shapes along the detection frequency axis because pulse c probes the same
populations in both contributions. However, since 1Q and 2Q evolve differently during
the coherence time, τ , between the two pump pulses, i.e., the colored red and blue
rectangles, respectively, the line shapes differ along ωτ . As we show in this publication,
we can use the measured nQ signals for n > r to eliminate higher-order contaminations
in the rQ signal and obtain clean nonlinear signals. For example, the measurement of
the 2Q signal allows us to eliminate the fifth-order contamination at the 1Q position
resulting in a clean third-order signal. Since the fifth-order contributions at the 1Q
and the 2Q position have different line shapes along ωτ , the relationship between the
two signals is not straightforward, and thus we leave any discussion of an optional
correction of the ωτ line shapes for future work. In the present contribution, we focus
our attention on nQ signals that are integrated over their respective frequency regions
along the ωτ axis. Note that such finite-interval integrations (over each nQ region
separately) are not equivalent to an integration over all ωτ (that would correspond to
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Figure 8.1.: Exemplary single- and multiple-quantum Feynman diagrams and their fre-
quency positions up to seventh order in perturbation theory. The 1Q signal appears at the
excitation frequency ω0. The 2Q and 3Q signals appear at twice and three times ω0, respec-
tively. Without contaminations, the nQ signals would correspond to the (2n+1)th nonlinear
orders represented exemplarily by the diagrams on the diagonal. Contaminations arise from
the diagrams below the diagonal. The time periods in which the 1Q, 2Q, and 3Q coherences
arise are marked by colored rectangles.
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a measurement at τ = 0 according to the projection-slice theorem) [23]. It is possible,
however, to extract the different nQ signals in PP spectroscopy (i.e., for τ = 0) by
exploiting their power dependence [16] as discussed in detail in Sec. 8.2.2.

Generally speaking, the nQ signals SnQ(τ, T, ωt) are those signals that oscillate at
roughly n times the central frequency of the pump spectrum (∼ nω0) during the
coherence time τ and occur along phase-matching directions of −nka + nkb + kc [16].
In the case of two pump pulses traveling along the same direction (ka = kb), all
nQ signals have the same wave vector kc, and thus all are detected as a change in
probe absorption. The total signal measured, i.e., the transient change in absorption
introduced by the pump pulses, may be written as

S(τ, T, ωt) =
∞∑

n=1
SnQ(τ, T, ωt), (8.1)

where each multi-quantum signal SnQ(τ, T, ωt) may be expanded perturbatively in
powers of the pump intensity I as

SnQ(τ, T, ωt) =
∞∑

r=n

S
(2r+1)
nQ (τ, T, ωt)Ir (8.2)

where we assume that the probe intensity is weak enough that all signals are linear in
the probe intensity. The signal SnQ(τ, T, ωt) depends also on the excitation intensity
[SnQ(τ, T, ωt, I)]. However, we will discard this dependence in the following discussion
to keep the notation simple. The multi-quantum signals SnQ(τ, T, ωt) oscillate at
roughly nω0 as a function of τ with ω0 as the carrier frequency of the pump pulses.
When inspecting the 2D spectra obtained by taking the Fourier transform with respect
to τ ,

S̃nQ(ωτ , T, ωt) =
∞∫

−∞

dτ eiωτ τ SnQ(τ, T, ωt) (8.3)

we expect to see peak(s) along the ωτ axis near multiples of the pump pulse center
frequency ω0. If the pump pulse has a bandwidth Γ we expect the signal S̃1Q(ωτ , T, ωt)
to be mostly localized within the bounds [ω0−Γ/2, ω0+Γ/2]. More generally, we expect
the signals S̃nQ(ωτ , T, ωt) to be mostly localized within the bounds
[nω0 − Γ/2, nω0 + Γ/2].

We briefly note that the separation of the nQ signals along the ωτ axis is not
guaranteed. Fortunately, if the signals did not separate, it would be visually clear:
instead of localized signals appearing around multiples of ω0 (as illustrated in Fig.
8.1), the signals would blend into each other. In such a case, the technique proposed
in this chapter would not be expected to work. For the purposes of this discussion, we
will assume that the signals do separate along ωτ as it was the case in our previous
experiments [4, 9, 20]. Since the nQ signals separate along the ωτ axis, we can recover,
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to a good approximation, the τ = 0 component of each individual nQ signal using

SnQ(τ = 0, T, ωt) ≈
nω0+∆∫

nω0−∆

dωτ S̃(ωτ , T, ωt). (8.4)

where ∆ ≤ ω0/2. To understand why Eq. (8.4) gives the nQ signal at τ = 0, it is
helpful to recall that in the case where ∆ → ∞, we obtain the total signal S at τ = 0
by the projection-slice theorem [23, 221]. Since the nQ signals separate along the ωτ

axis, we can obtain a good approximation of SnQ(τ = 0, T, ωt). We can understand
why the partial integration recovers the τ = 0 components of separate nQ signals in a
different way by substituting Eq. (8.3) into Eq. (8.4). This leads to

SnQ(τ = 0, T, ωt) =
nω0+∆∫

nω0−∆

dωτ

∞∫
−∞

dτeiωτ τ SnQ(τ, T, ωt) (8.5)

and, interchanging the integrals,

SnQ(τ = 0, T, ωt) = 2∆
∞∫

−∞

dτ einω0τ SnQ(τ, T, ωt)
sin(τ∆)

τ∆ . (8.6)

With increasing ∆, the sinc function becomes increasingly localized around τ = 0. In
the limit of large ∆ we obtain

lim
∆→∞

∆sin(τ∆)
τ∆ = πδ(τ). (8.7)

This limit corresponds to integrating the complete 2D spectrum along ωτ , and would
recover the experimentally measured signal S(τ = 0, T, ωt). Setting an appropriate
∆ thus leads to a selection of the nQ signal for each given n, while restricting the
interferogram closely to τ ≈ 0. In the absence of noise, ∆ = ω0/2 is the optimal
choice. However, in the presence of noise, smaller values of ∆ may be desirable if the
nQ signals are well localized near multiples of ω0 along the ωτ axis. In such a case,
using the largest value ∆ = ω0/2 may simply add noise to the recovered signal.

We have thus far shown that we can, to good approximation, separate the contribu-
tions SnQ(τ = 0, T, ωt) via the use of a sinc filter, as shown in Eq. (8.6), even though
those individual nQ signals cannot be experimentally directly measured at τ = 0 in
the collinear PP geometry. We now discuss how the signals SnQ(τ = 0, T, ωt) are
related to each other and can be used to extract the individual perturbative orders of
the total signal S(2n+1)(τ = 0, T, ωt).
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Fifth-order signal
 at 2Q position

Fifth-order signal
 at 1Q position

b)a)
A B C D

Figure 8.2.: Double-sided fifth-order Feynman diagrams. (a) For the fifth-order signal at
the 2Q position each pump pulse (pulse a shown in red and pulse b shown in green) interacts
twice with the system while pulse c (shown in black) only interacts once. The phase-matching
direction that is connected to this diagram is −2ka + 2kb + kc. For better understanding
we show the evolution of the density matrix explicitly with the ground state |0⟩, the first
excited state |1⟩, and the doubly excited state |2⟩. (b) Four diagrams can be constructed that
correspond to a fifth-order signal at the 1Q position. For diagrams A and B, all interactions
with pulse a occur before any interactions with pulse b, while for diagrams C and D, the
interactions with the two pulses are intertwined. Nevertheless, all four diagrams must be
considered.

Let us take a closer look at the corresponding diagrams of the two contributions S
(5)
2Q

and S
(5)
1Q . At τ = 0, the interactions of the two pump pulses can occur in every possible

order, and therefore all diagrams must be considered. One exemplary diagram for the
fifth-order contribution at the 2Q signal and the four corresponding diagrams of the
fifth-order signal at the 1Q position are shown in Fig. 8.2. For the diagram of S

(5)
2Q

(Fig. 8.2a), both pump pulses interact twice each with the system and with the overall
phase-matching direction of −2ka + 2kb + kc. We show the changes in the density
matrix in Fig. 8.2 explicitly with the ground state |0⟩, the first excited state |1⟩, and
the doubly excited state |2⟩. After the interaction with pulse a, the system evolves
in a 2Q coherence while during the population time a population in a doubly excited
state is reached. Other types of diagrams with a ground-state population or a single-
exciton population after the interaction with the pump pulses can also contribute to
the signal. Pulse c only interacts once with the system resulting in a de-excitation.
Note that other diagrams also contribute where the interaction of pulse c results in
an excitation of the ket of the density matrix [9]. For the diagram shown in Fig. 8.2a
with this specific phase signature of the interactions where the first two interactions
excite the bra of the density matrix and the following two interactions excite the ket
of the density matrix followed by a de-excitation of the bra by pulse c, four fifth-
order diagrams at the 1Q position can be constructed with exactly the same specific
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interaction pattern (Fig. 8.2b). We can construct the fifth-order diagrams at the 1Q
position by taking the diagram with its specific interaction pattern at the 2Q position
and change one interaction from a to b or vice versa. In such a way four different
diagrams can be obtained. In contrast to the diagrams at the 2Q position, now one
pump pulse interacts three times and the other pump pulse only interacts once with
the system. During the population time the system is in the same population state (in
our example in Fig. 8.2, a doubly-excited-state population) since all four interactions
(regardless if they occur with pulse a or pulse b) excite the system, i.e., point towards
the density matrix. This equivalence of the interaction pattern is important because
the diagrams shown in Fig. 8.2a and Fig. 8.2b report on the same system dynamics and
only differ to which specific multi-quantum signal they contribute. All four diagrams
in Fig. 8.2b contribute to the 1Q signal. For the two diagrams A and B, the system
is in a 1Q coherence after interaction of pulse a (|0⟩ ⟨1| for diagram B and |1⟩ ⟨2|
for diagram A) and therefore evolves with a 1Q coherence during the coherence time
τ . In diagrams A and B, all interactions with pulse a occur before any interactions
with pulse b. Diagrams C and D are different because the interaction with one pulse
occurs between interactions with the other pulse. However, since we are integrating the
signals along the ωτ axis we have to consider also the diagrams where the interactions
from pulse a and pulse b are intermixed, i.e., at τ = 0.

The procedure discussed on the example shown in Fig. 8.2 contains the key idea of
this chapter: For every diagram contributing to S

(5)
2Q we can construct four equivalent

diagrams that contribute to S
(5)
1Q at τ = 0. The diagrams of the 1Q and 2Q signal

are equivalent since they have the same interaction pattern and only differ with which
specific pulses the interactions occur. However, for the evolution of the system it does
not matter with which pulse the interaction takes place and therefore the fifth-order
contributions at 1Q and 2Q position report on the same system dynamics. Note that
one important assumption for the equivalence as well as the ratio between the two
contributions is that the pump pulses are identical as stated above. When the two
pump pulses overlap, i.e., time ordering between the pump pulses is not fulfilled, but
time ordering between the pump and the probe pulses holds, S

(5)
2Q is described by 54

diagrams. If time ordering between pump and probe is not fulfilled either, the number
of diagrams for S

(5)
2Q increases to 240. In both cases, for each diagram that contributes

to S
(5)
2Q , there are four diagrams that give an equivalent contribution to S

(5)
1Q at τ = 0.

Thus, the fifth-order contamination at the 1Q position, S
(5)
1Q , is precisely four times the

fifth-order signal at the 2Q position S
(5)
2Q , and can be described by 216 diagrams in the

case of time ordering between pump and probe pulses and 960 diagrams in the case of
no time ordering between pump and probe pulses. We show the full set of double-sided
Feynman diagrams for the two contributions in the case where time ordering between
pump and probe pulses is fulfilled in the Supplementary Material (Sec. 8.5.2).
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In general, to find the relation between a multi-quantum signal and the contribution
by various higher orders, the phase signatures must be considered. For the nQ signal,
the lowest order that can contribute is 2n + 1. In addition, contributions occur from
order 2(n+m)+1 via additional interactions with phase signatures m(+ki −ki), with
m = 1, 2, 3, . . . , and i = a, b. More generally, we show in the Supplementary Material
(Sec. 8.5.3) that

S
(2n+1)
rQ (τ = 0, T, ωt) =

(
2n

n − r

)
S

(2n+1)
nQ (τ = 0, T, ωt) (8.8)

and list the number of diagrams for all orders in Sec. 8.5.4.
The equality at τ = 0 in Eq. (8.8) means that we can use the measured nQ sig-

nals to eliminate higher-order contributions and obtain clean nonlinear signals up to a
given order. As discussed above, for each fifth-order diagram at the 2Q position, four
diagrams corresponding to a fifth-order contribution at the 1Q position can be con-
structed. The fifth-order contribution at the 1Q position can therefore be eliminated
by subtracting four times the 2Q from the 1Q signal resulting in the clean third-order
signal,

S(3)(T, ωt)I = S1Q(T, ωt, I) − 4S2Q(T, ωt, I) (8.9)
where we discarded the dependence on τ for brevity because it is zero anyway and
added the dependences on the excitation intensity I. Note that in previous work
we already discussed contamination correction using higher-order signals in 2D spec-
troscopy [20]. However, in that work we had derived an incorrect factor of six instead
of the correct factor of four for the relation between the fifth-order signal at 2Q and
the fifth-order signal at the 1Q position because we had considered only time-ordered
diagrams, whereas in the present work we take into account all diagrams including
those without time ordering between the two pump pulses. The fifth-order signal at
the 2Q position has an opposite sign compared to the third-order signal at the 1Q
position due to two more interactions with the electric field which add an additional
factor of

(
i
ℏ

)2
, from the perturbation expansion, to the response function.

The same principle can be applied if even higher orders are present. The seventh-
order signal contributes at the 1Q, 2Q, and 3Q positions (Fig. 8.1). In order to correct
for the seventh-order contamination we must find the ratio between the seventh-order
contribution at the 3Q and the seventh-order contribution at the 2Q position. We can
use Eq. (8.8) by setting n = 3 and r = 2 resulting in a ratio of six between the two
contributions. The 3Q signal can be used to correct for seventh-order contribution at
the 2Q position by subtracting six times the 3Q signal from the 2Q signal. Note that
the fifth-order signal scales quadratically on the excitation intensity. For obtaining a
clean third-order signal, we have to eliminate both the fifth order (by subtracting four
times the 2Q signal as shown above) and the seventh order (by subtracting 15 times the
3Q signal). Since the 3Q signal is also used to correct the 2Q signal, it turns up twice
in the overall correction procedure: to eliminate the seventh-order contribution from
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1Q and to eliminate the seventh-order contribution from 2Q. The overall correction
procedure thus results in

S(3)(T, ωt)I = [S1Q(T, ωt, I) − 15S3Q(T, ωt, I)]
− 4 [S2Q(T, ωt, I) − 6S3Q(T, ωt, I)]︸ ︷︷ ︸

S(5)(T,ωt)I2

=S1Q(T, ωt, I) − 4S2Q(T, ωt, I) + 9S3Q(T, ωt, I)

(8.10)

for a clean third-order signal.
We can proceed analogously to obtain similar ratios of double-sided Feynman dia-

grams for all higher orders and generalize the correction procedure accordingly. The
correction factors can be written as a matrix [16] connecting the clean nonlinear signals
S(2n+1)(T, ωt)I with the measured nQ signals SnQ(T, ωt, I),



S(3) (T, ωt) I
S(5) (T, ωt) I2

S(7) (T, ωt) I3

S(9) (T, ωt) I4

S(11) (T, ωt) I5

S(13) (T, ωt) I6

...


=



1 −4 9 −16 25 −36 . . .
0 1 −6 20 −50 105 . . .
0 0 1 −8 35 −112 . . .
0 0 0 1 −10 54 . . .
0 0 0 0 1 −12 . . .
0 0 0 0 0 1 . . .
... ... ... ... ... ... . . .





S1Q(T, ωt, I)
S2Q(T, ωt, I)
S3Q(T, ωt, I)
S4Q(T, ωt, I)
S5Q(T, ωt, I)
S6Q(T, ωt, I)

...


. (8.11)

For any nQ signal the lowest order contribution is 2n + 1 (compare Fig. 8.1) and
therefore, the matrix is an upper triangular matrix. Note that the correction factors
are the same whether or not time ordering between the pump and the probe pulses is
fulfilled as well as if the RWA holds or not as we show in the Supplementary Material
(Sec. 8.5.4). An important point is that procedure corrects up to a certain nonlinear
order. For example, in Eq. (8.10) the 1Q signal is corrected for fifth- and seventh-order
contributions using the 2Q and 3Q signals. However, if the 3Q signal is contaminated
by ninth-order contributions the correction using only the 2Q and 3Q signal is not
sufficient and the 4Q signal has to be taken into account. In summary, Eq. (8.11)
allows us to obtain N clean nonlinear signals by isolating N multi-quantum signals
and then evaluating a suitable linear combination.

8.2.2. Isolation of Higher-Order Signals in Pump–Probe
Spectroscopy

In the present section, we show how to obtain clean nonlinear signals in PP spec-
troscopy without requiring 2D data sets. This was already discussed in Sec. 6.6 and
here we repeat the main points for convenience. In Sec. 8.2.1, the nQ signals were
separated by their specific frequency during τ , i.e., by their position on the excitation
axis in a 2D spectrum. Those signals were then integrated over partial intervals of the
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excitation axis, which we found to be analogous to measuring close to τ = 0. This
leads to the idea that the same information about higher-order signals, obtainable in
2D spectroscopy, can be measured in a PP experiment for which τ = 0 is inherently
fulfilled. However, a PP experiment corresponds to integrating the complete 2D spec-
trum, and not just over finite intervals around nQ signals, which means that we must
separate the nQ signals in a different way. Inspired by phase cycling, we show in this
section how the various nQ signals can be extracted by linear combinations of separate
PP measurements at specific excitation intensities.

In 2D spectroscopy, the sample is excited by a double pulse with the delay τ and
relative phase difference φs. We consider the case of 2D spectroscopy in PP geometry,
i.e., the two pump pulses share a common wavevector. The total electric field Es(t) of
the two pump pulses can be described by

Es(t) = E0(t)ei(ω0t−k·r)

 1︸︷︷︸
pulse 1

+ eiω0τ+φs︸ ︷︷ ︸
pulse 2

+ c.c., (8.12)

wherein the complex-valued envelope E0(t) contains the temporal amplitude evolution,
an overall absolute phase shared between all pulses, and any spectral phase beyond
second order in Taylor expansion, i.e., potential chirp, k is the common wavevector
of both pulses, ω0 is the carrier frequency, r is the position (which is integrated out
when taking into account the phase-matching condition from propagation through the
sample), φs is the relative phase between the pulses, s is an index of the phase-cycling
step to be explained below, and c.c. marks the complex conjugate of the previous
term. In a PP experiment τ = 0 and we can write the intensity as

Is = 4I0 cos2
(

φs

2

)
. (8.13)

with I0 as a “base” pump intensity whose meaning is discussed below. From Eq. (8.13),
it is clear that phase cycling within the pump pulse pair of a 2D experiment, i.e.,
varying φs in specific steps, reduces to simply changing the intensity of the excitation
pulse in a PP experiment. Using the known relation from phase cycling [26], we can
write the signal SnQ (τ = 0, T, ωt, φs) as

SnQ (τ = 0, T, ωt, φs) = 1
2N(1 + δn,N)

2N∑
s=1

einφsS (τ = 0, T, ωt, φs) , (8.14)

where we used S (τ = 0, T, ωt, φs) for the PP signal to reflect the close relation between
2D and PP measurements at τ = 0, φs = π(s − 1)/N , is the relative phase whose role
is reduced to a mere formal parameter for PP experiments in which only a single
(intensity-varied) pulse results from the constructive or destructive interference of the
formally two coincident pump pulses, N is the number of intensity-cycling steps, and
s the intensity-cycling step index. The Kronecker delta δn,N is present because for
n = N , the signal is counted twice by the phase-cycling scheme. The signal SnQ
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depends on the detection frequency ωt, on the population time T as well as on the
phase φs.

In general, phase cycling requires 2N separate phase-cycling steps. Following the
phase-cycling procedure [26], we find that only N steps are sufficient because

cos2 π (2N − s)
2N

= cos2 πs

2N
(8.15)

As a result the intensities Is for s = 1, 2, 3, . . . , N are redundant with the intensities
for s = 1 + N, 2 + N, 3 + N, . . . , 2N . Thus we can rewrite Eq. (8.14) to

SnQ (τ = 0, T, ωt, φs) =
N∑

s=1

2 − δs,1

2N(1 + δN,n) cos
(

n(s − 1)2π

2N

)
︸ ︷︷ ︸

w
(nQ)
s

S (τ = 0, T, ωt, φs) (8.16)

where we defined w(nQ)
s as the specific weights to be multiplied with the “raw” data

S (τ = 0, T, ωt, φs) to retrieve a particular nQ signal via linear combination. The
Kronecker delta δs,1 arises from the fact that N intensity-cycling steps are enough for
a 2N phase-cycling scheme as discussed above.

Given that we can achieve a separation into nQ signals of PP data, we now want
to demonstrate how to use the equations from Sec. 8.2.1 to separate these further
into clean third-, fifth-, and seventh-order response contributions. In the following, we
will omit τ because it is zero anyway for PP. In general, N intensity cycling steps are
needed to extract N multi-quantum signals and to isolate N clean nonlinear signals.
In order to isolate signals up to 3Q, we perform a six-fold phase-cycling scheme, i.e.,
N = 3. The 1Q signal can be isolated by setting n = 1 in Eq. (8.16), which results in

S1Q (T, ωt, φs) = 1
6

[
S (0) + 2 cos

(
π

3

)
S
(

π

3

)
+ 2 cos

(2π

3

)
S
(2π

3

)]
. (8.17)

Using Eq. (8.13), the phases required for the cycling of the pump pulse can be converted
into intensities taking into account that for a phase of zero the maximum intensity is
4I0 such that we can rewrite Eq. (8.17) as

S1Q (T, ωt, I0) = 1
6 [S(4I0) + S(3I0) − S(I0)] . (8.18)

The experiment reduces to obtaining different measurements at fractions of the max-
imum intensity 4I0. Analogously, we can isolate the 2Q signal with n = 2 by

S2Q (T, ωt, I0) = 1
6 [S(4I0) − S(3I0) − S(I0)] . (8.19)

and the 3Q signal with n = 3 by

S3Q (T, ωt, I0) = 1
12 [S(4I0) − 2S(3I0) + 2S(I0)] . (8.20)
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with the additional factor of 1/2 in the prefactor, as compared to 1Q and 2Q. The
prefactor is necessary since n = N and the signal is counted twice. As stated above
N intensity cycling steps lead to N multi-quantum signals and higher multi-quantum
signals can be isolated by increasing the total number of intensity-cycling steps. This
results in smaller phase increment steps and, therefore, smaller steps between the
different intensities.

In Sec. 8.2.1 we showed that the multi-quantum signals at τ = 0 can be used to
correct for higher-order contaminations. Using intensity cycling the multi-quantum
signals are directly obtained at τ = 0 and therefore we can use the same correction
procedure summarized in Eq. (8.11) to obtain clean nonlinear signals. In other words,
our analysis of double-sided Feynman diagrams at τ = 0 applies to the nQ signals
obtained by integrating the signals along the ωτ axis as well as to the nQ signals
obtained by intensity cycling in PP spectroscopy. In the Supplementary Material we
show an alternative way to obtain the nonlinear contributions to different nQ signals
(Sec. 8.5.5). The demonstrated techniques allow to extract multi-quantum signals
either via their specific position along the excitation axis in 2D spectroscopy or by
intensity cycling in PP spectroscopy. As a next step the multi-quantum signals can
be used to extract clean nonlinear signals.
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8.3. Results and Discussion
8.3.1. Experiment
We now illustrate the general concept derived in Sec. 8.2 exemplarily by describing
measurements and the associated analysis on a squaraine oligomer (oSQB8) dissolved
in toluene. The absorption spectrum is shown in Fig. 8.3a (green) together with the
laser spectra of the pump (red shaded area) and probe pulses (black dashed). The
oligomer is made from eight repeating units of the cisoid indolenine squaraine monomer
SQB (Fig. 8.3b). A thorough analysis of the fluorescence and absorption spectra on a
series of squaraine oligomers with varying length made out of SQB revealed that the
spectroscopic properties in toluene can be explained by a structural disordered linear
chain [316]. The structure in toluene results in a J-type coupling and a red-shifted
absorption maximum compared to the monomer. In our measurements, we excited
the blue part of the main absorption peak.

In Sec. 8.3.5 we used squaraine copolymers as a sample that were studied by us
previously [7]. The polymers are made on average out of 19 dimers and were dissolved
in toluene as well. Note that the length distribution is quite broad for this sample [7].
The squaraine copolymers have a similar absorption spectrum as the oligomers with
an absorption maximum at around 790 nm.

Our experimental setup [8, 20] consists of a Ti:sapphire laser amplifier (Spitfire
Pro, Spectra Physics, 1 kHz, 800 nm, 4 mJ) whose output was focused into a hollow-
core fiber (Ultrafast Innovations) filled with neon (∼ 1 bar). The resulting broadband
white-light was compressed by a set of chirped mirrors and then split into a pump and a
probe beam by a pair of wedges. The population time T was controlled by a mechanical
delay stage (M-IMS600LM, Newport) within the probe beam. The pump beam was
guided for further compression trough a GRISM compressor (Fastlite) and an acousto-
optic programmable dispersive filter (AOPDF) pulse shaper (Dazzler, Fastlite). For
PP measurements, the AOPDF was used to control the intensity of the pump pulse.
For 2D experiments, the AOPDF was used to create a double pulse with variable
delay τ . The pump and probe beams were focused into the sample via two focusing
mirrors resulting in beam sizes of 59 µm full width at half maximum (FWHM) for the
main axis of the probe (at an eccentricity of 0.75) and 335 µm FWHM for the pump
(eccentricity of 0.83). The pulse duration of a single pump pulse was measured by
pulse-shaper-assisted collinear frequency-resolved optical gating (cFROG) [153] and
found to be 17 fs (FWHM of the intensity). The pump pulse characterized by cFROG
was used to determine the pulse duration of the probe pulse in a second step by cross-
correlation FROG [153]. The reconstructed duration of the probe pulse (42 fs FWHM)
was slightly longer than the pump pulse due to some remaining dispersion because the
pulse shaper acted only on the pump beam. To obtain the signal (in TA as well as
in 2D), we used a double-chopping scheme in which both beams were chopped with
different frequencies. In the pump beam, sequences of two consecutive pulses were
blocked and then transmitted; in the probe beam, alternating pulses were blocked and
transmitted. This resulted in four combinations, all measured as powers of the probe
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beam: 1) both beams blocked [IB] corresponding to the background only, 2) both
beams open [IPu-Pr], 3) pump beam open and probe beam blocked [IPu], and 4) vice
versa [IPr]. The transient absorption signal as the change of the optical density was
constructed by

∆OD = −log10
IPu-Pr − IPu

IPr − IB
(8.21)

To avoid bleaching, the samples were continuously pumped by a micro annual gear
pump through a flow cell with a 200 µm beam path.
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Figure 8.3.: Characteristics of the measured squaraine oligomer oSQB8. (a) The absorption
spectrum (green) in toluene shows an absorption maximum at ∼ 780 nm which corresponds
to an excitonic structure with J-type coupling. The laser pump spectrum for the 2D as well as
PP measurements (red shaded) is located at the blue side of the main absorption peak while
the probe spectrum (black dashed) covers ∼ 700 to 900 nm. (b) The squaraine oligomer
consists of eight SQB monomer subunits. From the absorption spectrum, a structurally
disordered linear chain structure can be deduced.

8.3.2. Two-Dimensional Spectroscopy
Before we discuss the extraction of clean third-order signals at different excitation
regimes, we want to focus on the isolation of nQ signals starting with 2D spectroscopy
in this section. Carrying out the procedure derived in Sec. 8.2.1 requires scanning of
the coherence time in small enough steps to separate the different nQ signals along the
excitation axis in the 2D spectrum. We want to demonstrate our correction procedure
at different excitation intensity regimes, i.e., where different higher-order signals are
contributing. Therefore, we measured 2D spectroscopy at various excitation intensities
and isolated the 1Q, 2Q, and 3Q signal for each excitation intensity. In practice, we
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keep all pulse parameters constant and vary the pulse energy, which is proportional
to intensity, by directly using the pulse shaper. In the following we will refer to these
measurements by their specific pulse energy of the excitation pulses at temporal overlap
(τ = 0). The probe pulse was always kept weak such that it effectively interacted only
once with the system.

 T = 220 fs
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Figure 8.4.: Multi-quantum 2D spectra of squaraine oligomer oSQB8 measured at a pulse
energy of 220 nJ. (a) Three signals can be distinguished at one, two, and three times the
frequency of the pump pulse on the excitation frequency axis. (b) Zoomed-in data of the
regions marked by colored rectangles in panel (a) containing the 1Q (left), 2Q (middle), and
3Q signals (right). The sign of the signal alternates and the line shape gets broader along
the excitation axis from 1Q over 2Q to 3Q. Diagonals (dashed black) are drawn at ν̄τ = ν̄t

for 1Q, 2ν̄τ = ν̄t, and 3ν̄τ = ν̄t for 3Q.
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The 2D spectrum at a population time of T = 220 fs, measured with an excitation
pulse energy of 220 nJ, is shown in Fig. 8.4a. The signal near the excitation frequency
of ω0 (corresponding to ∼ 13000 cm−1) represents the 1Q signal (blue rectangle). It is
dominated by a negative signal which is elongated along the detection axis. At around
twice the excitation frequency (2ω0), a positive 2Q peak is visible (red rectangle),
called “EEI2D signal” in previous publications [4][7][20]. Here, we adopt the “nQ”
nomenclature to enable generalization to arbitrary orders n and non-excitonic systems.

In Fig. 8.4b we show the individual regions of the 1Q, 2Q, and 3Q regions with
rescaled color bars such that we can clearly distinguish the three different nQ signals.
As discussed in Sec. 8.2.1, the sign alternates between an nQ and an (n + 1)Q sig-
nal. Interestingly, for the higher-order signals (that we define as all nQ signals with
n > 1) a pronounced elongation along the excitation axis can be observed. All nQ
signal maxima are located slightly below their respective diagonals (ν̄τ = ν̄t for 1Q,
2ν̄τ = ν̄t for 2Q, and 3ν̄τ = ν̄t for 3Q). The reason for the peak position could be energy
relaxation and stimulated emission contributions leading to a shift to smaller detec-
tion wavenumbers. The line shapes of the 2Q signal were investigated theoretically
for molecular dimers and trimers [220], as well as directly compared to experimen-
tal results on the example of a squaraine trimer [220]. We leave an analysis of nQ
line shapes in the present oligomer to future work and instead concentrate on the
signals integrated over ν̄t for each nQ region shown in Fig. 8.4b (1Q: 11258 cm−1 to
15010 cm−1, 2Q: 24183 cm−1 to 27936 cm−1, and 3Q: 37109 cm−1 to 40862 cm−1).

We show in Fig. 8.5a the integrated 2D signals of the respective regions for three
different pulse energies. The ν̄τ integration, while keeping the ν̄t coordinate, leads
to effective transient absorption maps. Each of the maps is normalized to the max-
imum of the absolute signal of the displayed map. We adjusted small differences of
the temporal overlap between pump and probe pulses (T = 0, τ = 0) between the
measurements by shifting the population time axis using the coherent artifact in the
1Q signal as described in the Supplementary Material (Sec. 8.5.6). This only affected
the population time axis and not the coherence time. We show the 1Q, 2Q, and 3Q
signals (from left to right) for pulse energies of 15 nJ, 120 nJ, and 220 nJ (from top to
bottom). The 1Q signal at all pulse energies is dominantly negative which corresponds
to ground-state bleach and stimulated emission in our sign convention of transient ab-
sorbance change. Now we focus on the higher-order signals. For the lowest pulse
energy (15 nJ), only a 1Q signal is visible. At the next higher pulse energy (120 nJ), a
2Q signal can be clearly seen, and the 3Q signal just begins to emerge from the noise
floor. At the highest pulse energy (220 nJ), all three signals (1Q, 2Q, and 3Q) are
clearly visible.
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Figure 8.5.: Integrated (along ν̄τ ) kinetics for the 1Q (left column), 2Q (middle column),
and 3Q signals (right column). (a) Resulting effective TA maps. The pulse energy was varied
from 15 nJ (top row) over 120 nJ (middle row) to 220 nJ (bottom row). Each of the maps
is normalized to the maximum of the absolute signal of the displayed map. (b) Kinetics by
averaging the maps from panel (a) over ν̄t (indicated by colored rectangles) and normalizing
to the average between 200 and 300 fs. The 1Q signal is shown for pulse energies of 15 nJ
(blue dotted) and 220 nJ (blue solid), the 2Q signal for 120 nJ (red dashed) and 220 nJ (red
solid), and the 3Q signal for 220 nJ (yellow solid).
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In Fig. 8.5b we show the average (along ν̄t over the marked regions in the maps)
transient absorption signals for 1Q, 2Q, and 3Q. These transients are normalized to
the average signal from 200 to 300 fs to facilitate direct comparison of nQ kinetics.
Thus, the transients are all positive for long delay times and do no longer reflect the
sign alternation from Fig. 8.5a. The 1Q signals at 220 nJ (Fig. 8.5b, blue solid)
and 15 nJ (blue dotted) both rise at around T = 0. The differences between the
two measurements are visible in the first 100 fs after T = 0. During the first 100 fs,
the 1Q signal at 220 nJ rises to a maximum above 1.0 and then slightly decreases.
The 1Q signal at 15 nJ first initially follows the signal at 220 nJ but before then
rounds off without building up a maximum. The change in the dynamics between
the measurements at different pulse energies is a clear indicator that at high pulse
energies, higher-order contributions contaminate the 1Q signal.

With the nQ analysis described in the present work, contamination of 1Q is trivial to
confirm because we can directly measure the higher-order signals, i.e., at 2Q (Fig. 8.5b,
red solid) and 3Q positions (Fig. 8.5b, yellow solid) at 220 nJ. These higher-order
signals correspond to excitation of higher-excited states such as biexciton states. As
previously discussed, higher-order signals in extended systems such as polymers are
dominated by exciton–exciton annihilation [7]. The 2Q signal at 220 nJ rises more
slowly than the 1Q signal at 220 nJ during the first 100 fs, although the difference is
small. The 2Q signal rises slower since it reports on the annihilation of two excitons.
In order to annihilate, the excitons have to get in close proximity to each other and
therefore a period of exciton diffusion takes place which is reflected by a rise of the
2Q signal. Compared to larger excitonic systems that were investigated previously
such as polymers and aggregates [7, 20], the rise of the 2Q signal is faster here since
the studied oligomers are smaller and therefore the excitons do not need to propagate
for large distances before annihilation. At an excitation pulse energy of 120 nJ, the
2Q signal (Fig. 8.5b, red dashed) rises more slowly than for 220 nJ (red solid). The
slower 2Q rise for lower pulse energies is an analogous effect as that observed for
1Q, i.e., higher-order signals contaminate the signal. In this case, at 220 nJ, the
seventh-order signal appears at the 2Q position. We can observe the seventh-order
signal directly at the 3Q position (Fig. 8.5b, solid yellow). The dynamics of the 3Q
signal are influenced by a strong coherent artifact mostly visible as a strong signal for
T < 0. Previous studies demonstrated that non-resonant [189] as well as non-time-
ordered (between pump and probe) contributions [124] have to be considered for the
early time dynamics. A comparison of the measured dynamics of the 3Q signal with
the 1Q and 2Q signals is difficult because of the low SNR. While the 2Q signal is
dominated by the dynamics of biexcitons, the 3Q signal will additionally contain the
dynamics of triexciton dynamics, i.e., the annihilation of three excitons. A theoretical
analysis of the kinetic evolution of higher-order signals in excitonic systems can be
found elsewhere [16].
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8.3.3. Pump–Probe Spectroscopy
As discussed in Sec. 8.2.2, nQ signals can also be extracted from PP experiments using
a systematic variation of the excitation intensity. We show in Fig. 8.6a the 1Q (left),
2Q (middle), and 3Q signals (right) measured via PP. In order to obtain the 1Q, 2Q,
and 3Q signal a set of three different pulse energies is needed as discussed in Sec. 8.2.2.
We constructed three different sets of 1Q, 2Q, and 3Q signals using Eq. (8.16) which are
labeled by the highest power in each sequence: 200 nJ (constructed from measurements
at 200 nJ, 150 nJ, and 50 nJ), 50 nJ (constructed from measurements at 50 nJ, 37.5 nJ,
and 12.5 nJ), and 12.5 nJ (constructed from measurements at 12.5 nJ, 9.375 nJ, and
3.125 nJ).
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Figure 8.6.: Higher-order PP signals of a squaraine oligomer oSQB8. (a) 1Q, 2Q, and 3Q
PP maps extracted from a set of three measurement with 4I0 corresponding to 200 nJ. In
this measurement the signal is isolated by phase cycling as described above. Each map is
normalized by dividing the map by the maximum of the absolute signal of the displayed
map. (b) 1Q signal measured at a pulse energy of 200 nJ (blue solid line) and 12.5 nJ (blue
dashed line). For comparison we show the 1Q signal of the 2D measurement at 220 nJ (black
solid). (c) 2Q signal measured at a pulse energy of 200 nJ (red solid) and 50 nJ (red dashed).
The corresponding signal from 2D measurements at 120 nJ (dark gray solid) is also shown.
(c) 3Q signal measured at a pulse energy of 200 nJ (yellow solid line) and 3Q signal from
2D measurements at 220 nJ (light gray solid).
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We show the full sets of PP data for the three different sets of 4I0, 3I0, and I0 in
the Supplementary Material (Sec. 8.5.7). Let us now focus on the transients arising
after averaging over the marked regions in Fig. 8.6a and normalization to the average
signal between 200 and 300 fs (Fig. 8.6b). The difference in the dynamics for the
measurements at different excitation powers is again mostly visible in the population
times from T = 0 fs to T = 100 fs. For the 1Q signal at 200 nJ (4I0), the signal rises
rapidly at around time zero, reaches a maximum above 1.0 and then decays (Fig. 5b,
blue solid). The 1Q signal extracted from the set with 4I0 corresponding to 12.5 nJ
(blue dotted) does not reach a value above 1.0 and has a more roundish shape. The
differences of the dynamics between these two curves is again a clear sign that at
200 nJ the 1Q signal is contaminated by higher-order contributions. The change in
the dynamics is also visible for the 2Q signal at 200 nJ (red solid) compared to 50 nJ
(red dashed) which can be explained by the seventh-order contribution clearly visible
as a 3Q signal (yellow solid). The 2Q signal at 200 nJ (Fig. 8.6b, red solid) rises more
slowly than 1Q which is better visible by direct comparison of the traces as shown in
the Supplementary Material (Sec. 8.5.8).

The difference for the measurements between low and high power in PP spectroscopy
is similar to the differences between low and high excitation power in 2D spectroscopy.
The 1Q signal in PP spectroscopy at low power (extracted from the data set with
4I0 corresponding to 12.5 nJ) has a similar roundish shape as the 1Q signal at lower
powers in the 2D measurements (Fig. 8.5b, blue solid). Also, the 2Q signal for PP
and 2D spectroscopy (dark grey solid) have similar dynamics. The direct comparison
between the PP and the 2D 3Q signal (Fig. 8.6b, light gray) is not meaningful since
the 3Q signal of the 2D measurement is strongly influenced by the coherent artifact
which is absent in the case of PP spectroscopy. Interestingly, the 1Q signals of PP and
2D experiments seem to differ around time zero for the highest measured power. For
the PP measurement, a small spike is visible while this is not the case for 2D spec-
troscopy (Fig. 8.6b, black solid). One reason could be that the 1Q signal in PP and 2D
spectroscopy is contaminated to varying degrees by higher order contributions. Small
variations of the experimental conditions between the PP and the 2D measurements,
such as slight variations of the laser spectra, the temporal shapes of the pulses or the
spatial overlap between pump and probe pulses, as well as experimental imperfections
might result in a different effective excitation density and therefore in more or less
contamination.
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Another interesting observation is the different appearance of the coherent artifact
in PP and 2D measurements. This is best visible for the negative time delays where
there is almost no signal in the case of PP spectroscopy. In the region close to T = 0,
interactions with the pulses may take place with “incorrect” time ordering such as
“pump–probe–pump” for either PP or 2D spectroscopy [124]. In 2D spectroscopy,
however, such “inverted” time orders can occur for larger T than in PP because the
additional scan of coherence time leads to a “prolonged” incorrect order of the pulses
while in PP experiments, the incorrect time-ordering contributions can only occur if
the pump and the probe pulses overlap. However, a detailed analysis of the coherent
artifact in both techniques is beyond the scope of this work.

In summary, the higher-order signal in 2D and PP spectroscopy reveal similar dy-
namics except for the population times close to T = 0. The contamination of higher-
order signals in both methods is visible as a change in the dynamics of the 1Q signal
by 2Q and 3Q contributions, and of the 2Q signal by 3Q contributions, i.e., faster rises
in each signal are seen for higher excitation pulse energy.

8.3.4. Extraction of Contamination-Free Third-Order Signal
We now focus on the correction of the 1Q signal with respect to higher-order con-
tributions, using both 2D and PP data. In Fig. 8.7 we show 1Q transients from 2D
(a) and PP (b) measurements, averaged over ν̄t (from 12200 to 12800 cm−1). In the
case of 2D spectroscopy, the measurements of 220 nJ and 15 nJ were already shown
in Fig. 8.5b. The transients extracted from a set of three PP measurements with 4I0
of 200 nJ were shown in Fig. 8.7b. For the high-power measurement (220 nJ for 2D,
4I0 of 200 nJ for PP spectroscopy) the 1Q signal is contaminated by higher-order
contributions, i.e., third-, fifth-, and seventh-order signals are mixed together. As a
reference for the 2D measurements we use the signal measured at 15 nJ. For PP spec-
troscopy we use the lowest intensity-cycling step corresponding to an excitation power
of 3.125 nJ. We call these two signals reference signals. The integrated transients are
scaled using two factors. First, each signal is divided by the absolute value of the
transient of the reference signal (averaged from T = 200 fs to T = 300 fs). Therefore
all signals are now in relative units and not in mOD anymore. However, the signals
differ in their strength because they are measured with different excitation powers.
For example, the 1Q signal extracted from a set of measurements with 4I0 of 200 nJ
would be roughly four times stronger than with 4I0 of 50 nJ. Thus, as a second scaling
factor, we divide each signal by the ratio between the pulse energy of that particular
measurement and the pulse energy of the reference measurement. For 2D spectroscopy
this procedure is straightforward but for our technique of PP spectroscopy care has to
be taken. The reference measurement corresponds to one intensity cycling step, i.e.,
one PP measurement at a pump pulse energy of 3.125 nJ. Due to the normalization
factor of 1

2N
in Eq. (8.16) the 1Q signal extracted from a set of three measurements is

normalized to I0. Therefore the 1Q signal extracted from the set with 4I0 correspond-
ing to 200 nJ, 3I0 corresponding to 150 nJ and I0 corresponding to 50 nJ, is divided
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by the ratio of 50
3.125 . Analogously the 1Q signal extracted from measurement of 50 nJ,

37.5 nJ, and 12.5 nJ is divided by 12.5
3.125 . If the negative 1Q signal scaled linearly with

excitation intensity, i.e., if no higher-order contaminations contributed at higher pulse
energies, the minimum signal of each trace would be at −1.0 with this normalization
procedure because we divide the negative signal by the absolute of the averaged ref-
erence signal as well as the ratio of powers which are both positive. Saturation of the
signal for higher excitation intensity leads to lower signal amplitude and, therefore, a
decrease of the signal from −1.0, for example, to −0.8. In Fig. 8.7 the uncorrected
transients are shown as solid lines. The spectrally resolved maps are shown in the
Supplementary Material (Sec. 8.5.9). For the lowest-power measurements in the 2D
experiment, no higher-order signals could be detected. Therefore, this signal should
be free from contamination from higher orders (Fig. 8.7a, light blue). For higher pulse
energies such as 120 nJ (Fig. 8.7a, dark blue solid) and 220 nJ (Fig. 8.7a, purple solid)
the signal saturates, which leads to a signal decrease to −0.6 for the measurement at
120 nJ and to −0.4 for the measurement at 220 nJ. As stated above, the change of the
signal dynamics by higher-order contributions is small in this particular sample, but
changes can be dramatic in the general case of other excitonic systems [186, 205, 206].
We therefore use the signal strength as an additional indicator for whether a clean
third-order signal can be recovered.

N
or

m
. a

m
pl

tiu
de

l (
re

l. 
u.

)

-1.2

Population time (fs)
0 100 200 300

-1.0

-0.8
-0.6
-0.4

-0.2
0.0

Population time (fs)

From pump–probe 
spectroscopy

From two-dimensional
spectroscopy

220 nJ corr. up to 3Q
120 nJ corr. up to 2Q
220 nJ uncorr.
120 nJ uncorr.
15 nJ uncorr.

200 nJ corr. up to 3Q
50 nJ corr. up to 2Q
200 nJ uncorr.
50 nJ uncorr.
3.125 nJ uncorr.

b)a)

-80 0 100 200 300-80

N
or

m
. a

m
pl

tiu
de

l (
re

l. 
u.

)

-1.2
-1.0

-0.8
-0.6
-0.4

-0.2
0.0
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(b) PP measurements with the respective corrections for higher-order contaminations. The
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We now apply the correction procedure from Sec. 8.2 to the measurements of 120 nJ
by subtracting four times the 2Q signal from the 1Q signal, resulting in a clean third-
order signal which is shown in Fig. 8.7a (dark blue dashed). For the measurement at
220 nJ, we use both the 2Q and the 3Q signal for correction according to Eq. (8.10)
and show the result in Fig. 8.7a (purple dotted). The corrected curves show similar
dynamics as the low-power measurement, and the scaling is also correct, i.e., their
minimum signals are around −1.0. At close inspection, it can be seen that the corrected
curves are both slightly below the lowest-power measurements. This indicates that
there is a small contribution of fifth-order contamination present even for the lowest-
power measurement.

For the PP experiments (Fig. 8.7b), the situation is similar to the 2D experiments.
Since the pulse energies are slightly lower in the PP measurements than in the 2D
measurements, the saturation for the power of 50 nJ [Fig. 6(b), dark blue solid] is not
as strong as in the 2D measurement. The change in the dynamics is also not as clear
for the power of 50 nJ [Fig. 8.7b, dark blue solid] as for 2D spectroscopy. However,
for the highest power of 200 nJ [Fig. 8.7b, purple solid], the signal starts to lose its
roundish shape. We compare the signal to the annihilation-free PP measurement at
3.125 nJ [Fig. 8.7b, orange]. Note that this is simply the last measurement step for
the experiment extracted from three measurements with 4I0 corresponding to 12.5 nJ
shown in Fig. 8.6. We discuss the signal extracted from a set of three measurements
with 4I0 corresponding to 12.5 nJ in the Supplementary Material (Sec. 8.5.10). The
corrections of the 50 nJ data up to 2Q (dark blue dashed) and the 200 nJ data up
to 3Q (purple dotted) eliminate the higher-order contaminations. We show that no
seventh-order contamination is present in the 50 nJ measurement in the Supplementary
Material (Sec. 8.5.11). Both of the corrected curves and the low-power measurement
in Fig. 8.7b agree well and only at close inspection a slight systematic deviation can be
noticed. For the highest power, the corrected curve [Fig. 8.7b, purple dotted] is slightly
above the lowest-power measurement. This is a hint that at 200 nJ, the 3Q signal will
be contaminated by a (small) ninth-order contribution that we did not extract with
our measurement scheme but could be obtained using one more measurement step in
the intensity-cycling procedure [16]. In the 2D experiment, the signal at highest pulse
energy seems to be corrected reasonably well using the 2Q and 3Q signals, and not
requiring any 4Q corrections. Slightly different beam sizes or a variation in the spatial
overlap between pump and probe beams between the 2D and PP measurements might
also be reasons for the small deviations between the two experiments.

Additionally to the transients of Fig. 8.7, we show in Fig. 8.8 cuts along ν̄t for the 1Q
signal with and without correction for higher-order contamination at two population
times, 40 fs and 300 fs. We directly compare the data from 2D spectroscopy (Fig. 8.8a)
and from PP spectroscopy (Fig. 8.8b). The signals are scaled in a similar way as in
Fig. 8.7: First the signal for each specific T step is divided by the absolute signal of
the minimum of the lowest-power signal and then each signal is divided by the ratio
between the pulse energy of the measurement and the lowest pulse energy.
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Figure 8.8.: 1Q signal as a function of ν̄t for the two population times of 40 fs (top) and 300
fs (bottom) from (a) 2D and (b) PP spectroscopy. The measurements with pulse energies of
120 nJ and 50 nJ are corrected using the 2Q signal only while the measurements with 220 nJ
and 200 nJ are corrected using the 2Q and 3Q signals. The uncorrected signals with pulse
energies of 120 nJ and 50 nJ are shown as dark blue solids while the corresponding corrected
signals are shown as dark blue dashed lines. The uncorrected signals corresponding to 220 nJ
and 200 nJ are shown as purple solids while the corrected signals are shown as purple dotted
lines. As references, i.e., uncontaminated low power signals, we show measurements at
15 nJ (light blue solid) and 3.125 nJ (orange solid). For the 2D measurement at 120 nJ,
we evaluated the average of the signal between 35 fs and 55 fs (top panels) as well as the
average between 295 fs and 315 fs (bottom panel), since the population time axis of this
measurement was shifted by 15 fs and therefore no spectral measurement for time delays
exactly at 40 fs and 300 fs was taken.
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Let us first focus on the 2D signals at T = 40 fs. The signal amplitude at 120 nJ
[Fig. 8.8b, dark blue solid] and 220 nJ [Fig. 7b, purple solid] is decreased which is the
result of the higher-order contaminations and the connected saturation of the signal.
This means that these signals do not correspond to a clean third-order signal but
are contaminated by fifth- and seventh-order contributions. For the measurement at
120 nJ, we used the 2Q signal for correction and for the measurement at 220 nJ, we
used the 2Q as well as the 3Q signal. The results are shown as the dark blue dashed line
for the corrected signal at 120 nJ and as the purple dotted line for the signal at 220 nJ.
The minimum of both signals is now at −1.0 demonstrating that the corrected signals
correspond to the clean third order. The same behavior can be observed for T = 300 fs.
In the PP measurement, the saturation is clearly visible for measurements extracted
from a set of three measurements with 4I0 corresponding to 50 nJ [Fig. 8.8b, dark
blue solid] and 4I0 corresponding to 200 nJ [Fig. 8.8b), purple solid]. The corrected
1Q signals extracted from the set of measurements with 4I0 corresponding to 50 nJ
[Fig. 8.8, dark blue dashed] and 4I0 corresponding to 200 nJ [Fig. 8.8b, purple dotted]
agree well with the low-power measurement [Fig. 8.8b, orange solid]. At the edges of
the signal, the probe spectrum is weak and the noise increases in both the 2D and
the PP method. For the data from 2D spectra, the corrected curves are slightly below
−1.0 which is a result of a small contribution of the fifth-order signal at 15 nJ [Fig. 8.8,
light blue solid] as discussed above. At T = 40 fs, the spectra from the 2D and the PP
measurements are slightly different which is due to the already discussed difference
between the coherent artifact in both methods. For the larger population time of
T = 300 fs, the spectra from both methods are similar. The correction to obtain a
clean third-order signal for 2D as well as PP spectroscopy also works for T = 0 as we
show in the Supplementary Material (Sec. 8.5.12). For both population times (and for
both techniques), the corrections rebuild the shape of the signal of the measurement
at low pulse energy. We emphasize that our procedure allows one to judge very easily
the excitation regime, i.e., which higher-order contaminations are present. Besides
the correction, one obtains control over the higher-order contributions allowing to
obtain additional information about the interaction of multiple (quasi)particles and
higher-excited states.
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8.3.5. Higher-Order Pump–Probe Spectroscopy on Squaraine
Polymers

As already outlined above, the technique of higher-order 2D and PP spectroscopy can
be used to obtain clean nonlinear signals. In PP spectroscopy, measurements at N
different excitation intensities result in N clean nonlinear signals. In principle, such
an experiment allows one to systematically increase the order of excitation in the
system and to investigate increasing orders in terms of perturbation theory. So far,
we have only discussed cases with N = 3 allowing to separate the third-, fifth-, and
seventh-order nonlinear signals in terms of perturbation theory.

Now we have chosen to set N = 6 which enables us to isolate up to the thirteenth-
order signal in terms of perturbation theory. The results of this experiment are shown
in Fig. 8.9. Besides the TA maps, the integrated signal over the displayed map is shown
on top of each map. As a sample system, we have chosen squaraine copolymers with
an average length of about 19 dimers that were already investigated by us recently
[7]. Our previous experiment on this particular sample was limited to the fifth-order
signal which was utilized to observe EEA. From the measured dynamics, the exciton
diffusion in these systems was characterized and we found that the exciton dynamics
are best described by a sub-diffusive behavior. In higher-order PP spectroscopy, we
can now observe even higher-order signals.

One of the six PP measurements in which all nonlinear signal contributions are
mixed together, is shown on top of Fig. 8.9. Using the six PP measurements, six
different nonlinear signal contributions from third- to thirteenth-order in terms of
perturbation theory can be extracted. The third-order signal consists of one strong
negative feature from the SE and GSB signal contributions. The signal decays with
several time constants as can be already seen from the traces on top of the TA map.
Global analysis revealed that the decay consists of five different components as well as
an additional component reflecting the coherent artifact. The time constants connected
to the different components are in good agreement with previous TA experiments [206].
The physical nature of these components is difficult to unravel since processes such
as vibrational relaxation might contribute as well as the distribution of the polymer
lengths that is quite broad for this sample [7].

The first higher-order signal is the fifth-order signal. Instead of the single-exciton
dynamics, the fifth-order signal probes the biexciton manifold and with that the pro-
cess of EEA in the system. Compared to the third-order signal, the sign is flipped due
to the prefactor of

(
i
ℏ

)n
with n as the order of nonlinearity in the response function.

In accordance to that, the main signal corresponding to GSB and SE contributions
in the fifth-order spectrum is now positive. An interesting feature of the higher-order
signals is a signal with the opposite sign of the respective signal that is visible at a de-

This section is based on the following publication:
P. Malý, J. Lüttig, P. A. Rose, A. Turkin, C. Lambert, J. J. Krich, and T. Brixner.
Separating single- from multi-particle dynamics in nonlinear spectroscopy.
submitted (2022).
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tection wavenumber of about 13000 cm−1. This signal contribution that is best visible
in the fifth-order signal is not present in the third-order signal and might be connected
to the relaxation process between the multi-exciton manifolds via annihilation. The
integrated dynamics of the fifth-order signal differ substantially from the third-order
signal. The fifth-order signal rises slowly due to the diffusion-limited EEA. With our
experimental approach we can now also separate other higher-order signals. Increasing
the nonlinearity by two flips the overall sign of the signal resulting in a negative main
feature for the seventh- and eleventh-order signals and positive signs for ninth- and
thirteenth-order signals. With increasing order of nonlinearity, the number of interact-
ing particles increases: For the fifth-order signals, biexciton states can be excited, for
the seventh-order signal triexciton states and analogously for the higher-order signals.

The dynamics observed within the signals are a result of a complex interplay of
the relaxation processes between the manifolds or, in other words, the seventh-order
signal includes annihilation of triexcitons, annihilation of biexcitons by EEA as well
as single-exciton decay. Summing up the different pathways and relaxation processes
that can occur, the nonlinear signals can be fitted with analytic formulas. The fits
were performed for the first four nonlinear signals (PP(3) to PP(9)) and are shown as
solid lines in the traces in Fig. 8.9. The single-exciton lifetimes can be approximated
by effective rates from the global analysis. From the higher-order nonlinear signals,
the annihilation rates for two, three, and four excitons are obtained. The scaling of
the annihilation rate for increasing numbers of excitons can be used to answer a funda-
mental question about the interplay between exciton diffusion and EEA: Do excitons
always annihilate when they are colocalized or can several encounters between the exci-
tons occur without annihilation? In our recent study, a continuous-time random-walk
model was used to investigate this question by calculating the averaged annihilation
rates for two, three, and four excitons. The key parameter in the model that was
varied is the local annihilation rate. For a fast local annihilation rate, the excitons will
always annihilate when they are colocalized and for a slow local annihilation rate, the
excitons have time to “escape” before annihilation takes place. Using our model, we
could fix the local annihilation rate to 29 fs which reproduces the averaged annihilation
rates of two, three, and four excitons that were obtained by fitting the fifth-, seventh-,
and ninth-order signals. This local annihilation time also agrees with the annihilation
time that was obtained in separate experiments on squaraine dimers [7, 9]. Such a
slow local annihilation rate means that the excitons annihilate in less than 10% of the
cases when they are colocalized.
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Figure 8.9.: Nonlinear signal contributions for squaraine copolymers obtained by higher-
order PP spectroscopy. On the top is one of the six measured PP signals shown in which all
higher-order signals are mixed together. Using our correction protocol allows us to separate
six clean signal contributions up to the thirteenth-order signal. The integrated traces over
the displayed map are shown on top of each map. Fits are shown as solid lines within the
trace.
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8.4. Conclusion
In this chapter, we demonstrated a general procedure that can be applied in two-
dimensional (2D) spectroscopy as well in pump–probe (PP) spectroscopy to obtain
clean nonlinear signals. The first steps in both methods is to isolate the nQ signals.
In 2D spectroscopy the different signals can be isolated by their specific position along
the excitation axis. In PP spectroscopy the nQ signals are isolated by an ”intensity-
cycling“ procedure where the PP signal is measured at different excitation intensities.
Linear combinations of these measurements resulted in the extraction of the various
nQ signal contributions. General equations were derived that are also applicable to
higher orders. As a next step we quantified how much each nonlinear signal contributes
to a specific nQ signal. For 2D spectroscopy we used the well-known concept of double-
sided Feynman diagrams. The crucial point to quantify the contribution of higher-
order signals to a specific nQ signal using double-sided Feynman diagrams is that the
diagrams at τ = 0 have to be considered. The double-sided Feynman diagrams revealed
the close correspondence for a higher-order signal to different nQ signals. Without
distinguishing with which pulse the interactions take place the types of diagrams are
the same for a higher-order contribution at different nQ signals. Taking into account
with which pulse the interactions occur lead to different number of diagrams for a
higher-order contribution at different nQ signals. In other words, the higher-order
signals have the same dynamics at different nQ signals but differ in their amplitude.
Based on the knowledge how much each higher-order signal contribute to different
nQ signals we developed a correction protocol using the isolated nQ signals in PP
and 2D spectroscopy. The clean nonlinear signals are extracted by adding the nQ
signals together with specific correction factors. This result is remarkable because the
correction procedure is independent of the explicit system properties.

We experimentally confirmed our theoretical analysis by isolating the 1Q, 2Q, and
3Q signals of squaraine oligomers in 2D spectroscopy and demonstrated that these
signals can be isolated in a PP experiment as well. We showed that at high excita-
tion pulse energies, fifth- and seventh-order contributions contaminate the 1Q signal,
leading to a change in observed dynamics. In our example, these contaminations arose
from multi-exciton processes such as exciton–exciton annihilation. Additionally, a sat-
uration of the signal with higher pulse energies was observed. Following a full analysis
of all contributing Feynman diagrams from all relevant higher orders, the measured 2Q
and 3Q signals were utilized to correct the 1Q measurement for contaminations from
higher orders resulting in a clean third-order signal. We confirmed our approach by
comparing the corrected 1Q (i.e., third-order) signals with measurements at low pulse
energies, i.e., in the absence of higher-order contamination, and found the dynamics
to be the same. The experimental nQ results and their corrections were found to be
equivalent for 2D and PP spectroscopy, apart from some small differences close to the
pulse overlap that could be explained by non-time-ordered (between pump and probe)
contributions that appear in a different way in 2D spectroscopy.
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We furthermore used the technique of higher-order PP spectroscopy to isolate up
to the thirteenth order in terms of perturbation theory on squaraine polymers. The
higher-order dynamics are dominated by multi-exciton processes. The fifth-, seventh-,
and ninth-order signals probes the dynamics of two, three and four excitons, respec-
tively. The annihilation rates of two, three, and four excitons (obtained by fitting the
corresponding signals) revealed that the excitons in squaraine polymers have many
encounters before they finally annihilate.

The PP method is simple to implement because it does not require double-pulse
scans for excitation, yet it is still possible to separate out multiple-quantum signals
and correct for higher-order distortions. Our technique posses a simple solution to the
long standing problem to avoid annihilation in ultrafast spectroscopic experiments.
The extraction of annihilation-free signals is especially interesting for the investiga-
tion of natural light-harvesting complexes where annihilation is challenging to avoid.
Furthermore, one gains simple access to higher-order signals allowing to investigate
multi-particle interactions and probing their dynamics. While so far we investigated
mostly excitonic systems, our method is not limited to excitons and can easily be ap-
plied to study other quasiparticles such as polaritons [241], plasmons [317] or phonons
[242]. Using the extracted nQ signals to isolate clean nonlinear signals might also be
possible in other spectroscopic methods such as fluorescence-detected 2D [45] and PP
spectroscopy [248].

8.5. Supplementary Material
8.5.1. Double-sided Feynman Diagrams for the Third-Order 1Q

Signal
In Fig. 8.10 we show the double-sided Feynman diagrams for a third-order signal at
the 1Q position. We show the situations where time ordering between the pump
pulses and the probe pulse is fulfilled (Fig. 8.10, black dashed box) and where no time
ordering between pump pulses and the probe holds (Fig. 8.10, red dashed box). When
time ordering between pump pulses and probe pulse is fulfilled, the interactions of
the pump pulses (pulse a and pulse b) take place first, followed by the interaction of
pulse c. For infinitesimally short pulses this is always fulfilled if T > 0. For finite
pulse lengths, time ordering occurs if the delay T is significantly longer than the pulse
duration. If the pulses overlap in time, the order of the interactions can occur in
different ways, i.e., time ordering is not fulfilled anymore. Note that in both cases,
time ordering is generally not fulfilled between the two pump pulses, i.e., the order
of the interactions of pulse a and pulse b can be changed. If time ordering between
pump and probe is fulfilled and the RWA holds, six diagrams contribute with the
phase-matching directions of −ka +kb +kc for the rephasing and +kb −ka +kc for the
non-rephasing contribution, where the indices a and b correspond to the pump pulses
(considered to be identical) while the probe pulse is labeled with c. The rephasing
and non-rephasing diagrams depend on the specific evolution of the density matrix
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during the coherence and signal time [23]. We see that switching the time order of
interactions of pulse a and pulse b results in switching from the rephasing to the non-
rephasing set of diagrams. In the PP geometry we directly obtain the sum of rephasing
and non-rephasing pathways. We used an algorithm to obtain all diagrams including
those for which neither time ordering between pump and probe nor between the pump
pulses is fulfilled [28]. While for third order, it is still relatively straightforward to take
into account all diagrams manually, the automated procedure will help particularly for
the many more diagrams at higher orders to be discussed below. Since we take into
account all the different time ordering processes, our analysis is valid not only for
infinitesimally short pulses but also for pulses with finite duration. We can further
divide the diagrams by their connection to the processes of ground-state bleach (GSB),
stimulated emission (SE), and excited-state absorption (ESA) as labeled in Fig. 8.10.
We follow the convention of transient absorption spectroscopy where a third-order GSB
signal has a negative sign. Furthermore, each interaction from the right contributes
a minus sign to the diagram irrespective of whether it points towards the bra side of
the density matrix or away from it.
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Figure 8.10.: Double-sided Feynman diagrams for a third-order signal. For the shown di-
agrams we assume that the RWA holds. The diagrams in the black dashed box show the
six diagrams that are connected to the processes of ground-state bleach (GSB), stimulated
emission (SE), and excited-state absorption (ESA) for the rephasing and non-rephasing con-
tributions. For these six diagrams, time ordering between the pump and the probe pulses is
fulfilled. The diagrams in the red dashed box show the additional pathways for which time
ordering between pump and probe is not fulfilled. The sign of each pathway is shown below
each diagram.
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8.5.2. Double-Sided Feynman Diagrams for the Fifth-Order 1Q
and 2Q Signals

In Fig. 8.11 we show the complete set of double-sided Feynman diagrams for the fifth-
order signal at the 1Q as well as at the 2Q position. The diagrams for the fifth-order
signal at the 2Q position correspond to the specific phase signatures of −2ka+2kb+kc.
Note that we take into account all diagrams including those for which time ordering
between pulses a and b, i.e., between the two pump pulses, is not fulfilled. For finite
pulse durations, such diagrams occur in the overlap region, i.e., when the time delay
τ is shorter than the pulse duration (approximately). Note that, in Fig. 8.11, we
assume time ordering between the pump pulses and the probe pulses to be fulfilled,
and therefore the interaction with pulse c always occurs after the interactions with
pulses a and b. For finite pulse durations, this is the case when the time delay T is
longer than the duration of the pulses (approximately). It is possible, however, to
conduct the analysis also without assuming any time ordering and without assuming
the RWA to hold (Sec. 8.5.4), which leads to more diagrams but the same final
results. As discussed in Sec. 8.2.1, the ratio of the number of fifth-order diagrams
at the 2Q position to their number at the 1Q position is 1 to 4. Here we derive this
ratio explicitly by showing each fifth-order diagram at the 2Q position alongside with
the corresponding 4 diagrams at the 1Q position. In each case, the corresponding
diagrams have the same “interaction pattern”, i.e., arrows are plotted in the same
order, direction, and arrangement for either 1Q or 2Q, and they differ only in the
labeling of pulses. If the interactions were not connected to specific pulses a, b, or c,
the pathways at the 1Q and 2Q positions would be exactly the same (but occurring four
times more often at 1Q). However, due to the phase-matching directions the signals at
the 1Q and 2Q positions are different because they occur in different directions: For
the fifth-order signal at the 2Q position each pump pulse interacts twice while at the
1Q position one pump pulse interacts three times and the other just once. In total
there are 54 diagrams for the fifth-order signal at the 2Q position (out of which 32
have a positive sign and 22 with a negative sign) and 216 diagrams for the fifth-order
signal at the 1Q position. The diagrams were automatically generated by an algorithm
[28]. We find exactly four 1Q diagrams for each 2Q diagram.
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We want to discuss an interesting observation concerning the fifth-order signal at
the 2Q position. Let us consider a simple two-level system with one ground state
and one excited state that relaxes back to the ground state with a rate kL that is
the inverse of the lifetime. Let us consider the case for which the population time T
is set to be much shorter than the excited-state lifetime such that the decay can be
neglected. Under such conditions, most of the diagrams will not contribute because
at least one doubly excited state is needed. Indeed, the only exceptions are the first
16 diagrams in Fig. 8.11, labeled 1–16. Interestingly, these diagrams all have the same
sign which means that even for a two-level system, there will be some remaining 2Q
signal, which may be surprising at first sight. This can be explained by close inspection
of the diagrams revealing that they occur for an overlap between the first two pump
pulses. The overlap between pulse a and pulse b can be seen in the diagrams since the
interaction with pulse a and pulse b occur in a “mixed” order. Such a contribution
will rapidly decrease when the coherence time is scanned in a 2D experiment. This
will result in a weak and broad (as a function of excitation frequency) signal at the 2Q
position in the 2D spectrum. Such multi-quantum signals were analyzed in a recent
publication [318]. Note that for each of these diagrams, four corresponding diagrams
contribute to the signal at the 1Q position.
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Figure 8.11.: Double-sided Feynman diagrams for the fifth-order signal at the 2Q position
as well as for the fifth-order signal at the 1Q position. The 2Q signal is labeled with a
number only while the 1Q signal is labeled by a number and a letter. For each diagram at
the 2Q position, four corresponding diagrams at the 1Q position are present. The sign for
each set of five diagrams (1 at the 2Q position and 4 at the 1Q position) is depicted below
the diagram corresponding to the fifth-order signal at the 2Q position. The interactions
with the different pulses are marked by color (pulse a in red, pulse b in green, and pulse c
in black).
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8.5.3. Analytic Proof of Correction Procedure
In addition to the “graphical proof” of the fifth-order correction procedure for 1Q
signals shown in Sec. 8.5.2, we here derive an analytical equation that is valid for
all orders. This leads to the combinatorical relationship shown in Eq. (8.8), of the
main text, between the lowest-order nQ signals and the same-order contaminations
that appear in other rQ signals. We begin with an open quantum system that evolves
according to

dρ(t)
dt

= L0(t)ρ(t), (8.22)

where L0(t) is the Liouvillian describing the time evolution of the system in the absence
of the pulses, and ρ(t) is the system density matrix. In principle this differential
equation may be integrated to give

ρ(t) = T0(t, t′)ρ(t′), (8.23)

where T0(t, t′) is the time-evolution operator. We treat the interaction with the electric
field, E(t), in the electric-dipole approximation. In the presence of the electric fields,
the system evolves according to

dρ(t)
dt

= L0(t)ρ(t) − i

ℏ
[−µ · E(t), ρ(t)] . (8.24)

with µ as the dipole moment operator. The electric field is a sum over L pulses, which
we write as

E(t) =
∑

j=a,b,...,L

ejϵj(t) + e∗
jϵj(t)∗ (8.25)
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where ej is the polarization vector and ϵj(t) is the complex amplitude of pulse j,

ϵj(t) = Aj(t − tj)e−i(ωj(t−tj)−kj ·r−ϕj), (8.26)

where Aj is the complex envelope function,2 ωj is the central frequency, kj is the
wavevector, ϕj is the absolute phase, tj is the pulse arrival time, and r is the position.
We also define the quantities fj(t) = Aj(t − tj)e−iωjt and zj = ei(ωjtj+kj ·r+ϕj), so that
ϵj(t) = fj(t)zj where zj is a time-independent phase factor.

The solution of Eq. (8.24) can be expanded perturbatively in powers of − i
ℏµ · E(t)

as
ρ(t) = ρ(0) + ρ(1)(t) + ρ(2)(t) + ... (8.27)

where

ρ(n+1)(t) =
∞∫

0

dt′T0(t′)
[
− i

ℏ
µ · E(t − t′), ρ(n)(t − t′)

]
(8.28)

using quantum-mechanical commutator notation. Defining superoperators µKρ ≡ µρ
(K indicates that the dipole operator acts on the ket-side of the density matrix) and
µBρ ≡ ρµ (B indicates that the dipole operator acts on the bra-side of the density
matrix), we define the pulse propagators similar to Ref. [23],

Oj = ηO
i

ℏ

∞∫
0

dt′T0(t′)
[
µO · ejfj(t − t′)

]
,

Oj∗ = ηO
i

ℏ

∞∫
0

dt′T0(t′)
[
µO · e∗

jf
∗
j (t − t′)

]
,

(8.29)

where ηK = 1 and ηB = −1, O = K, B and the asterix denotes complex conjugation.3
We write the solution to Eq. (8.24) as

ρ(t) ∝
∞∑

n=0

∑
j

(
Kjzj + Kj∗z∗

j + Bjzj + Bj∗z∗
j

)n

ρ(0), (8.30)

Now consider a transient-grating experiment, which involves three laser pulses, Ea, Eb,
Ec, in a fully noncollinear (“box-CARS”) geometry, where the first tow pulses arrive
at the sample simultaneously, and the delay between the first two pulses and the third
pulse is scanned. The lowest leading-order signal of interest, the 1Q signal, propagates
along the −ka + kb + kc direction (rephasing signal) or along the +ka − kb + kc
direction (non-rephasing) and is measured using heterodyne detection with a fourth
(“ local oscillator”) pulse. The language of rephasing and non-rephasing signals comes

2Note that the complex envelope function includes chirp and other spectral phase information beyond
second order in a Taylor expansion.

3Note that the definition of Oj differs by a factor of zj from that given in Ref. [23], where the phase
factors zj were included in Oj .

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



8.5. Supplementary Material 181

from 2D spectroscopy, wherein the time delay between the first two pulses is also
scanned, and in such a case the rephasing and non-rephasing signals differ from each
other. However, when the first two pulses (considered to be identical as discussed
below) arrive simultaneously, the rephasing and non-rephasing signals are identical.

The time-dependent portions of Ea and Eb are assumed to be identical, so fa(t) =
fb(t), and their only difference is in the phase factor zj, which are controlled by their
propagation direction kj and/or phase ϕj. Their pulse envelopes Aj, carrier frequencies
ωj and arrival times tj are identical. In this case, since fa(t) = fb(t), we have Oa = Ob
and Oa∗ = Ob∗ . The system polarization that couples to the far field, including all
detection conditions, is calculated from Eq. (8.30) as [23]

P (t) =
∞∑

n=0
⟨µ
[
Kjzj + Kj∗z∗

j + Bjzj + Bj∗z∗
j

]n
ρ(0)⟩, (8.31)

where ⟨.⟩ indicates the expectation value. Once a phase-matching direction or phase-
cycling condition is chosen, most of the terms in Eq. (8.31) do not contribute and are
not calculated or considered.

The nQ signals arise from the components of the bulk polarization that couple
to a far-field signal traveling along the direction −nka + nkb + kc and with phase
−nϕa + nϕb + ϕc. Just as with the 1Q signal, the nQ signal appear in both rephasing
(−nka + nkb + kc) and non-rephasing (+nka − nkb + kc) directions. For each value
of n, the rephasing and non-rephasing signals are identical, and all of the arguments
presented in this section apply equally to both. We will proceed only with the rephasing
diagrams for the purpose of this derivation. The polarizations contributing to the nQ
signal, PnQ, are made up of all of the terms from Eq. (8.31) that have the phase factors
(z∗

azb)nzc = ei(−nωata+nωbtb+ωctc)+i(−nka+nkb+kc)·r+i(−nϕa+nϕb+ϕc)

We begin by calculating PnQ(t) to lowest (2n + 1) order in perturbation theory,
which involves calculating the density matrix,

ρ
(2n+1)
nQ (t) =

n∑
l=0

n∑
m=0

1∑
q=0

P
[
(Ka∗)n−l (Ba∗)l (Kb)n−m (Bb)m (Bc)q (Kc)1−q

]
ρ(0), (8.32)

where P, the permutation operator, indicates that for each set of indices, l, m, q, we
must sum over all unique permutations of the order Oj(∗) operators. For example, for
l = 0, m = n, q = 0, we have

P [(Ka∗)n (Bb)n Kc] ρ(0) = (Ka∗)n (Bb)n Kcρ
(0)

+ (Ka∗)n−1 BbKa∗ (Bb)n−1 Kcρ
(0)

+ Kc (Ka∗)n (Bb)n ρ(0) + ....

(8.33)

Note that ρ
(2n+1)
nQ (t) is defined without the phase factors, and is related to the lowest-

order polarization by
P

(2n+1)
nQ (t) = (z∗

azb)n zc⟨µρ
(2n+1)
nQ ⟩, (8.34)
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which includes phase factors. There is a unique Feynman diagram to represent each
permutation of the set of values of l, m, q. We call the result of evaluating each
diagram [i.e., a term in the triple sum of Eq. (8.32)] a “weight”.

While Eq. (8.32) gives the lowest-order contribution to ρnQ, the full nQ signal in-
cludes higher-order contributions that all have the same phase factor (za∗zb)n zc,

ρnQ(t) =
∞∑

r=n

ρ
(2r+1)
nQ (t). (8.35)

We assume that pulses a and b are strong, such that we must consider higher-order
term in ϵa and ϵb, but that the probe pulse, c, is weak, and thus we need only consider
terms that are first order in ϵc.

We now show how the lowest-order contributions to the nQ signal are quantitatively
related to the (2n + 1)th order corrections to a lower-Q signal. Looking at the form
of Eq. (8.32), we see that there are n terms with subscript a∗, and n terms with
subscript b, which is the only way to get the phase-discrimination condition (z∗

azb)n zc
to lowest order. We recall now that when pulses a and b arrive at the same time
(τ = 0) and have the same time-dependence [fa(t) = fb(t)], that the time-propagation
induced by either pulse is identical, and therefore we have that Ka = Kb, Ka∗ = Kb∗ ,
Ba = Bb, Ba∗ = Bb∗ , independent when pulse c arrives. Therefore, we can replace any
number of a∗ subscripts with b∗ subscripts without changing the weight of the resulting
diagram. Similarly, we can replace any number of b subscripts with a subscripts
without changing the resulting weight.4 However, changing the subscripts in this way
does change the phase factors zj, so the resulting diagram does not contribute to the
nQ signal, but rather to the rQ, where r < n. Consider that we replace s of the b
subscripts with a subscripts, and v−s of the a∗ subscripts with b∗ subscripts. Then we
change the associated phase-discrimination condition from (z∗

azb)n zc to (z∗
azb)n−v zc.

Such diagram is therefore associated with the signal P
(2n+1)
rQ (t), where r = n − v.

In general, we can take any diagram from Eq. (8.32), select v of the 2n subscripts
associated with pulses a and b and make the substitution a ↔ b. There are

(
2n
v

)
unique

ways to make this substitution. Therefore, for any diagram contributing to ρ
(2n+1)
nQ ,

there are
(

2n
n−r

)
diagrams contributing to ρ

(2n+1)
rQ that all have identical weights. Since

this relationship is true for every diagram that contributes to ρ
(2n+1)
rQ , we can more

generally write

ρ
(2n+1)
rQ (t) =

(
2n

n − r

)
ρ

(2n+1)
nQ (t), (8.36)

in the approximation that pulse c is weak. Finally, in terms of the signals, we have

P
(2n+1)
rQ (t) =

(
2n

n − r

)
(z∗

azb)r−nP
(2n+1)
nQ (t). (8.37)

4Note that this argument holds regardless of whether or not pulse c overlaps with pulses a and b.
When all of the pulses overlap, there are more diagrams [more permutations arise in Eq. (8.32)]

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



8.5. Supplementary Material 183

As an example consider r = 1 and n = 2, which corresponds to the relationship
between the fifth-order 1Q and fifth-order 2Q signals. Given the particular diagram
KcKbKbBa∗Ba∗ρ(0), which contributes to the ρ

(5)
2Q, there are four diagrams with equal

weight that contribute to ρ
(5)
1Q:

KcKaKbBa∗Ba∗ρ(0) + KcKbKaBa∗Ba∗ρ(0)

+ KcKbKbBb∗Ba∗ρ(0) + KcKbKbBa∗Bb∗ρ(0) (8.38)

where the red colored parts draw attention to the substitution that was made.

8.5.4. Ratio of Double-Sided Feynman Diagrams
The proof shown in Sec. 8.5.2 and 8.5.3 allows us to calculate the ratio of nonlinear
contributions for different multi-quantum signals. However, in this section we want to
show how the different ratios between a multi-quantum signal arise from the explicit
numbers of diagrams. Note that the number of diagrams changes if conditions are
applied while the ratios of nonlinear contributions for different multi-quantum signals
stay constant. We used an algorithm to obtain the number of diagrams for different
situations such as with and without applying the RWA or time ordering between
pump and probe [28]. The number of diagrams for up to seventh order and up to
the 3Q signal are summarized in Fig. 8.12. These diagrams were calculated without
assuming any time ordering between the two pump pulses, i.e., the temporal order of
the interactions with pulse a and pulse b was not fixed. For all four panels in Fig. 8.12,
there are no contributions below the diagonal because the lowest nonlinear order that
can contribute to any nQ signal is 2n + 1. For the left column (Fig. 8.12a and c),
time ordering between the pump pulses and the probe pulse is fulfilled while for the
right column, such time ordering does not hold. For the top row, the RWA is assumed
while for the bottom it is not assumed to hold. The relevance of the RWA as well as
its limits were discussed thoroughly in the literature [189, 319].
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Figure 8.12.: Number of double-sided Feynman diagrams for various nonlinear orders at
specific multi-quantum signal positions. For all cases, no time ordering was assumed between
the two pump pulses. The four panels show the following situation: (a) with time ordering
between the pump pulses and the probe pulse and assuming the RWA, (b) without time
ordering between the pump pulses and the probe pulses but applying the RWA, (c) with
time ordering between the pump pulses and the probe pulse but without the RWA, and (d)
without time ordering between the pump pulses and the probe pulse and without the RWA.

The number of diagrams is different for each of the corresponding entries of the four
panels in Fig. 8.12. Interestingly, however, we obtain the same ratios between 1Q,
2Q, and 3Q for any given nonlinear order. For example, the ratio of the fifth-order
contribution at 2Q to the fifth-order contribution at 1Q is always the same, 1 : 4, as
evaluated from 54 : 216 = 240 : 960 = 192 : 768 = 960 : 3840 in panels a–d, and
similarly for the ratios at seventh and higher orders. This correspondence occurs not
only for the total number of Feynman diagrams but on the individual diagrammatic
level as exemplified graphically in Fig. 8.11 for the situation in Fig. 8.12a. Thus, the
correction analysis is valid also when time ordering is not fulfilled between the pump
pulses and the probe pulse and/or when the RWA does not hold. We list the ratios
of nonlinear contributions at different multi-quantum signals up to thirteenth order in
Tab. 8.1. This table can be written as a matrix whose inverse is the upper-triangular
matrix of Eq. 8.11 connecting clean nonlinear signals with different nQ signals [16].
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Table 8.1.: Ratios of double-sided Feynman diagrams up to 6Q and thirteenth order.
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8.5.5. Analysis of Nonlinear Signal Contributions in Intensity
Cycling

In this section we provide an alternative approach which is not based on double-sided
Feynman diagrams to quantify the contribution of a higher-order signal to a specific
nQ signal. We can understand how the higher-order signals contribute to different nQ
signals by decomposing the signal S(T, ωt, I) into a perturbation series of the excitation
intensity I

S(T, ωt, I) =
∞∑

n=1
S(2n+1)In = S(3)I + S(5)I2 + s(7)I3

0 + ... (8.39)

where S(2n+1) is the (2n + 1)th order response of the system. Since the signals scale
differently with excitation intensity for the various orders, we can use Eq. (8.39) to di-
rectly obtain the contributions of higher-order signals to the 1Q signal. As an example,
we consider the case when the highest nonlinear order that contributes significantly
is the seventh-order contribution, i.e., the contribution of the ninth-order signal is
weak. We calculate the amplitude of the different nonlinear signal contributions for
the different intensity-cycling steps of 4I0, 3I0, and I0. For example, inserting only the
fifth-order term S(5)I2 into Eq. (8.18) leads to

S1Q (T, ωt, I0) = 1
6
[
16S(5)I2

0 + 9S(5)I2
0 − S(5)I2

0

]
= 4S(5)I2

0 (8.40)

Inserting the power series up to seventh order into Eq. (8.18) results in

S1Q (T, ωt, I0) = S(3)I0 + 4S(5)I2
0 + 15S(7)I3

0 . (8.41)

The fifth-order as well as the seventh-order contributions to the 1Q signal are the
same as already determined by counting the double-sided Feynman diagrams in 2D
spectroscopy [Eq. (8.10)]. For the 2Q signal S2Q(T, ωt, I0), the contribution of the
seventh-order signal can be calculated analogously to Eq. (8.41), resulting in

S2Q (T, ωt, I0) = S(5)I2
0 + 6S(7)I3

0 . (8.42)

Note that in Eq. (8.42) no third-order contribution is present because, in general, the
(2n + 1)th order is the highest order that can contribute to a specific signal SnQ. This
can be easily shown by inserting S(3)I into Eq. (8.19) which results in

S2Q (T, ωt, I0) = 1
6
(
4S(3)I0 − 3S(3)I0 − 1S(3)I0

)
= 0. (8.43)

The highest considered nonlinear order is the seventh order and S3Q is therefore

S3Q (T, ωt, I0) = 1
12
(
64S(7)I3

0 − 54S(7)I3
0 + 2S(7)I2

0

)
= S(7)I3

0 , (8.44)
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where we wrote the explicit signal contributions for 4I0, 3I0, and I0. Inserting terms
higher than the seventh order allows to retrieve higher nonlinear order contributions
at different nQ signals in the same way resulting in Tab. 8.1 from which the matrix
in Eq. (8.11) can be constructed [16].

8.5.6. Shifting of Population Time Axis
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Figure 8.13.: Shifted and unshifted transients for the 1Q signal obtained by integrating
the 2D spectrum (along ν̄τ ) as well as averaging over ν̄t. (a) Shifted (blue green dashed)
and unshifted (dark grey dashed) 1Q signals measured at a pulse energy of 120 nJ and
compared to the unshifted 1Q signal at 15 nJ (blue dotted). (b) Shifted (blue green solid)
and unshifted (dark grey solid) 1Q signals measured at a pulse energy of 220 nJ and compared
to the unshifted 1Q signal at 15 nJ (blue dotted).

The temporal overlap between the pump pulses and the probe pulse shifted slightly
between the 2D measurements at different excitation powers. This was adjusted by
shifting the population time axis. We show the unshifted and shifted 1Q signals ob-
tained by integrating along ν̄τ as well as averaging over ν̄t in Fig. 8.13. The shifted
(blue dashed) and unshifted (dark gray dashed) signals for excitation powers of 120 nJ
are shown in Fig. 8.13a. We compare the 1Q signals to the measurement at 15 nJ
excitation energy. The transients at 120 nJ were shifted by 15 fs resulting in good
agreement of the dynamics close to T = 0. The population time axis for the measure-
ment at 200 nJ (Fig. 8.13b) was shifted by 20 fs.
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8.5.7. Pump–Probe Signals for Different Pulse Energies
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Figure 8.14.: 1Q (left) 2Q (middle), and 3Q (right) signals isolated by intensity cycling in
PP spectroscopy. The three rows correspond to different sets of measurements where the
label corresponds to the value of 4I0 (from top to bottom: 12.5 nJ, 50 nJ, and 200 nJ).
Each map is normalized by dividing the map by the maximum of the absolute signal of the
displayed map. Rectangles represent the regions that were used for averaging (along ν̄t).

In Fig. 8.14 we show the complete set of 1Q, 2Q, and 3Q maps measured in a PP
experiment for three pulse energies using three transient absorption maps at different
excitation intensities for each set of nQ signals. For the nQ maps labeled with 12.5 nJ
we used TA measurements at 12.5 nJ, 9.375 nJ, and 3.125 nJ. For the nQ maps
labeled with 50 nJ we used TA measurements at 50 nJ, 37.5 nJ, and 12.5 nJ. For the
nQ maps labeled with 200 nJ we used TA measurements at 200 nJ, 150 nJ, and 50 nJ.
The given energy in the labels of Fig. 8.14 at each row correspond to 4I0. For the
nQ signals extracted from a set with 4I0 corresponding to 12.5 nJ only a weak 2Q
signal is visible (Fig. 8.14, first row). For 50 nJ the 2Q signal is much stronger and a
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weak 3Q signal can be observed (Fig. 8.14, second row). For the maps extracted from
three measurements with 4I0 corresponding to 200 nJ the 1Q, 2Q, and 3Q signal are
strongly visible (Fig. 8.14, third row). We cannot exclude that at this measurement
a weak ninth-order contribution is contaminating the signals. Note the change in the
dynamics in the 1Q signal from lower to higher excitation powers. This change is
directly connected to the contamination by higher-order signals.

8.5.8. Comparison of Multi-Quantum Signals
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Figure 8.15.: Transients of the nQ signals obtained by averaging over ν̄t (a) 2D and (b) PP
measurement. The signals are normalized to the average signal from T = 200 fs to T = 300 fs.
The excitation power for the signals extracted from the 2D spectrum correspond to 200 nJ.
The nQ signals from PP spectroscopy were extracted from a set of three measurements where
4I0 was set to 220 nJ. 1Q signals are shown as blue solids, 2Q signals as red solids, and the
3Q signal as a yellow solid line.

In Fig. 8.15a we show the averaged (over ν̄t) 1Q and 2Q transients from 2D spec-
troscopy measured at an excitation power of 220 nJ. We disregard the 3Q signal due
to its strong coherent artifact and low SNR. Clearly visible is the faster rise from the
1Q signal compared to the 2Q signal. Similar behavior is observed for the 1Q, 2Q, and
3Q transients extracted via intensity cycling from three measurements where 4I0 was
set to 200 nJ (Fig. 8.15b). The faster rise can be explained by the mixing of higher-
order signals. At high excitation intensities where a 3Q signal can be observed but
higher-order signals are not contributing significantly, the 1Q signal contains third-,
fifth-, and seventh-order contributions, the 2Q signal fifth- and seventh-order contri-
butions, and the 3Q signal only seventh-order contributions. In an excitonic system
such as squaraine oligomers the third-order contributions correspond to single-exciton
dynamics, while higher-order signals report on multi-exciton processes such as EEA
in the case of fifth-order contributions. The multi-exciton processes are reflected by a
rise of the corresponding signals [16]. What is the effect of higher-order signals mixing
into the 1Q signal? In the case of squaraine oligomers the 1Q signal at low excitation
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intensities consists of a negative ground-state bleach decaying with the single-exciton
lifetime. For higher excitation intensities the third-order single-exciton dynamics are
mixing more and more with fifth-order contributions. The fifth-order signal rises with
the annihilation dynamics. Furthermore, the fifth-order ground-state bleach signal has
an opposite sign compared to the third-order contribution. Therefore, for higher exci-
tation powers, i.e., increasing fifth-order contributions, a positive slow rise is added to
the negative ground-state bleach contribution and both signals will (partially) cancel
each other. For small population times the fifth-order signal is still rising resulting in
a fast decaying component in the negative ground-state bleach signal. This behavior
can be seen in Fig. 8.5 and Fig. 8.6. For longer population times third- and fifth-order
ground-state bleach components decay with the exciton lifetime. However, they have
opposite sign and partially cancel each other resulting in a saturation of the 1Q signal
amplitude with higher excitation powers as described in Sec. 8.3.4.

8.5.9. Corrected 1Q Signal for Different Pulse Energies
In Fig. 8.16 we show the 1Q maps from 2D and PP spectroscopy which were used
for the data presented in Fig. 8.7 and Fig. 8.8. The first row shows the lowest-power
measurements which are only slightly contaminated by higher-order signals in the case
of 2D spectroscopy and uncontaminated in the case of PP spectroscopy. The last row
shows the uncorrected data set with the highest excitation pulse energy used (220 nJ
for 2D and the signal extracted from a set of three measurement with 4I0 corresponding
to 200 nJ for PP). Note that for the PP maps three different measurements (at 4I0,
3I0 and I0) are used and the labeled power corresponds to the value of 4I0. Especially
in the case of PP spectroscopy the influence of the high-order contamination is clearly
visible. The second row from top shows the corrected (using the 2Q signal) maps for
excitation pulse energies of 120 nJ for 2D and 4I0 = 50 nJ for PP. The third row from
top contains the corrected maps (up to 3Q signal) for the highest excitation powers
of 220 nJ in the case of 2D and 4I0 = 200 nJ in the case of PP spectroscopy. For
the construction of the signal in the corrected measurement three measurements have
added up which also reduces the noise by effective averaging. This is not the case for
the lowest-power measurement. As already discussed in the main text the correction
leads to good agreement with the dynamics of the low-power measurements.
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Figure 8.16.: 1Q signal obtained from 2D (left column) and PP spectroscopy (right column)
for different pulse energies. The first and last rows show the uncorrected signals for low and
high excitation pulse energies, respectively. The second row is measured in a power regime
where the fifth-order signal is the highest contamination that has to be considered, i.e., the
seventh-order signal is weak. Therefore, the signal is corrected using the 2Q signal. The third
row from top is at even higher pulse energy where the seventh-order signal is contributing as
well. The shown 1Q signal at this power is corrected using the 2Q and 3Q signals. Each map
is normalized by dividing the map by the maximum of the absolute signal of the displayed
map.
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8.5.10. Corrected 1Q Signal (4I0 Corresponding to 12.5 nJ)
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Figure 8.17.: 1Q signal constructed out of three different measurements with 4I0 corre-
sponding to 12.5 nJ. We show the uncorrected signal (light blue solid line), the corrected
signal using the 2Q signal (light blue dashed line), and the corrected signal using the 2Q
and 3Q signal (light blue dotted line). For comparison, we show the signal measured at a
pulse energy of 3.125 nJ (orange solid line). Here we use the same style as in Fig. 8.7: solid
lines correspond to uncorrected signals, dashed lines to correction up to the 2Q signal, and
dotted lines to correction using the 2Q and 3Q signals.

We show the uncorrected 1Q signal (averaged from ν̄t = 12400 to 12800 cm-1) extracted
from a set of three measurement with 4I0 corresponding to 12.5 nJ (Fig. 8.17, light
blue solid line). The traces using the 2Q signal for correction (Fig. 8.17, light blue
dashed line) and using the 2Q and 3Q signal for correction (Fig. 8.17, light blue dotted
line) are shown as well. As an uncontaminated signal we show the intensity-cycling
step with a pulse energy of 3.125 nJ (Fig. 8.17, solid orange line). All the signals are
divided by the absolute average signal (from T = 200 fs to T = 300 fs) measured at
3.125 nJ. Note that for this measurement no additional scaling factor by the power
is necessary since the 1Q signal (extracted from 12.5 nJ, 9.375 nJ, and 3.125 nJ) is
already scaled to 3.125 nJ. For the uncorrected 1Q signal (light blue solid line) a slight
saturation, i.e., a decrease of the signal amplitude, is visible which is corrected by
the 2Q signal (light blue dashed line). Using the 3Q signal additionally for correction
does not improve the signal, i.e., the correspondence to the lowest signal is the same
(Fig. 8.17 light blue dotted line). Therefore, the seventh-order contamination can be
considered as negligible.
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8.5.11. Corrected 1Q Signal (4I0 Corresponding to 50 nJ)
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Figure 8.18.: 1Q signal constructed out of three different measurements with 4I0 corre-
sponding to 50 nJ. We show the uncorrected signal (dark blue solid line), the corrected
signal using the 2Q signal (dark blue dashed line), and the corrected signal using the 2Q
and 3Q signal (dark blue dotted line). For comparison, we show the signal measured at a
power of 3.125 nJ (orange solid line). Here we use the same style as in Fig. 8.7: solid lines
correspond to uncorrected signals, dashed lines to correction up to the 2Q signal, and dotted
lines to correction using the 2Q and 3Q signals.

In Fig. 8.18 we show the (averaged from ν̄t = 12400 to 12800 cm-1) 1Q signal for
4I0 = 50 nJ. The signal is scaled and normalized in the same way as described for
Fig. 8.7, i.e., each signal is divided by the absolute of the average signal (from T = 200
fs to T = 300 fs) of the lowest-power measurement (Fig. 8.18, orange solid line) and
then scaled by the ratio of the measured power. The uncorrected 1Q signal (Fig. 8.18,
dark blue solid line) has a decreased signal amplitude which is clear sign of higher-
order contaminations. The corrected curves using the 2Q signal (Fig. 8.18, dark blue
dashed line) and using the 2Q and 3Q signal (Fig. 8.18, dark blue dotted line) have
both very good agreement with the lowest-power measurements. At close inspection
we can observe a slightly systematic deviation of the corrected signal using only the 2Q
contribution (dark blue dashed) which can be improved using the 3Q signal. However,
the difference between the two signals is small which agrees with the observation in
the TA maps where the 3Q signal is only a minor contribution (Fig. 8.14).
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8.5.12. Correction at T = 0 fs
In Fig. 8.19 we show the 1Q signal frequency-resolved along the ν̄t axis for different
powers in 2D (left) and PP (right) spectroscopy for a population time of T = 0.
Normalization and correction have been performed in the same way as in Fig. 8.8
but here we show the spectral cut for T = 0. For 2D spectroscopy as well as for PP
spectroscopy the signal amplitude is decreased for higher excitation energies, i.e., the
solid lines are above −1.0, indicating that higher-order effects lead to a saturation of
the signal for higher pulse energies. The amplitude and spectral shape can be recovered
by using the nQ signals for correction. Explicitly, we used the 2Q signal for the medium
power of 120 nJ in the case of 2D spectroscopy and for the 1Q signal in PP spectroscopy
extracted from a set of three measurements with 4I0 corresponding to 50 nJ (Fig. 8.19,
dark blue dashed lines), and the 2Q and 3Q signal for the highest power of 220 nJ
for 2D spectroscopy and for the 1Q signal in PP spectroscopy extracted from a set of
three measurements with 4I0 corresponding to 200 nJ (Fig. 8.19, purple dotted lines).
In 2D spectroscopy the correction does not work very well while theoretically at time
zero the correction should still work. However, at time zero the signal rises rapidly and
small imperfections (such as time jitters) between the measurements will have huge
influence which might be the reason why the correction at this particular population
time does not work in 2D spectroscopy in our case. For the PP measurements we can
see that the correction works almost perfectly from 12000 cm-1 to 13500 cm-1. At the
blue edge, the correction slightly overestimates the signal. However, the signal at the
edges is weak and the noise is increasing because of the low probe intensity.
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Figure 8.19.: Corrected and uncorrected 1Q signals for a population time of T = 0 for
signals retrieved from (left) 2D spectroscopy and (right) PP spectroscopy. For comparison,
we show the signal measured at a power of 15 nJ for 2D spectroscopy and 3.125 nJ (orange
solid) for PP spectroscopy. Here we use the same style as in Fig. 8.8: solid lines correspond
to uncorrected signals, dashed lines to correction up to the 2Q signal, and dotted lines to
correction using the 2Q and 3Q signals.
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Chapter 9

General Discussion

This thesis investigated how higher-order (higher than three in the case of coher-
ently detected methods and higher than four in the case of action-based methods)
nonlinear signals can be isolated and how these higher-order signals can be used to
study multi-exciton interaction and exciton transport. While third-order techniques
such as pump–probe (PP) spectroscopy and two-dimensional (2D) spectroscopy are
well-established techniques, higher-order spectroscopy is now becoming more popu-
lar in the spectroscopic community. During this thesis, the technique of higher-order
spectroscopy and, in particular, fifth-order exciton–exciton-interaction (EEI) 2D spec-
troscopy was further investigated and generalized to higher-order signals. Further-
more, inspired by EEI2D spectroscopy and phase cycling, a novel approach to isolate
higher-order signals in PP spectroscopy was developed.

In Chapter 2 the basic concepts of nonlinear spectroscopy were reviewed and the
concept of double-sided Feynman diagrams as a description of nonlinear spectroscopy
was introduced. In Chapter 3 different lower-order, i.e., third- and fourth-order tech-
niques were demonstrated starting with TA. The concepts of excitons was introduced
in Chapter 4. In Chapter 5 2D spectroscopy was combined with exciton theory and
various effects such as signatures of delocalization, energy transfer and time-ordering
were analyzed in the context of 2D spectroscopy and double-sided Feynman diagrams.

After the discussion of the basics of multidimensional spectroscopy, Chapter 6 fea-
tured higher-order spectroscopy focusing on the newest developments that were part
of this thesis. The key problem in higher-order spectroscopy is the isolation of the
different higher-order signals from the lower-order signals. This problem was solved
using two different techniques, coherently detected spectroscopy in PP geometry as
well as fluorescence-detected spectroscopy using phase cycling. These two experimen-
tal approaches were discussed in more depth. Phase cycling in fluorescence-detected
2D spectroscopy allows one to separate different nonlinear signals from one measure-
ment [26]. In phase cycling, the relative phases of the pulses are scanned in addition
to the time delays which results in a raw data set depending on the delays and rela-
tive phases. Different signal contributions are obtained by linear combinations of the
raw data. The step size of the relative phases determines the highest nonlinear signal
contribution that can be isolated. For higher phase-cycling schemes, i.e., smaller steps
of the relative phases, higher-order signals can be isolated [5].

In coherently detected EEI2D spectroscopy in the PP geometry, the fifth-order signal
is emitted in the same direction as the third-order signal [20]. However, the two
signal contributions are isolated by their specific spectral position along the excitation
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axis due to their different coherences during τ . In the signal at around the central
frequency of the excitation pulse, a single-quantum coherence is present while for the
fifth-order signal a coherence between states that differ by two quanta of excitation
light is present. In extended systems, the integrated fifth-order signal is dominated
by EEA. The direct observation of annihilation is especially interesting in isoenergetic
systems such as polymers or aggregates. In such systems, the exciton diffusion is
not connected to a change in the absorption spectrum and cannot be measured with
standard third-order techniques such as TA or 2D spectroscopy. Instead, the exciton
diffusion can be probed by annihilation: Two excitons can only annihilate if they
are in close proximity to each other, i.e., when they are colocalized. In extended
systems this means that a phase of exciton diffusion takes place before annihilation.
In EEI2D spectroscopy, the exciton diffusion can be observed as a rise of the integrated
fifth-order signal over the population time T . Using EEA to probe diffusion is well-
known from power-dependent third-order TA measurements. In such a measurement,
the annihilation is mixed together with the third-order signals which complicates the
interpretation and analysis of the exciton diffusion. In coherently detected EEI2D
spectroscopy, the fifth-order EEI signal is well separated from the ordinary third-order
signal by its specific excitation frequency. Therefore, the annihilation can be measured
separately and the dynamics of the EEI signal can be used to determine the exciton
delocalization and exciton diffusion properties in extended systems.

Since both techniques, coherently detected as well as fluorescence-detected 2D spec-
troscopy, allow one to separate higher-order 2D spectra, the question arises whether
both methods provide the same information. In Chapter 6, coherently and fluorescence-
based techniques were directly compared by measuring ultrafast EEA in a squaraine
dimer [9]. While in coherently detected EEI2D spectroscopy the annihilation is directly
measured by the fifth-order signal, in fluorescence-detected methods the annihilation
cannot be directly observed. Rather, the annihilation time is obtained by subtract-
ing two sixth-order signals from each other. In phase cycling, both of the signals
are isolated from the same raw data set and therefore measured under exactly the
same experimental conditions. The approach was justified by analyzing the corre-
sponding double-sided Feynman diagrams. The example demonstrated that the ex-
traction of several signals by phase cycling can be used to isolate different phenomena
as in this case EEA. The comparison between coherently detected fifth-order EEI2D
spectroscopy and sixth-order fluorescence-detected 2D spectroscopy demonstrated the
technical as well as fundamental differences between the two techniques. The inter-
pretation of fluorescence-detected 2D spectroscopy is still under ongoing discussion in
the scientific community and the comparison that was shown here is an important
contribution to this discussion.

In Chapter 7 the question was addressed whether additional information can be
obtained with the help of anisotropy in higher-order spectroscopy. In particular, the
concept of EEI2D spectroscopy was extended by the anisotropy of the fifth-order sig-
nal [12]. Anisotropy describes the dependence of the signal on the polarization of the
excitation and detection pulses (Fig. 9.1a). In literature, theoretical descriptions of
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polarization-dependent higher-order 2D measurements are known but do not focus on
EEA. A formal description of the anisotropy in fifth-order EEI2D spectroscopy was
developed and was discussed in Chapter 7. Here, the well-known concept of rotational
averaging was used to derive the expressions needed to calculate the isotropic and
anisotropic EEI2D signal. Furthermore, it was proven that the so-called magic angle
of 54.7◦ known from PP spectroscopy is still valid for fifth-order EEI2D spectroscopy.
The magic angle is used to measure a signal without any anisotropic contribution,
i.e., only the isotropic contributions. For the simulations, the rotational averaging
was incorporated into an exciton model combined with Redfield theory to simulate
the isotropic and anisotropic EEI2D signal contributions. A model of a dimer was
constructed to demonstrate the ability to track localization and annihilation in the
isotropic and anisotropic EEI2D signals. Inspired by the third-order anisotropy mea-
surements in polymers, the further simulations focused on the geometric variations
within polymers. In previous studies third-order anisotropy was used to investigate
the exciton transport in polymers. The exciton transport along the disordered chain
leads to depolarization which can be observed by the anisotropy decay. In EEI2D
spectroscopy, the anisotropy includes the dynamics of the depolarization by exciton
transport along the polymer as well as the dynamics of EEA. Different examples of
geometric variations in polymers such as kinks, geometric and energetic disorder, and
geometric domains within a polymer were discussed and investigated with the theoret-
ical model (Fig. 9.1b). Overall, anisotropy is a useful extension of EEI2D spectroscopy
and can determine the geometric configuration in isoenergetic systems such as poly-
mers and aggregates.

a)

b)
Parallel Perpendicular

Polymer with a kink Polymer with 
geometric disorder

Polymer with 
geometric domains

Figure 9.1.: Anisotropy in fifth-order EEI2D spectroscopy. (a) The anisotropy can be
constructed from two EEI2D measurements with parallel and perpendicular polarizations of
the pump pulses to the probe pulse. (b) The anisotropy of the EEI2D signal can be used to
probe exciton transport in various situations in polymers such as kinks, geometric disorder,
and geometric domains.
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In Chapter 8, a procedure was developed to isolate clean nonlinear signals in terms
of perturbation theory. The separation of 2D signals by their excitation frequency
in PP geometry was extended to signals higher than the EEI2D signal. While the
EEI2D signal appears at around twice the pump central frequency along the excita-
tion axis, the next higher signal appears at the region of three times of the pump
central frequency (Fig. 9.2a). Note that the different signals will not appear exactly
at multiples of the pump central frequency because also the absorption spectrum con-
tributes to the position along the excitation axis. Therefore, the signals will only
appear at the region of multiples of the pump central frequency. The different signals
vary in their coherences during the time delay τ which allows separation by the ex-
citation frequency. The signal, which was called EEI signal before, at around twice
the pump central frequency is also called two-quantum (2Q) signal because during τ ,
a coherence between states that differ by two quanta of light, is present. Analogously,
the signal at around three times the excitation frequency is called three-quantum (3Q)
signal because for this signal, a coherence between states that differ by three quanta
of light is present. Note that all the nQ signals are emitted in the same direction
with the phase-matching direction of ±nk1 ∓ nk2 + k3 with the index 1 and 2 for the
two pump pulses and index 3 for the probe pulse. In order to extract the dynamics
from the higher-order contributions, the 2D signals are integrated along the excita-
tion axis (Fig. 9.2a, dashed lines). In principle, such an integration transfers the 2D
spectrum to a PP spectrum. This is because integrating the complete 2D spectrum
along the excitation axis corresponds to measuring at τ = 0. However, measuring PP
spectra would not allow to disentangle the different nQ signals because the signals are
all added together. Inspired by phase cycling, a different approach was developed to
separate the higher-order signals in PP spectroscopy. The signals are isolated by their
specific dependence on the excitation intensity. The TA spectra at specific excitation
intensities are measured separately and the different nQ signals are constructed by
linear combinations of these measurements (Fig. 9.2b). For example, measurements
at three different powers 4I0, 3I0 and I0, with I0 as an arbitrary base intensity, results
in the one-quantum (1Q), 2Q, and 3Q PP signals. In contrast to 2D measurements,
it is not necessary to scan an additional pulse delay τ to the population time T which
reduces the measurement time drastically. Furthermore, a variation of the excitation
intensity can be realized easily in an experiment by a combination of a half-wave plate
and a polarizer.
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Figure 9.2.: Extraction of multi-quantum signals in 2D and and PP spectroscopy. (a) In
2D spectroscopy in the PP geometry the nQ signals are emitted in the same direction but
can be disentangled by their specific position (nω0) along the excitation axis. The separated
signals are then integrated (indicated by dashed lines) along the excitation axis in order to
calculate the clean nonlinear signals. (b) In PP spectroscopy the multi-quantum signals are
extracted by measuring at different excitation intensities. Specific linear combinations of
these measurements can be used to extract the nQ signals. Here, we show the formulas to
extract the 1Q, 2Q, and 3Q signals from measurements at intensities of 4I0, 3I0, and I0 with
I0 as an arbitrary “base” intensity.

Isolation of the nQ signals is only the first step to obtain clean nonlinear signals
because the higher-order signals will be present as contaminations in the different
multi-quantum signals. A procedure was developed to eliminate the contamination by
using the integrated nQ signals from 2D spectroscopy. As an example, let us consider
an excitation regime in which a seventh-order nonlinear signal is the highest obtained
signal, i.e., the ninth-order signal is only a minor contribution that is, for example,
vanishing in the noise and can therefore be neglected. Note that due to the phase-
matching condition only odd orders of nonlinearity can contribute. The 3Q signal
consists of a clean seventh-order signal. However, in the 2Q signal, fifth-order signals
as well as seventh-order signals are present. The 1Q signal is usually measured at
an intensity at which higher-order signals are not contributing significantly, and the
1Q signal is dominated by a third-order signal. Now the 1Q signal is contaminated
by fifth- as well as seventh-order contributions. The third-order contribution at the
1Q position in 2D spectroscopy has the phase-matching direction of ±k1 ∓ k2 + k3.
The fifth-order signal at the 1Q position can be described by additional interactions
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with +ki − ki (i = 1, 2) where the index shows that both interactions occur from
the same pulse (either 1 or 2). Since the interactions take place with −ki as well
as +ki, the phase-matching condition is still fulfilled and the signal appears at the
1Q position in the 2D spectrum. The higher-order signals at different nQ positions
are closely related since the same processes occur during the population time and the
same line shape along the detection frequency axis are present. The difference in line
shapes along the excitation axis for a higher-order signal at different nQ signals are
not relevant because the nQ signals are integrated along the excitation axis. The
only remaining question is how much each higher-order signal contributes to a specific
nQ signal. To answer this question, the different signal contributions were analyzed
in terms of double-sided Feynman diagrams which leads to the relation between the
different signal contributions. For higher-order signals the number of double-sided
Feynman diagrams increases rapidly with the order of nonlinearity. We developed a
general formula that connects the higher-order signals at different nQ signals with
each other. An automated Feynman diagram generator was used to calculate the
explicit numbers of diagrams that contribute to the different signal contributions. By
applying this knowledge, a general procedure was developed in order to eliminate the
contaminations by taking advantage of the isolated nQ signals. For example, if the
seventh-order signal is the highest-order signal that has to be considered, the fifth-order
and seventh-order contamination in the 1Q signal can be eliminated by subtracting
the integrated 2Q signal four times from the 1Q signal as well as adding nine times
the integrated 3Q signal to the 1Q signal, resulting in a clean third-order signal. The
procedure can be extended to higher-order signals by using the corresponding scaling
factors.

The contamination by higher-order signals occurs in power-dependent higher-order
PP spectroscopy as well. The relation of nonlinear order contributions for the different
nQ signals can be obtained by analysis of the linear combinations in order to obtain
the nQ signals. Each nQ signal is calculated by taking a specific linear combination of
measurements at different excitation intensities. The nonlinear signals scale differently
with the excitation intensity. For example, the third-order signal scales linearly while
the fifth-order signal scales quadratically with the excitation intensity. Combining the
linear combinations that are used to obtain the nQ signals with the specific intensity
scaling of the nonlinear signals leads to the relation between nQ signals and nonlinear
signal contributions at different nQ signal. From this relation, the scaling factors
between the higher-order contributions at different nQ signals can be derived. The
factors are the same as in the case of 2D spectroscopy demonstrating the close relation
between the two techniques. Using the same strategy as in 2D spectroscopy, the
different nQ signals can be added together upon weighing them with different factors to
obtain clean nonlinear signals. PP measurements at N different excitation intensities
yield N clean nonlinear signals. The developed correction procedure might also work
for nQ signals that are isolated by other methods such as phase matching or phase
cycling.
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The isolation of higher-order signals in 2D spectroscopy as well as in PP spectroscopy
was directly compared in Chapter 8. The two methods of isolating higher-order signals,
once by the excitation frequency and once by their specific power dependence, were
both used to measure the 1Q, 2Q, and 3Q signals of squaraine oligomers and extract
a clean third-order signals at high excitation intensities. The extracted third-order
signals were compared with a contamination-free low-power measurements and showed
experimentally that the correction procedure results in clean nonlinear signals. For
higher-order PP spectroscopy, measurements at three different excitation intensities
are necessary to isolate the 3Q signal. In 2D spectroscopy, the coherence time step
size has to be chosen small enough in order to avoid aliasing and to separate the nQ
signals from each other. The theoretical limitations of the finite integration area in
2D spectroscopy and the consequences for the correspondence between PP and 2D
spectroscopy were discussed as well. Interestingly, the signals that were obtained by
the two methods differ in the dynamics close to T = 0. However, a detailed analysis
of the early time dynamics close to T = 0 is challenging due to off-resonant solvent
contributions and pulse overlap effects.

At the end of Chapter 8, the concept of isolation of different higher-order signals
by power dependence was extended to signals higher than the seventh-order signals.
In order to isolate signals of even higher order, the number of measurements at dif-
ferent excitation intensities was increased to six which allowed us to isolate up to the
13th-order signal in terms of perturbation theory. As a sample, squaraine polymers
were chosen with an average length of 19 dimers. The polymers correspond to an ex-
citonic system and with increasing higher orders of nonlinearity, the dynamics and the
interaction of an increasing number of excitons can be observed. While the fifth-order
signal correspond to the dynamics of two excitons, three excitons can be observed
with the seventh-order signal and analogously for higher-order signals. Fitting the
fifth-, seventh-, and ninth-order signals with analytic expressions that were obtained
from the analysis of double-sided Feynman diagrams, the specific timescale of multi-
exciton annihilation for two, three, and four excitons was determined. The different
annihilation times for the increasing number of excitons revealed that the excitons do
not always annihilate when they are colocalized but can rather have many encounters
before annihilation takes place.
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While Chapter 6 addressed general aspects of higher-order spectroscopy and Chap-
ter 7 focused on the specific extension of fifth-order EEI2D spectroscopy by the
anisotropy, Chapter 8 provides a direction for the future developments of higher-order
spectroscopy. Especially the technique of separating clean nonlinear signals by their
power dependence in a simple PP experiment offers a platform for the investigation
of various phenomena. The technique can be integrated into ordinary TA setups and
allows to measure pure third-order signals even at high excitation intensities. This
increases the SNR of the third-order signal drastically and simplifies the analysis be-
cause it can be ensured that no higher-order contamination is present. This procedure
is in particular interesting for the investigation of natural light-harvesting complexes
where annihilation is difficult to avoid due to the large absorption cross sections. The
higher-order signals themselves can be further used as a tool to investigate exciton
diffusion in extended systems such as polymers and aggregates. Furthermore, measur-
ing with a higher number of different excitation intensities allows one to separate even
higher-order signals such as the thirteenth-order signal as demonstrated in the case of
squaraine polymers. The technique of higher-order PP spectroscopy is not limited to
excitonic systems and can be applied to different systems to study multi-(quasi)particle
states. The technique can determine the corresponding interactions and characterize
their dynamics. In Chapter 10, we discuss three future experiments using higher-order
spectroscopy.
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Chapter 10

Outlook

As shown in this thesis, new methods of higher-order spectroscopy allow one to obtain
a variety of information about the photophysical properties of molecules, aggregates,
and nanocrystals. The techniques resolve phenomena that are otherwise only indirectly
measurable such as EEA [20], or are otherwise completely hidden such as the biexciton
binding energies of higher excited states in the case of nanocrystals [13]. However, new
developed spectroscopic techniques are usually demonstrated on a model system such
as laser dyes [45, 320] or systems that are already known like squaraine copolymers
during the development of higher-order PP spectroscopy. As a next step, the potential
of the new methods need to be demonstrated on other systems and if these applica-
tions are successful, the new techniques might become established as a standard tool
for other scientists. In this chapter, different examples are discussed how the new
developed methods may be further utilized to answer concrete questions in different
fields.

10.1. Investigating Exciton Transport in
Photosynthesis

Chapter 8 demonstrated how to measure annihilation-free signals in a PP experiment
by systematically changing the excitation intensity. Annihilation-free measurements
are especially challenging in the field of photosynthesis. The first step in photosynthe-
sis is the absorption of light by antenna complexes such as the chlorosome in the case
of green sulfur bacteria or a network of LH2/LH1 complexes in the case of purple bac-
teria [61, 321]. The antenna complexes are built from interacting pigments resulting
in large absorption cross sections. From the antenna complexes, the energy is trans-
ferred by several steps to the reaction center in which the charge separation occurs.
While the absorption by natural light does not lead to EEA, the situation is different
when photosynthetic complexes are investigated with femtosecond lasers [322]. The
intense laser pulses lead to many absorption events in a short period of time so that
several excitons are present in the system simultaneously. If the measurements aim to
characterize the single-exciton dynamics from the antenna complexes to the reaction
center, EEA has to be avoided because it distorts the third-order signal [186, 207].
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Figure 10.1.: Higher-order PP experiment on green sulfur bacteria. (a) As an outlined
experiment, the PP signal with three different excitation intensities 4I0, 3I0, and I0 on green
sulfur bacteria is measured. The green sulfur bacteria is made out of different components
such as the chlorosome as the main antenna complex. (b) The third-order signal tracks the
exciton transport through the photosynthetic apparatus from the chlorosome to the FMO
complex and further to the reaction center. (c) The fifth-order signal measures how fast
two excitons meet and interact and can therefore be used to investigate the exciton diffusion
within the chlorosome.

The experimenter faces a dilemma: either measure under low laser intensities in
order to avoid contributions stemming from annihilation, which, however, leads to low
SNR, or measure under high excitation intensities with unavoidable and uncontrolled
mixing of the higher-order contributions into the desired signal.

The problem of uncontrolled mixing of annihilation with the single-exciton dynamics
could be completely avoided using higher-order spectroscopy obtaining clean nonlinear
signals. Applying this technique to photosynthetic complexes could be used in two
ways. First, annihilation-free single-exciton dynamics, i.e., clean third-order signals,
could be measured characterizing the transport through the photosynthetic apparatus.
Second, the higher-order signals themselves could be used to get additional information
about the exciton diffusion within the antenna complexes [20] similar as demonstrated
in polymers [7]. We demonstrated the measurement of clean nonlinear signals using two
techniques: higher-order PP spectroscopy applying power-dependent measurements
and 2D spectroscopy isolating the higher-order signals by their excitation frequency.
The energy transfer in light-harvesting complexes was studied for many years including
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PP techniques [52, 323, 324]. In a PP experiment, the correction and isolation of
clean nonlinear signals is straightforward. However, the different contributions of
energy transfer can be disentangled easier using 2D spectroscopy but the correction and
isolation of clean nonlinear signals in 2D spectroscopy is more difficult. The analysis
of the correction and isolation of higher-order signals in this thesis has been carried
out for spectrally integrated 2D signals. The nQ signals appear at n times the central
frequency (ω0) of the pump spectrum and the nQ signals are then integrated along
the excitation axis. If we want to use 2D spectroscopy to analyze the exciton transfer,
the structure of the peaks within nQ signals has to be resolved. In the case of light-
harvesting complexes, different peaks of the nQ signals correspond to the resonances
of the various parts of the photosynthetic complex such as the reaction center or the
antenna complex and therefore the whole signal can not be integrated because then
the information of the peak position along the excitation axis is lost. If the peaks
are well separated in the 2D spectrum, a spectral region within the nQ signals could
be integrated large enough that the different line shapes of the higher-order signals
and the corresponding contamination do not need to be considered. However, it is an
unanswered question if and how the correction works for unintegrated signals and how
the line shapes of the contamination can be described. It might be possible to simply
use the correction on the whole spectra, i.e., by using the complete 2D spectra without
integration over the excitation axis, to obtain, e.g., a clean third-order 2D spectrum
at high excitation densities.

Previous studies on photosynthetic complexes either investigated the spectrally dis-
tinguishable features such as the exciton transport from the antenna to the reaction
center [79] or used power-dependent studies to determine the exciton diffusion inside
the antenna complexes [192]. So far, it was not possible to measure the transport to
the reaction center and the exciton diffusion within the antenna complex with one
single experiment. With higher-order PP spectroscopy, all the information could be
obtained by one single experiment and the different contributions could be clearly
separated. A possible experiment to study photosynthetic complexes applying higher-
order PP spectroscopy is outlined in Fig. 10.1a. As a sample complete cells of green
sulfur bacteria are used. The cell consists of its primary antenna complex which is
the chlorosome. Different components such as the baseplate and the FMO complex
guide the energy to the reaction center. The different components act as a funnel for
the exciton and at the end of transport, the exciton reaches the reaction center where
charge separation takes place. The sample could be measured either at room temper-
ature in a buffer or in a cryostat as a cryogenic glass at low temperatures. While the
first option is closer to the natural conditions of these bacteria, cryogenic temperatures
have the advantage of well-separated spectral features. Measurement at three different
excitation intensities allows one to isolate the 1Q, 2Q, and 3Q signal contributions.
In the case of green sulfur bacteria, the excitation regime should be chosen in such a
way that the 3Q signal is present as a minor contribution and the 2Q signal is strong.
In such a regime, photobleaching of the bacteria might be not severe and the clean
fifth-order signal can be obtained. The 2Q and the 3Q signals are utilized to extract a
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clean third-order signal, i.e., the single-exciton dynamics. The single-exciton dynamics
could be used to characterize the timescales of exciton transport from the chlorosome
to the baseplate and further to the FMO complex ending at the reaction center (Fig.
10.1b). With the correction for higher-order contamination, the SNR could be in-
creased because higher excitation powers could be used without any contribution of
annihilation. While the transport from the antenna over the baseplate to the reaction
center can be characterized by a PP experiment, the transfer within the FMO complex
(already known from 2D experiment [47, 62]) might be challenging to characterize with
a PP experiment because of the spectrally close transitions. Applying the concept of
correcting for higher-order signals to specific peaks in the 2D spectrum as outlined
above might solve this issue.

Since also the clean fifth-order signal is isolated by using the 3Q signal for correc-
tion, we could study the exciton diffusion within the chlorosome (Fig. 10.1c). The
chlorosome consists of layers of closely packed pigments forming complex structures
such as multilayer cylinders [325, 326]. The fifth-order signal tracks the dynamics and
annihilation of two excitons. In the case of aggregates such as the chlorosome, the
excitons need to diffuse to each other in order to get in close proximity and ultimately
annihilate. Therefore, the annihilation can be used to probe the exciton diffusion.
Instead of power-dependent measurements and indirectly measuring the fifth-order
signal as a contamination in the third-order signal, the proposed experiment allows
one to directly measure the annihilation via the fifth-order signal. Using more exci-
tation powers instead of only three allows to extract even higher-order signals than
the fifth- and seventh-order contributions. The dynamics of the higher-order signals
include the dynamics of more than two excitons. However, if the goal is to determine
the exciton diffusion within the antenna complex, the fifth-order signal might already
be sufficient. In conclusion, higher-order PP and 2D spectroscopy are the methods of
choice to extract the transport dynamics in the complete photosynthetic apparatus of
green sulfur bacteria with good SNR and within one single experiment.
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10.2. Higher-Order Two-Color Two-Dimensional
Spectroscopy

One direction for future higher-order experiments is two-color 2D spectroscopy [107,
327, 328]. One example of two-color 2D spectroscopy is 2DEV spectroscopy [260]. In
this type of 2D experiment in the PP geometry, the system is excited with a double
pulse in the visible regime followed by a probe pulse in the mid infrared region (Fig.
10.2a). This pulse sequence allows one to probe the vibrational signatures of excited
states (Fig. 10.2b) [261]. In such an experiment a 1Q1Q signal is detected in which a
1Q coherence is excited from the (first) pump pulse as well as from the probe pulse.
Note that these coherences correspond to a coherence between electronic states for τ
and a vibrational coherence for t.

Two-color 2D spectroscopya)

1Q1Q

2Q1Q

b)

R
el

. e
ne

rg
y

Vibrational coordinate
Figure 10.2.: Two-color higher-order 2D spectroscopy. (a) The setup in PP geometry
consists of a pump pulse pair in the visible and a probe pulse in the IR. (b) In the 1Q1Q
signal, the first electronically excited state is excited while for the 2Q1Q signal, the doubly
excited state can be excited. The different vibrational states are schematically drawn as
horizontal lines.

We could now combine our approach of higher-order spectroscopy which isolates
different higher-order signals along the excitation axis in the 2D spectra with such a
two-color experiment. Increasing the excitation intensity of the pump pulses would
allow one to excite a 2Q coherence as shown in Fig. 10.2b with the first pulse in the
same way as in coherently detected fifth-order spectroscopy as outlined in Section 6.4.
The second pulse can convert this coherence into a population of a doubly excited
state. In the example shown in Fig. 10.2b the doubly excited state is excited via
resonant two-photon absorption. The contributions of the first excited state and the
doubly excited state could easily be separated because of their different coherences
during τ resulting in different positions along the excitation axis. If the higher excited
state cannot be resonantly excited, the 2Q1Q signal will be correspondingly weaker.
The concept outlined here could be extended to higher-order signals, i.e., to nQ1Q
signals, that will appear accordingly at multiples of the central frequency of the pump
spectrum ω0. Probing with an IR pulse instead of another pulse in the visible regime
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allows one to study the vibrational signatures of an excited state. Since the vibrational
modes are sensitive to the local environment, specific vibrations can be correlated to
specific parts of the system. The principle was used to study the energy flow within
the light-harvesting complex II (LHC2) using specific signatures of chlorophyll a and
b [261]. While the current technique is limited to the first electronically excited state
the proposed higher-order two-color spectroscopy could allow one to study vibrational
modes of higher-excited states like the doubly excited state in the case of the 2Q1Q
signal.

10.3. Higher-Order Pump–Probe Microspectroscopy
The field of supramolecular material science utilizes the interactions between molecules
to create materials with tailored photophysical properties [329–332]. Nowadays, op-
toelectronic devices can be built based on interactions between molecules [333–335].
Perylene bisimides (PBIs) are a promising class of pigments in the field of supramolec-
ular chemistry because of their photostability as well as their excellent photophysical
properties such as quantum yields close to unity [259, 336–338]. Changes in the chem-
ical structure of PBI monomers lead to different aggregates with specific structures
that determine the properties [259, 339, 340]. To incorporate supramolecular aggre-
gates into a device, it is necessary to process the aggregate into a solid phase such as
a film. The step from an aggregate in solution to a solid film is one of the most crucial
ones. In solution, each aggregate is surrounded by a shell of solvent molecules and the
properties are mostly determined by the interaction within an aggregate such as π–π-
interactions or H-bonds [341]. In a film, the solvent molecules are no longer present.
Therefore, the properties in a film are influenced apart from the interaction within
the aggregate also by the interaction between the aggregates. Furthermore, additional
interactions between the aggregates and the substrate can occur. As a result local
effects can take place such as the building of domains or interfaces within the film.
The different effects can lead to a drastic change of the photophysical properties from
the solution to the film. For example, modified PBI aggregates have in solution quan-
tum yields close to unity which drop to a few percent in the crystalline material [259].
For future developments of optoelectronic devices based on supramolecular chemistry,
it is necessary to understand how and why the photophysical properties change from
solution to a film.

Here we propose higher-order PP microspectroscopy to study the spatial dynamics
in films and interfaces. A setup which is inspired by a TA microscope setup from
literature [342] is shown in Fig. 10.3. In principle, it is a transient absorption setup
with the ability to change the excitation intensity automatically, and which is incor-
porated into a microscope. Pump and probe beams are both collinearly guided into
an objective and focused onto a sample. The transmitted light is collected by another
objective. The pump light could filtered out either by frequency using an interference
filter or by polarization using a polarizer (not shown in Fig. 10.3). The transmitted
light is then detected with a photomultiplier tube (PMT). The PMT directly integrates
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as a point detector the whole signal over the complete detection axis and therefore
no spectral information can be obtained. If a narrowband detection is applied, the
spectral information does not need to be resolved anyway. Instead of a PMT, also
a spectrometer could be used to obtain additional spectral information [131]. The
pumped and unpumped signal of the probe could be obtained by chopping the pump
beam and the TA signal could be constructed from these two signal contributions.
Scanning the sample position and changing the population time T by a linear trans-
lation stage results in transient absorption traces for different positions of the sample.
Measuring TA at N different excitation powers allows to separate N clean nonlinear
signals as shown in Chapter 6 and Chapter 8. Changing the excitation power can
be easily realized with a polarizer and a half-wave plate. The polarizer is fixed, for
example to the magic angle, while the half-wave plat can be adjusted with a rotation
stage. However, care has to be taken in choosing the pump and probe sizes [343]. In
order to avoid different high-order effects within the pump beam, it makes sense to set
the pump focus sufficiently larger than the probe focus. In such a case, the excitation
profile that is probed is almost uniform across the detection beam. With high-order
PP spectroscopy, at each pixel, a set of clean nonlinear signals could be obtained. We
will focus in our discussion on the third-order and the fifth-order signal contributions.

Similar as in TA experiments, two kinds of information could be obtained in PP mi-
crospectrosopy: dynamics over the population time T such as fast relaxation and life-
times, and spectral information such as the ESA signals and GSB signals. In contrast
to ordinary PP experiments, the information is now spatially resolved and the clean
third- and fifth-order signals are measured. From the third- and fifth-order transient
spectrum, information about the local structure could be obtained since the specific
local structures lead to different interaction between the molecules and therefore a vari-
ation in the absorption spectrum. In supramolecular chemistry, one strategy for the
fabrication of films is vapor-deposition of the monomers with consecutive treatment
of the sample by thermal annealing or washing with a solvent [259, 344, 345]. These
additional steps help to create a homogeneous film in which most of the molecules are
aggregated to supramolecular structures. However, monomers can still be present or
small zones with different structures can be formed. Measuring the transient spectrum
could resolve to what extent the film can be considered homogeneous and if different
domains are present which for example can be formed at structural “hotspots” of the
substrate. The temporal information may be utilized to characterize the exciton dy-
namics within the sample. The spatially resolved fifth-order signal measures how fast
two excitons are becoming colocalized and annihilate, and could be used to charac-
terize the exciton diffusion. For each spatial position, the exciton diffusion could be
determined and local differences could be investigated. For example, structural do-
mains may have a more disordered structure compared to the film which may lead to
slower exciton diffusion (Fig. 10.3b). The fifth-order signal could also be used to study
the amount of EEA at a specific position by measuring the fifth-order signal amplitude
for one specific T step. The T step has to be chosen in such a way that the rise of
the fifth-order signal already ended and the remaining excitons decay with the exciton

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



212 10. Outlook

lifetime. Then, the amplitude of the fifth-order signal is proportional to the amount of
EEA. Such a measurement is fast because no delays have to be scanned. This experi-
ment reveals if EEA is more pronounced at specific local positions. Additionally to the
fifth-order signal, also the clean third-order signal could be measured. The third-order
signal may be utilized to characterize the local lifetime and to identify local properties
such as additional trap states with reduced lifetimes. Correlation between lifetimes
and exciton diffusion on one side and structural information on the other side could
reveal a comprehensive picture of the exciton properties of the investigated sample.

P

Chopper

Focusing

Collection

Sample

Filter

Pump

Probe

a) b)

PMT

T

Domain with
slow exciton 

diffusion

Film with
fast exciton 

diffusion

Spectrometer

Figure 10.3.: Higher-order PP microspectroscopy on thin films. (a) The proposed setup uses
two beams which are coupled into a microscope. The sample position can be systematically
varied via translation stages. The pump beam could be filtered out by a bandpass filter and
is then guided either to a photomultiplier tube (PMT) or to a spectrometer. The variation
of excitation power that is necessary to extract the clean nonlinear signals could be realized
by a combination of a polarizer and a half-wave plate. A chopper is used to measure the
pumped and unpumped probe spectrum. (b) As an example for a suitable sample, a thin
film with domains with varying exciton diffusion at different spatial positions is schematically
shown.
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Similar information such as exciton transport, structural information or EEA could
be obtained by fluorescence-detected 2D microspectroscopy [9, 126]. In such an ex-
periment, a phase-cycling scheme has to be used which can distinguish higher-order
signals as recently demonstrated with a 36-fold phase-cycling scheme for a three pulse
sequence [13] or 125-fold phase-cycling scheme for a four pulse sequence [5]. Combining
phase cycling with a high NA objective for excitation and collection of the fluorescence
allows to measure spatial resolved higher-order 2D signals. The spatial resolution can
be further increased to a few tens of nanometers by measuring 2D nanoscopy with
higher phase-cycling schemes. However, the problem with such measurements is that
the measurement times are long due to the different time delays and phases that have
to be scanned. In addition, the experimental setup involves pulse shapers which have
to be thoroughly characterized to avoid artifacts [125, 225]. As an advantage, 2D
spectra allow one to measure energy transfer via cross peaks and obtain additional
information compared to TA measurements such as line shapes. Population-detected
2D spectroscopy has the advantage that off-resonant contributions are not present
which is especially interesting for dynamics close to T = 0. However, higher-order PP
microspectroscopy could measure EEA with shorter measurement time as 2D spec-
troscopy and might be a good alternative to 2D methods.

In principle, higher-order PP spectroscopy could be combined with other measure-
ments to obtain additional information. For example, anisotropy measurements for the
third- and fifth-order signal allows one to obtain extra structural information about
the disorder or geometric domains within the measured sample [12]. In conclusion,
the combination of higher-order spectroscopy with spatially resolved microscopy is the
perfect tool to characterize the exciton properties of films and interfaces.
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Summary

The goal of this thesis was the development and application of higher-order spectro-
scopic techniques. In contrast to ordinary pump–probe (PP) and two-dimensional
(2D) spectroscopy, higher-order coherently detected spectroscopic methods measure
a polarization that has an order of nonlinearity higher than three. The key idea of
the techniques in this thesis is to isolate the higher-order signals from the lower-order
signals either by their excitation frequency or by their excitation intensity dependence.
Due to the increased number of interactions in higher-order spectroscopy, highly ex-
cited states can be probed. For excitonic systems such as aggregates and polymers, the
fifth-order signal allows one to directly measure exciton–exciton annihilation (EEA).
In polymers and aggregates, the exciton transport is not connected to a change of the
absorption and can therefore not be investigated with conventional third-order tech-
niques. In contrast, EEA can be used as a probe to study exciton diffusion in these
isonergetic systems. As a part of this thesis, anisotropy in fifth-order 2D spectroscopy
was investigated and was used to study geometric properties in polymers.

In 2D spectroscopy, the multi-quantum signals are separated from each other by
their spectral position along the excitation axis. This concept can be extended sys-
tematically to higher signals. Another approach to isolate multi-quantum signals in
PP spectroscopy utilizes the excitation intensity. The PP signal is measured at specific
excitation intensities and linear combinations of these measurements result in differ-
ent signal contributions. However, these signals do not correspond to clean nonlinear
signals because the higher-order signals contaminate the lower-order multi-quantum
signals. In this thesis, a correction protocol was derived that uses the isolated multi-
quantum signals, both from 2D spectroscopy and from PP spectroscopy, to remove
the contamination of higher-order signals resulting in clean nonlinear signals. Using
the correction on the third-order signal allows one to obtain annihilation-free signals
at high excitation intensities, i.e., with high signal-to-noise ratio. Isolation and cor-
rection in PP and 2D spectroscopy were directly compared by measuring the clean
third-order signals of squaraine oligomers at high excitation intensities. Furthermore,
higher-order PP spectroscopy was used to isolate up to the 13th nonlinear order of
squaraine polymers.

The demonstrated spectroscopic techniques represent general procedures to isolate
clean signals in terms of perturbation theory. The technique of higher-order PP spec-
troscopy needs only small modifications of ordinary PP setups which opens the field of
higher-order spectroscopy to the broad scientific community. The technique to obtain
clean nonlinear signals allows one to systematically increase the number of interacting
(quasi)particles in a system and to characterize their interaction energies and dynam-
ics.
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Zusammenfassung

Das Ziel dieser Arbeit war die Entwicklung and Anwendung von spektroskopischen
Techniken höherer Ordnung. Im Gegensatz zu herkömmlicher Anrege-Abfrage- und
zweidimensionalen (2D) Spektroskopie, wird in kohärenzdetektierten spektroskopi-
schen Methoden höherer Ordnung eine Polarisation gemessen, die höher als drei ist. Die
Schlüsselidee der Techniken dieser Arbeit ist die Trennung Signale höherer Ordnung
von den Signalen niedrigerer Ordnung, entweder durch ihre Anregungsfrequenz oder
durch ihre Abhängigkeit zur Anregungsintensität. Durch die erhöhte Anzahl an Inter-
aktionen in der Spektroskopie höherer Ordnung können auch hoch angeregte Zustän-
de untersucht werden. Für exzitonische Systeme wie Aggregate und Polymere erlaubt
das Signal fünfter Ordnung die direkte Messung der Exziton-Exziton-Annihilierung
(EEA). In Polymeren und Aggregaten ist der Exziton-Transport nicht mit einer Än-
derung des Absoprtionsspektrums verbunden und kann daher nicht mit konventionel-
len Techniken dritter Ordnung untersucht werden. Im Gegensatz dazu kann EEA, die
mit Spektroskopie fünfter Ordnung gemessen wird, als Sonde verwendet werden, um
Exziton-Diffusion zu untersuchen. Als ein Teil dieser Arbeit wurde die Anisotropie in
der 2D-Spektroskopie fünfter Ordnung untersucht, und es wurde gezeigt, dass diese
geometrische Eigenschaften von Polymeren bestimmen kann.

In der 2D-Spektroskopie werden die sogenannten Multiquantensignale durch ihre
Position entlang der Anregungsachse von anderen Signalen getrennt. Dieses Konzept
kann systematisch zu höheren Signalen erweitert werden, die durch ihre spezifische
Anregungsfrequenz in dem 2D-Spektrum isoliert werden. Ein anderer Ansatz, um
Multiquantensignale in der Anrege-Abfrage-Spektroskopie zu isolieren, nutzt die Anre-
gungsintensität. Das Anrege-Abfrage-Signal wird bei spezifischen Anregungsintensitä-
ten gemessen und Linearkombinationen dieser Messungen resultieren in verschiedenen
Signalbeiträgen. Allerdings entsprechen diese Signale nicht reinen nichtlinearen Signa-
len, weil die Signale höherer Ordnung die Multiquantensignale niedriger Ordnung kon-
taminieren. In dieser Arbeit wurde ein Korrekturprotokoll entwickelt, das die isolier-
ten Multiquantensignale sowohl in der 2D- als auch in Anrege-Abfrage-Spektroskopie
nutzt, um die Kontamination durch Signale höherer Ordnung zu entfernen. Die Anwen-
dung dieser Korrektur auf das Signal dritter Ordnung erlaubt es, annihilierungsfreie
Signale bei hoher Anregungsintensität, d.h. mit hohem Signal-zu-Rausch-Verhältnis zu
erhalten. Isolation und Korrektur in Anrege-Abfrage- und 2D-Spektroskopie wurden
direkt miteinander verglichen, indem das kontaminierungsfreie Signal dritter Ordnung
von Squarain-Oligomeren bei hoher Anregungsintensität gemessen wurde. Des Weite-
ren wurde Anrege-Abfrage-Spektroskopie höherer Ordnung eingesetzt, um nichtlineare
Signale bis zur 13ten Ordnung in Squarain-Polymeren zu isolieren.

J. Lüttig: Coherent Higher-Order Spectroscopy Dissertation, Universität Würzburg, 2022



218 Zusammenfassung

Die gezeigten spektroskopischen Techniken stellen allgemeine Verfahren zur Isolie-
rung verschiedener Signale im Sinne der Störungstheorie dar. Die Technik der Anrege-
Abfrage-Spektroskopie höherer Ordnung erfordert nur geringfügige Änderungen an
gewöhnlichen Anrege-Abfrage-Experimenten und erlaubt es, die Spektroskopie höhe-
rer Ordnung in vielen weiteren wissenschaftlichen Gebieten anzuwenden. Der Ansatz
kontaminierungsfreier nichtlinearer Signale gibt die Möglichkeit, die Anzahl der wech-
selwirkenden Teilchen systematisch zu erhöhen und ihre Wechselwirkungsenergien und
Dynamiken zu messen.
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Appendix

A. Cross Peaks in Fluorescence-Detected
Two-Dimensional Spectroscopy for a Weakly
Coupled Dimer

The detection of fluorescence has interesting consequences for the corresponding 2D
spectra. Here, we want to briefly discuss the influence of EEA on the cross peaks of a
dimer. A thorough analysis can be found in literature [120]. In fluorescence-detected
2D spectroscopy a fourth-order nonlinear response is measured [8]. We discuss here the
same system of a coupled dimer that was discussed in Section 4.1 consisting out of one
ground state |0⟩, two single-exciton states |1⟩ and |2⟩, and a biexciton state |α⟩. Since
fluorescence is detected, the double-sided Feynman diagrams have in common that they
end in an excited-state population. For simplicity we consider that every population in
a single-excited state has the quantum yield of one. We show the rephasing diagrams
for T = 0 that correspond to the cross peak below the diagonal (peak A) and above
the diagonal (peak B) in Fig. A.1. The rephasing part of the fluorescence-detected
2D spectrum can be isolated by phase cycling [26] and has the specific phase signature
−φ1 + φ2 + φ3 − φ4 [89].

The diagrams can be divided in two GSB-type diagram and four ESA-type diagrams.
Note the difference in the sign of the diagrams compared to the diagrams of the
coherently detected contributions because of the different number of interactions on
the right. Two of the ESA-type diagrams end in a single-exciton state (labeled as
ESAA,B-1E) while the other two end in a population of a biexciton state (labeled as
ESAA,B-2E). The amplitudes of the pathways for peak A are

GSBA = |µ20|2|µ10|2,
ESAA-1E = |µ20|2|µα2|2,

ESAA-2E = −Φ|µ20|2|µα2|2.
(10.1)

where we introduced the parameter Φ as the quantum yield of the biexciton state |α⟩.
Analogously the amplitudes for the diagrams describing peak B are

GSBB = |µ10|2|µ20|2,
ESAB-1E = |µ10|2|µα1|2,

ESAB-2E = −Φ|µ10|2|µα1|2.
(10.2)
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Cross peak below the diagonal
(peak A)

Cross peak above the diagonal
(peak B)
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ESAA-2E
GSBA ESAA-1E

Figure A.1.: Double-sided Feynman diagrams for the cross peaks in the rephasing
fluorescence-detected 2D spectrum. The signal can be isolated via phase cycling by the
specific phase combination of −φ1 + φ2 + φ3 − φ4. While the GSB-type pathways and
ESAA,B-1E-type pathways end in a single-exciton population, the ESAA,B-2E-type path-
ways end in a biexciton population.

In the case of weak coupling, the transition dipole moments are

µ20 = µα1,

µ10 = µα2.
(10.3)

If no EEA occurs in the system Φ = 2 because the biexciton state consists of the
excitation of two molecules which do not interact and so each molecule can emit a
photon. In that case the diagrams cancel and no cross peak is visible which is the
same case as in coherently detected 2D spectroscopy. As a next step we consider
effective EEA but without substantial delocalization. In such a case the population
in the biexciton state decreases via EEA and with that the value of Φ is decreased
as well. For effective EEA the biexciton population relaxes completely to one of
the single-exciton states and Φ = 1. In that case the ESAA,B-1E-type pathways and
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ESAA,B-2E-type pathways have the same amplitude but opposite sign and cancel each
other and the GSB-type diagrams are still contributing to peak A and peak B. Both
cross peaks are visible in the 2D spectrum and have the same sign. Note that the
annihilation occurs not during the population time T , since we restrict our analysis
on T = 0, but occurs after preparation of the final state decreasing its yield.

In coherently detected 2D spectroscopy in the case of EEA without delocalization
no cross peaks could be observed since EEA cannot occur during T for T = 0. In
fluorescence-detected 2D spectroscopy such a situation results in cross peaks with the
same sign in the 2D spectrum.

B. Coherently Detected Two-Dimensional
Spectroscopy:

Decrease of the Diagonal Peaks by Energy transfer
As outlined in Section 5.2 energy transfer leads to the formation of cross peaks. Besides
the formation of cross peaks, energy transfer also reduces the diagonal peak amplitude.
Here, we consider energy transfer in a weakly coupled dimer with µ10 = µα2 and
µ20 = µα1. In Section 5.2 we considered energy transfer from state |2⟩ to state |1⟩
resulting in a decrease of the diagonal peak 2. In the case of energy transfer three
different types of double-sided Feynman diagrams are contributing to the diagonal
peak as shown in Fig. B.2.

The influence of the energy transfer on the double-sided Feynman diagrams can be
described by two propagators. The first propagator U22,22 describes the decrease of
the population in state |2⟩ by energy transfer. This propagator can be written as

U22,22 = e−kT T , (10.4)

with the transfer rate kT . The second propagator U11,22 reflects transfer from state
|2⟩ to state |1⟩ resulting in a rise of the ESA-type pathways with the energy transfer.
The propagator is

U11,22 = 1 − e−kT T . (10.5)
For T > 0 the emerging ESA-type pathways will cancel partially with the GSB-type
and SE-type pathways. The diagonal peak amplitude decreases in comparison to the
initial amplitude at T = 0. For effective energy transfer and T ≫ 0 the SE-type
pathways amplitude is zero and the ESA-type and GSB-type pathways cancel each
other.
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Rephasing

Non-rephasing

ESA

+
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GSB

-
Figure B.2.: Description of a diagonal peak by double-sided Feynman diagrams and the
influence of energy transfer on the diagonal peak. Three different types of diagrams are
contributing. The GSB-type diagrams are not influenced by the energy transfer, while for
the ESA-type and SE-type diagrams the energy transfer is reflected by specific propagators
indicated below the corresponding diagrams.
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List of Abbreviations

1Q one-quantum
2D two-dimensional
2DES two-dimensional electronic spectroscopy
2Q two-quantum
3Q three-quantum
AOM acousto-optic modulator
AOPDF acousto-optic progammable dispersive filter
APD avalanche photodiode
EEA exciton–exciton annihilation
EEI exciton–exciton interaction
ESA excited-state absorption
EV electronic–vibrational
FMO Fenna–Matthews–Olson
FROG frequency-resolved optical gating
GSB ground-state bleach
IC internal conversion
LHCII light-harvesting complex II
LH2 light-harvesting 2
LO local oscillator
PEEM photoemission electron microscopy
PP pump–probe
PMT photomultiplier tube
RWA rotating-wave approximation
SE stimulated emission
SNR signal-to-noise ratio
TA transient absorption
VE vibrational–electronic
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