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Chapter 1

Introduction

The properties of functional organic materials strongly depend on intermolec-

ular interactions [1]. As the applications for those materials in organic solar

cells and molecular electronics [2–5] are of great importance, research activ-

ities in this area are increasingly promoted. In this context, the contribu-

tion of theoretical chemistry, especially quantum dynamics, consists of the

investigation of intermolecular interactions on energy transfer processes in

molecular aggregates. In the so-called ”diabatic” representation [6], the po-

tential energy surfaces, which belong to different electronic states describing

a localized excitation, are coupled by off-diagonal potential matrix-elements.

The latter lead to a splitting of the excited state potential curves in an adia-

batic picture. Depending on the relative orientation of the transition dipole

moments of the monomer units within the molecular aggregate, different rel-

ative intensities for spectroscopic vibronic transitions are found, which lead

to characteristic band-structures in the absorption spectrum. If only the en-

ergetically lowest or highest band is excited, the system is specified as a J-

and H-aggregate, respectively [7]. As the excitation energy is delocalized and

movable within the aggregate in general, it is called a molecular exciton [8].
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For the quantum dynamical description of molecular aggregates, both elec-

tronic couplings and vibrational degrees of freedom have to be included.

Numerical investigations on the absorption spectroscopy of such systems have

first been performed by Fulton and Goutermann [9,10], where two electronic

states including one vibrational degree of freedom for each monomer unit

were regarded. This model was used later by Scherer and Fischer to simu-

late various experiments [11]. It was noted [12] that it is equivalent to the

Jaynes-Cummings model describing a two level system interacting with a

quantized electromagnetic field [13]. Also trimer systems have already been

discussed [14]. The aggregate model can be extended, within further ap-

proximations, to larger polymers. Examples are given in the early work of

Herzenberg and Briggs [15] and also more recent papers [16, 17]. All men-

tioned studies employed methods of time-independent quantum mechanics.

This work takes another approach in applying wave-packet propagation tech-

niques to describe the interaction of aggregates with an electromagnetic field.

A time-dependent calculation of absorption-spectra [18–21] has the advan-

tage that spectral features can be related to dynamical processes and in

particular to the exciton migration within the aggregate. This connection

is of central importance in the context of the present studies. Besides ab-

sorption spectroscopy, circular dichroism (CD) spectroscopy is also helpful

to investigate the structure of molecular aggregates [22]. This underlying

effect correlates to the difference in absorbance of a substance from right

versus left circular polarized light [23]. The theory of optical activity, i. e.,

the property of matter to rotate the polarization vector of an incoming field,

and its relation to CD has been summarized, e.g., by Condon [24], Cadwell

and Eyring [25]. Although formulated about ten years ago [26], a time-

dependent approach has not been applied to the calculation of CD-spectra
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until recently [27].

Emission spectra provide an insight into the excited state properties and

allow conclusions about exciton trapping effects. Such processes compete

against exciton migration and therefore limit the exciton mobility [28]. Nev-

ertheless, investigations on emission spectra of molecular aggregates are rare

(see e.g. [29]).

The application of nonlinear electronic 2D-spectroscopy on molecular ag-

gregates is a new interesting research field. Two dimensional spectroscopic

techniques have first been developed in the context of NMR spectroscopy [30],

where they are used to extract structural and dynamical information about

molecules and solid state systems [31]. The employed pulse sequence schemes

have been transferred to vibrational spectroscopy in the infrared [32–34] and

electronic spectroscopy in the optical spectral range [35–39]. Theoretical

aspects of femtosecond 2D-spectroscopy have been extensively discussed by

Mukamel and co-workers [40–42]. The explicit treatment of vibrations in

2D-spectroscopy has been performed by Gallagher, Faeder and Jonas [43],

and more recently by Egorova et al. [44]. The role of the relative orientation

of the monomer transition dipole-moments in aggregates has been studied by

Szoecs et al. for a two- [45], and also a four chromophore system [46]. All the

mentioned studies relay on density-matrix approaches and mostly vibrations

are not included. In this work, the results of wave function based calcu-

lations are presented with the aim to elucidate basic principles of vibronic

2D-spectroscopy.
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The present dissertation is structured as follows: The first two chapters re-

view the employed theoretical (chapter 2) and numerical (chapter 3) methods.

In chapter 4, the application of these methods to molecular aggregates is

discussed.

Chapter 5 contains investigations on the dimer problem in terms of a re-

flexion principle.

The dependence of linear spectra on the geometry of molecular aggregates

is discussed in chapter 6. For dimer and trimer systems, absorption-, CD-

and emission-spectra are calculated by varying the relative orientations of

the monomer units and the intermolecular coupling constants. Thereby the

connection between the resulting spectra and the underlying quantum dy-

namics is illustrated. Furthermore, the theoretical investigations are applied

to measured data of merocyanine and perylene bisimide aggregates.

As the preliminary dimer model includes no intermolecular degrees of free-

dom, which cannot be neglected, if a consistent picture of both absorption

and emission spectra is to be found, an intermolecular torsional coordinate

is introduced in chapter 7. The corresponding potential curves stem from

quantum chemical calculations.

In chapter 8, vibronic 2D-spectra of monomers and dimers are investigated.

Besides the general properties of 2D-spectra, the appearing features are re-

lated to the relative orientation of the monomer subunits in the dimer and

the coupling between them.
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The aim of this work is to provide a better insight in the spectroscopic prop-

erties of molecular aggregates using the time-dependent approach. It can be

considered as a basis for further investigations within the GRK 1221.
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Chapter 2

Theoretical basics

2.1 Quantum dynamical description of molec-

ules

The description of time-dependent processes in molecules is based on the

solution of the time-dependent Schrödinger equation

ĤmolΨ (~q, ~r, t) = ih̄
∂Ψ (~q, ~r, t)

∂t
, (2.1)

where the molecular Hamiltonian

Ĥmol = T̂nuc +
(

V̂nuc−nuc + T̂el + V̂el−el + V̂nuc−el

)

= T̂nuc + Ĥel (2.2)

contains the kinetic and potential energy contributions of nuclei (T̂nuc +

V̂nuc−nuc) and electrons (T̂el + V̂el−el) as well as the interaction V̂nuc−el be-

tween them. The nuclear and electronic coordinates are collectively denoted

as ~q and ~r, respectively. If an adiabatic expansion is applied to the total

wave function
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2.1. QUANTUM DYNAMICAL DESCRIPTION OF MOLECULES

Ψ(~q, ~r, t) =
∑

n

χn (~q, t)φn (~r, ~q) , (2.3)

and the electronic wave functions φn (~r, ~q) fulfill the electronic Schrödinger

equation

Ĥelφn (~r, ~q) = V̂n (~q)φn (~r, ~q) , (2.4)

electronic and nuclear motion can be separated under the assumption that

derivatives of the electronic wave functions with respect to the nuclear coor-

dinates can be neglected [47]. Then, the corresponding Schrödinger equation

for the nuclear wave functions in the fixed electronic state (n)

Ĥnuc χn,m (~q) =
(

T̂nuc + V̂n (~q)
)

χn,m (~q) = En,mχn,m (~q) (2.5)

yields the vibrational eigenfunctions evolving in time as

χn,m (~q, t) = χn,m (~q, 0) exp
(

−iEn,mt

h̄

)

. (2.6)

A superposition of these eigenfunctions leads to the wave-packet

ψ (~q, t) = Ûn (t)ψ (~q, 0) =
∑

m

amχn,m (~q, 0) exp
(

−iEn,mt

h̄

)

. (2.7)

where the propagator Ûn(t) = exp(−iĤnt) is employed and am are coeffi-

cients. In what follows, all operators act in the subspace of the nuclei if not

specified otherwise.
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2.2. TIME-DEPENDENT CALCULATION OF LINEAR SPECTRA

2.2 Time-dependent calculation of linear spec-

tra

According to time-dependent perturbation theory, the first-order expression

for the excitation of a molecular system from the electronic ground state to

an electronic excited state induced by an electric field ~E, which interacts

with the electric transition dipole moment ~µ, can be written as

∣

∣

∣ψ(1)
µ

〉

∼
∫ t

−∞

dt′ Ûe(t− t′) Wµ(t′) Ûg(t
′) |ψ0〉 = |ψµ(t)〉 . (2.8)

In this formula, Ûg(t
′) and Ûe(t − t′) are the propagators in the electronic

ground and excited state, respectively. The lowest vibrational eigenstate in

the electronic ground state is denoted as |ψ0〉. Furthermore, the interaction

Wµ(t′) = −~µ~ǫf(t) appears in this expression, where ~ǫ is the polarization

vector and f(t) = 1
2
exp(−iEt) describes the time-dependence of the field.

As the interaction starts at t = 0, negative times can be neglected in the

integral. On this basis, the transition probability

Pabs(t) =
〈

ψ(1)
µ (t)|ψ(1)

µ (t)
〉

(2.9)

can be defined leading to the transition rate

Rabs(t) =
d

dt
Pabs(t) (2.10)

=
d

dt

∫ t

0
dt1

∫ t

0
dt2 exp(i(E + Eg)(t1 − t2))

〈

Ûe(t− t1) ~ǫ ~µ ψg,0|Ûe(t− t2) ~ǫ ~µ ψg,0

〉

=
∫ t

0
dt1 exp(i(E + Eg)(t1 − t))

〈

Ûe(t− t1) ~ǫ ~µ ψg,0| ~ǫ ~µ ψg,0

〉

+
∫ t

0
dt2 exp(i(E + Eg)(t− t2))

〈

~ǫ ~µ ψg,0|Ûe(t− t2) ~ǫ ~µ ψg,0

〉

,
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2.2. TIME-DEPENDENT CALCULATION OF LINEAR SPECTRA

which depends on the energy E and contains the ground state energy Eg.

Changing the variables of integration to τ = t1 − t and τ = t− t2 in the first

and second time integral, respectively, leads to

Rabs(t) =
∫ 0

−t
dτ exp(i(E + Eg)τ)

〈

Ûe(−τ) ~ǫ ~µ ψg,0| ~ǫ ~µ ψg,0

〉

+
∫ t

0
dτ exp(i(E + Eg)τ)

〈

~ǫ ~µ ψg,0|Ûe(τ) ~ǫ ~µ ψg,0

〉

, (2.11)

so that in the limit of t→ ∞, the absorption-spectrum

σabs(E) ∼
∫

∞

−∞

dt exp(i(E + Eg)t) cabs(t). (2.12)

is obtained [18,48], which corresponds to a Fourier transformation of a time-

correlation function

cabs(t) =
〈

~ǫ ~µ ψg,0 | Ûe(t) ~ǫ ~µ ψg,0

〉

. (2.13)

The standard, time-independent expression for the absorption-spectrum is

obtained by introducing a complete set of final states |f〉 of energies Ef in

the excited state and using the identity

Ûe(t) =
∑

f

|f〉 exp(−iEf t) 〈f | , (2.14)

so that

σabs(E) ∼
∫

∞

−∞

dt exp(i(E + Eg)t)
〈

~ǫ ~µ ψg,0 |
∑

f

|f〉 exp(−iEf t) 〈f | ~ǫ ~µ ψg,0

〉

=
∑

f

〈~ǫ ~µ ψg,0 |f〉 〈f | ~ǫ ~µ ψg,0〉
∫

∞

−∞

dt exp(i(E + Eg −Ef )t)

∼
∑

f

〈~ǫ ~µ ψg,0 |f〉 〈f | ~ǫ ~µ ψg,0〉 δ(E − (Ef − Eg)), (2.15)
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2.2. TIME-DEPENDENT CALCULATION OF LINEAR SPECTRA

where a property of the δ -function is used [49]. In order to take broadening

effects into account [50], a Gaussian function exp (−βt2) is introduced in the

final expression for the absorption-spectrum

σabs(E) ∼
∫

∞

−∞

dt exp (i(E + Eg)t) cabs (t) exp
(

−βabst
2
)

. (2.16)

For the emission-spectrum, the corresponding formula

σem(E) ∼
∫

∞

−∞

dt exp (−i(E + Ee)t) cem (t) exp
(

−βemt
2
)

, (2.17)

is obtained, which contains the vibrational ground state energy in the elec-

tronic excited state Ee and the time-correlation function

cem(t) =
〈

ψe,0

∣

∣

∣ ~ǫ ~µ Ûg(t) ~µ ~ǫ
∣

∣

∣ψe,0

〉

(2.18)

with the vibrational ground state in the electronic excited states |ψe,0〉 as the

initial function.

According to the theory of optical activity [51], in the case of CD-spectra an

additional interaction term

Wm(t) = −~m~B(t) = −~m
(

~k ×~ǫ
)

f(t) (2.19)

has to be taken into account, which describes the interaction between the

magnetic transition dipole moment ~m and the magnetic field ~B. The wave

vector is denoted as ~k, while the other symbols are identical with the ones

that have already been introduced above. The magnetic dipole interaction

results in the first order state
∣

∣

∣ψ(1)
m (t)

〉

, see Eq. (2.8) with Wµ(t) replaced by

Wm(t). The total wave function (to first order in the field-matter interaction)

is then
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2.2. TIME-DEPENDENT CALCULATION OF LINEAR SPECTRA

∣

∣

∣ψ(1)(t)
〉

=
∣

∣

∣ψ(1)
µ (t)

〉

+
∣

∣

∣ψ(1)
m (t)

〉

(2.20)

giving rise to the transition probability

P (t) =
〈

ψ(1)(t)|ψ(1)(t)
〉

=
〈

ψ(1)
µ (t)|ψ(1)

µ (t)
〉

+
〈

ψ(1)
m (t)|ψ(1)

m (t)
〉

+
〈

ψ(1)
m (t)|ψ(1)

µ (t)
〉

+
〈

ψ(1)
µ (t)|ψ(1)

m (t)
〉

. (2.21)

The first and second term correspond to an electric and magnetic dipole

transition, respectively. Additionally, there is an interference term, which

is important for CD-spectroscopy. This can be shown by specifying the

polarization vector as

~ǫ = α1~ǫ1 + iα2~ǫ2, (2.22)

where left and right polarized light are characterized by α1 = α2 = 1 and

α1 = 1, α2 = −1, respectively. The first two terms in Eq. (2.21) correspond

to the electronic and magnetic dipole transition and are of the form

〈~ǫ ~µ || ~µ ~ǫ 〉 = |α1|2 〈~ǫ1 ~µ || ~µ ~ǫ1 〉

+ |α2|2 〈~ǫ2 ~µ || ~µ ~ǫ2 〉 , (2.23)
〈(

~k ×~ǫ
)

~m || ~m
(

~k ×~ǫ
) 〉

= |α1|2
〈(

~k ×~ǫ1
)

~m || ~m
(

~k ×~ǫ1
) 〉

+ |α2|2
〈(

~k ×~ǫ2
)

~m || ~m
(

~k ×~ǫ2
) 〉

,

where ~µ is real and ~m is imaginary. Also, the detailed form of the states like

in Eq. (2.8) is not explicitly written down, which is indicated in writing the

scalar product 〈|〉 as 〈||〉. The two terms (Eqs. 2.23) are identical for left and

right polarization. On the other hand, the cross terms contain the expression
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2.2. TIME-DEPENDENT CALCULATION OF LINEAR SPECTRA

〈

~ǫ ~µ ||
(

~k ×~ǫ
)

~m
〉

(2.24)

and its conjugate complex. Inserting the form (Eq.(2.22)) for ~ǫ and using the

fact that ~k and ~ǫ1,2 are orthogonal, one finds:

〈

~ǫ ~µ || ~m
(

~k ×~ǫ
) 〉

= |α1|2 〈~ǫ1 ~µ || ~m ~ǫ2 〉 − |α2|2 〈~ǫ2 ~µ || ~m ~ǫ1 〉

− iα1α2 (〈~ǫ1 ~µ || ~m ~ǫ1 〉 − 〈~ǫ2 ~µ || ~m ~ǫ2 〉) .(2.25)

In calculating the sum of this expression and its conjugate complex, the terms

with |αn|2 cancel out and the result is:

〈

~ǫ ~µ || ~m
(

~k ×~ǫ
) 〉

+
〈

~m
(

~k ×~ǫ
)

|| ~ǫ ~µ
〉

= iα1α2 [〈~ǫ1 ~m || ~µ ~ǫ1 〉 + 〈~ǫ2 ~m || ~µ ~ǫ2 〉

− 〈~ǫ1 ~µ || ~m ~ǫ1 〉 − 〈~ǫ2 ~µ || ~m ~ǫ2 〉]

= iα1α2 [〈~m || ~µ〉 − 〈~µ || ~m〉] . (2.26)

The remaining difference in the excitation probability of left and right po-

larized light is given as

PCD(t) = PL(t) − PR(t) = −i (〈ψm|ψµ〉 − 〈ψµ|ψm〉) = 2ℑ (〈ψm|ψµ〉) , (2.27)

where (ℑ) denotes the imaginary part. As in the case of absorption the

transition rate (i. e. the derivative of the transition probability with respect

to time) in the limit of infinite times yields a CD-spectrum of the form

lim
t→∞

RCD(t) = σCD(E) ∼
∫

∞

−∞

dt exp(i(E + Eg)t) cµm(t), (2.28)
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2.3. CALCULATION OF TWO-DIMENSIONAL NONLINEAR
SPECTRA

where the time-correlation-function reads

cµm(t) =
1

2i

(

〈ψg,0| ~m Ûe(t) ~µ |ψg,0〉

− 〈ψg,0| ~µ Ûe(t) ~m |ψg,0〉
)

. (2.29)

At t = 0, the propagator Ûe(t) corresponds to the unity operator, and as the

scalar products in Eq. (2.26) commutate with respect to a basis containing

canonical basis vectors, the expression vanishes. Then it can be easily seen

that

∫

∞

−∞

dE σCD(E) =
∫

∞

−∞

dt cµm(t) exp(iEgt)
∫

∞

−∞

dE exp(iEt)

=
∫

∞

−∞

dt cµm(t) exp(iEgt)δ(t) = cµm(0) = 0. (2.30)

This means that the CD-spectrum must posses negative and positive branches

with equal area. Furthermore, the property

cµm(−t) = c∗µm(t) (2.31)

ensures that the spectrum is real. Also, from a practical point of view, it

means that the calculation of the time-correlation function cµm(t) has to be

performed for either positive or negative times only.

2.3 Calculation of two-dimensional nonlinear

spectra

Two-dimensional optical spectra originate from the interaction of three laser

pulses with a material system. The total electric field is described as

13



2.3. CALCULATION OF TWO-DIMENSIONAL NONLINEAR
SPECTRA

~E (~q, t) =
3
∑

n=1

~ǫnfn (t− Tn) cos
(

ωn (t− Tn) − ~kn~x
)

, (2.32)

where ~ǫn, ~kn are the polarization and wave vectors and ωn denote the laser

frequencies. The envelope functions of the pulses (fn (t− Tn)) are localized

around the times Tn. The electric field induces a polarization in the medium

[6,52], which is

~P (t) = 〈ψ (t)| ~µ |ψ (t)〉 , (2.33)

with |ψ (t)〉 being the state vector of the system and ~µ its dipole operator.

In order to calculate third order nonlinear spectra, the corresponding polar-

ization expansion term is needed, which is of the form

~P (3) (t) =
〈

ψ(0) (t)
∣

∣

∣ ~µ
∣

∣

∣ψ(3) (t)
〉

+
〈

ψ(1) (t)
∣

∣

∣ ~µ
∣

∣

∣ψ(2) (t)
〉

+ c.c., (2.34)

where c.c. denotes the conjugate complex. The states appearing in the latter

equation emerge from perturbation theory and have the general form

∣

∣

∣ψ(0) (t)
〉

= Û(t) |ψi〉 (2.35)
∣

∣

∣ψ(1) (t)
〉

= i
∫ t

−∞

dt1 Û(t− t1)
[

~E(t1)~µ
]

Û(t1) |ψi〉 (2.36)

∣

∣

∣ψ(2) (t)
〉

= (i)2
∫ t

−∞

dt2

∫ t2

−∞

dt1 Û(t− t2)
[

~E(t2)~µ
]

Û(t2 − t1)
[

~E(t1)~µ
]

Û(t1) |ψi〉 (2.37)
∣

∣

∣ψ(3) (t)
〉

= (i)3
∫ t

−∞

dt3

∫ t3

−∞

dt2

∫ t2

−∞

dt1 Û(t− t3)
[

~E(t3)~µ
]

Û(t3 − t2)
[

~E(t2)~µ
]

Û(t2 − t1)
[

~E(t1)~µ
]

Û(t1) |ψi〉 . (2.38)

In these equations, the initial state of energy Ei is denoted as |ψi〉. Below,

only the case is taken into account, where the signals are detected in the

14



2.3. CALCULATION OF TWO-DIMENSIONAL NONLINEAR
SPECTRA

~ks = −~k1 + ~k2 + ~k3 direction. Therefore, the respective terms in the third-

order polarization ~P (3) (t) have to be determined. Under specific assumptions

it is possible to reduce the number of terms essentially. In the analytical

considerations presented below, a pulse overlap between f1 and f2, and also

between f1 and f3 is excluded. The carrier frequencies of the pulses are

taken to be equal, i. e. ωn = ω. Furthermore, only resonant contributions

are included, so that in the case of absorption (+) and emission (−) the fields

are replaced by:

~E+
n (~q, t) =

1

2
fn (t− Tn) e−iωn(t−Tn)e+i~kn~x, (2.39)

~E−

n (~q, t) =
1

2
fn (t− Tn) e+iωn(t−Tn)e−i~kn~x. (2.40)

The number of terms contributing to the third-order polarization strongly

depends on the model employed. In the most simple case, a monomer with

two electronic states (|g〉 , |e〉), having a single vibrational degree of freedom

q, is taken into account. In this case, the Hamiltonian reads

ĤM = |g〉 Ĥg (q) 〈g| + |e〉 Ĥe (q) 〈e| , (2.41)

where the ground and excited state Hamiltonians are taken as

Ĥg(q) = −1

2

d2

dq2
+

1

2
ωvibq

2, (2.42)

Ĥe(q) = −1

2

d2

dq2
+

1

2
ωvib (q − qe)

2 + ∆E (2.43)

with the vibrational frequency ωvib, the displacement qe and the energy shift

∆E. The dipole moment connecting the ground with the excited state is:

~µ = |e〉 ~µeg 〈e| + cc, (2.44)
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where c.c. denotes the adjoint operator and ~µeg is the transition dipole vector.

Under the assumptions formulated above (and in particular that the pulses

~E2 and ~E3 are identical), the polarization into direction ~ks = −~k1 + ~k2 + ~k3

(see Fig.(2.1)) contains two identical terms, so that

~P (3) (t) = 2 〈ψ (21, t)| ~µ |ψ (3, t)〉 . (2.45)

The (nuclear) wave functions appearing in this expression are

|ψ (3, t)〉 = i
∫ t

−∞

dt1 Ûe(t− t1)
[

~E+
3 (t1)~µ

]

Ûg(t1) |ψi〉 (2.46)

|ψ (21, t)〉 = (i)2
∫ t

−∞

dt2

∫ t2

−∞

dt1 Ûg(t− t2)
[

~E−

2 (t2)~µ
]

Ûe(t2 − t1)
[

~E+
1 (t1)~µ

]

Ûg(t1) |ψi〉 , (2.47)

for an interpretation see Fig.(2.2).

k1

k2
k3

+k2

+k3

−k1

ks

Figure 2.1: Illustration of the wavevector linear combination resulting in the

detection direction ~ks.
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ω1 ω2 ω3 ωs

|e>

|g>

Figure 2.2: Illustration of the corresponding transition scheme in the case of

a two-level system.

To evaluate the third-order polarization, the propagators in the ground and

excited state are represented employing complete sets of vibrational eigen-

states |ng〉 and |ne〉 with eigenenergies Eng
and Ene

, so that

Ûg(t) =
∑

ng

|ng〉 e−iEng t 〈ng| , (2.48)

Ûe(t) =
∑

ne

|ne〉 e−iEne t 〈ne| . (2.49)

Regarding times t after the interaction, this yields the expression

〈ψ (21, t)|µ |ψ (3, t)〉

=
(

i

2

)3
∑

ne

∑

ng

∑

me

a (i, ne, ng, me) b (τ, i, ne, ng, me) . (2.50)

Thereby it is assumed that the polarization vectors of all three fields are

parallel, so that the projection of the transition dipole moment on the field

is equal in each case (~µeg~ǫn = µeg). Furthermore, the coefficients are defined

as
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a (i, ne, ng, me) = 〈ψi|µge |ne〉 〈ne|µeg |ng〉 〈ng|µge |me〉 〈me|µeg |ψi〉 (2.51)

and

b (τ, i, ne, ng, me) =
∫

∞

−∞

dt3

∫

∞

−∞

dt2

∫ t2

−∞

dt1

f1 (t1) e
iωt1f2 (t2 − τ) e−iω(t2−τ)f3 (t3 − τ) e−iω(t3−τ)

ei(Ei−Ene)t1ei(Ene−Eng)t2ei(Eme−Ei)t3ei(Eng−Eme)t. (2.52)

In an experiment, the emitted field is detected after the delay-time τ , i. e.,

the time origin occurs at t = τ . This is illustrated in Fig. (2.3).

τ
t’

t

E1(ω,t) E2,3(ω,t,τ)

Esig(ω,t’)

Figure 2.3: Three ultrashort pulses of equal frequency interact at differ-

ent times to induce a time-dependent polarization P (t) in an ensemble of

molecules. The second and third pulse (E2, E3) are identical and time-delayed

by time τ with respect to the first pulse (E1). The time-variable t′ is defined

to have its origin at the delay-time τ .

Formally, this results in the replacements (t′ = t−τ, t′2 = t2−τ, t
′

3 = t3−τ) in

the expression for the coefficient b (τ, i, ne, ng, me). Because the time-integral

over t1 does not depend on the delay-time and a time-separation of the first

18
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pulse and the others excluding a temporal overlap is assumed, the variable

remains the same, i. e. t
′

1 = t1. As a result one finds:

b (τ, i, ne, ng, me) = ei(Ene−Ei)τei(Eng−Eme)t′ b̃ (i, ne, ng, me) (2.53)

with the definition

b̃ (i, ne, ng, me) =
∫

∞

−∞

dt
′

3

∫

∞

−∞

dt
′

2

∫ t
′

2
+τ

−∞

dt
′

1

f1

(

t
′

1

)

eiωt
′

1f2

(

t
′

2

)

e−iωt
′

2f3

(

t
′

3

)

e−iωt
′

3

ei(Ei−Ene )t
′

1ei(Ene−Eng)t
′

2ei(Eme−Ei)t
′

3 , (2.54)

where the delay-time dependence drops out for the non-overlapping pulse

sequence illustrated in Fig. (2.3). One finally obtains

~P (3) (t′, τ) = 2
(

i

2

)3
∑

ne

∑

ng

∑

me

a (i, ne, ng, me) b̃ (i, ne, ng, me)

ei(Ene−Ei)τei(Eng−Eme)t′ , (2.55)

which directly shows the dependence of the polarization on the delay-time

τ and on time t′. In what follows, the variable t′ is renamed as t, keep-

ing in mind that this time refers to the origin at the delay-time τ (see Fig.

(2.3)). The 2D-spectrum is obtained as a Fourier-transform of the polariza-

tion with respect to the variables t and τ . There are various conventions

to convert the time-dependent polarization into the two-dimensional energy-

dependent signal. They differ in the origin of the energy variables ωt and

ωτ appearing in the Fourier-transform. Here, a forward and a backward

Fourier-transformation is employed in order to locate the spectrum exclu-

sively at positive energies:
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S (ωτ , ωt) = (2π)2
∫

dτ
∫

dt eiωtte−iωττ P (3)(t, τ)

= − i

4

∑

ne

∑

ng

∑

me

a (i, ne, ng, me) b̃ (i, ne, ng, me)

δ
(

ωt −
(

Eme
− Eng

))

δ (ωτ − (Ene
−Ei)) . (2.56)

The real part of the spectrum exhibits the same peak structure as the imag-

inary part. The difference is that in varying either one of the two energies

over a peak position, the spectrum changes sign. This is well known [43]

and can be understood by inspection of Eq. (2.55). The polarization, in

general, does not oscillate forever. Rather, it decays via interaction with a

surrounding. In the calculation, the polarization is damped by multiplying

it with a window function w(t, τ). For an exponentially decay as represented

by a function w(t, τ) = exp(−βtt− βττ), one finds

S(ωt, ωτ ) =
∫

dt
∫

dτ ei(ωt+iβt)t e−i(ωτ−iβτ )τ P (3)(t, τ) (2.57)

∼ −
∑

ne

∑

ng

∑

me

a(i, ne, ng, me) b̃(i, ne, ng, me)

(

βt(ωt − (Eme
− Eng

)) + βτ ((Ene
− Ei) − ωτ )

[(ωt − (Eme
− Eng

))2 + β2
t ][((Ene

−Ei) − ωτ )2 + β2
τ ]

+ i
(ωt − (Eme

− Eng
))((Ene

− Ei) − ωτ ) + βtβτ

[(ωt − (Eme
−Eng

))2 + β2
t ][((Ene

− Ei) − ωτ )2 + β2
τ ]

)

.

Regarding resonance conditions, the coefficients b̃(i, ne, ng, me) and the prod-

uct of matrix elements a(i, ne, ng, me) are real. Real and imaginary part of

the spectrum are called dispersion- and absorption- signals, respectively [31].

If the energy ωt is fixed to be equal to an energy difference (Eme
−Eng

), and

ωτ is varied over a resonance (ωτ = Ene
−Ei), the imaginary part exhibits a

maximum, whereas the real part shows a change of sign. The same happens
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if a cut through the 2D-landscape is taken in the other direction. In the nu-

merical calculation, it is convenient to employ a Gaussian window function

instead of the exponentially decaying functions as discussed above. However,

the structure of the imaginary and real part of the 2D-spectra remains the

same if one or the other damping function is employed. This stems from

the fact that the polarizations are not symmetric with respect to the time

origins, but decay to zero for negative times within the ultrashort widths of

the overlapping pulses.

The numerical calculation of the third-order polarization can be performed

employing schemes, which rely on the numerically exact solution of the time-

dependent Schrödinger equation for the vibrational dynamics in the coupled

electronic states. Here, the method of Seidner, Stock and Domcke is em-

ployed, which originatively was used for a two-pulse scheme [53], and was

extended to a three-pulse scenario later [54], see also Ref. [55]. An alterna-

tive method is proposed in Sec. (A.3). The polarization is expanded as

P (t, τ, φ1, φ2, φ3) =
∑

lmn

Plmn(t, τ) ei(lφ1+mφ2+nφ3), (2.58)

where Plmn(t, τ) corresponds to the emitted field in l~k1 + m~k2 + n~k3 direc-

tion. The φj are phases which are attached to the three pulses. In order to

determine the component emitted in a given direction, the respective term

from the total polarization emerging from a numerically exact calculation

has to be extracted. By symmetry, under the assumption of weak fields, and

taking only resonant contributions into account, the number of terms in the

sum Eq. (2.58) can be restricted to 12 [54]. A calculation of the polarization

for 12 different choices of phases ~φs = (φs,1, φs,2, φs,3) allows to set up an

inhomogeneous system of equations as
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SPECTRA





























c1,1 . . . c1,12

. .

. .

. .

c12,1 . . . c12,12

























































P1(t)

.

.

.

P12(t)





























=





























P(t, φ1,1, φ2,1, φ3,1)

.

.

.

P(t, φ1,12, φ2,12, φ3,12)





























, (2.59)

where the coefficients are defined as

cs,q = ei(~φs~rq). (2.60)

The choice of the phases is not unique and one possible combination of

values, together with the corresponding values for the combinations ~rq =

(lq,1, mq,2, nq,3), are collected in Tab. 2.1.

φs,i s=1 2 3 4 5 6 7 8 9 10 11 12

i=1 0 0 π
2

π
2

π π 3π
2

0 0 π
2

3π
2

3π
2

2 0 0 0 0 0 0 0 0 0 0 0 0

3 0 π
2

π π
2

0 π
2

3π
2

3π
2

π 3π
2

π π
2

rq,i q=1 2 3 4 5 6 7 8 9 10 11 12

i=1 1 0 0 1 1 -1 2 2 -1 0 -1 0

2 0 1 0 -1 1 1 -1 0 2 2 0 -1

3 0 0 1 1 -1 1 0 -1 0 -1 2 2

Table 2.1: Phases for the calculation of the third order polarization.

In praxis, the third order polarization is calculated 12 times employing the

respective phases. This is done by solving the time-dependent Schrödinger

equation for the vibrational motion in the field coupled electronic states. In
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the case of a monomer system with an electronic ground state and one excited

state, the Hamiltonian

ĤM =







HM
g (q) W (s)

ge

W (s)
eg HM

e (q)





 (2.61)

includes the interaction term (T1 = 0, T2 = T3 = τ)

W (s)
eg = W (s)

ge = −µeg

3
∑

n=1

fn(t− Tn) cos [ωn(t− Tn) − φs,n]. (2.62)
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Chapter 3

Numerical methods

3.1 The Split-Operator-Method

The numerical solution of the time-dependent Schrödinger equation is per-

formed by iterative application of the short time propagator

Û(∆t) = exp
(

− i

h̄
Ĥ∆t

)

(3.1)

to a wave function:

ψ(q, tn + ∆t) = Û(∆t)ψ(q, tn). (3.2)

The propagator is split up into a product of terms containing either the

kinetic or the potential energy contribution to the Hamiltonian [56]. In

order to keep the numerical error in the range of O(λ2) with λ = −i∆t
h̄

, it is

essential to use a splitting scheme

Û(λ) = exp
(

− i

h̄
∆tĤ

)

= exp
(

− i

h̄
∆t

(

T̂ + V̂
)

)

≈ exp

(

−iV̂∆t

2h̄

)

exp

(

−iT̂∆t

h̄

)

exp

(

−iV̂∆t

2h̄

)

. (3.3)
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3.1. THE SPLIT-OPERATOR-METHOD

While the potential propagation can be performed by pointwise multipli-

cation of the wave function with a phase factor in coordinate space, the

kinetic part is more difficult to handle. A practicable method includes a

Fourier-transformation to momentum-space, where the wave-packet can be

represented as

ψ̃ =
∑

m

am exp(ikmq), (3.4)

and the application of the operator to the wave-packet

exp
(

λT̂
)

ψ̃(~q) =
∑

m

am

(

exp

(

λ

2M
k2

m

))

exp(ikmq) (3.5)

corresponds to a multiplication with a phase factor at each grid point. In this

formula, the mass is denoted as M . Afterwards a backward-transformation

has to be performed.

In the case of the dimer (see Sec. (4)), the split operator method formalism

has to be extended by the inclusion of the coupling matrix into the splitting

scheme

exp











λ
2







Ve1 J

J Ve2

















(3.6)

≈ exp











λ
4







0 J

J 0

















exp











λ
2







Ve1 0

0 Ve2

















exp











λ
4







0 J

J 0

















,

which implies an error of the magnitude O(λ3), see Ref. [57]. As the prop-

agator, which contains the coupling matrix elements, is not diagonal, it can

be evaluated using the common formula

exp(−iĴ∆t) = Ŝ exp(−i ∆t ŜT Ĵ Ŝ) ŜT (3.7)
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= Ŝ
(

diag
(

exp(−iλ1
∆t

4
), ..., exp(−iλn

∆t

4
)
))

ŜT .

Thereby diag (exp(−iλ1∆t), ..., exp(−iλn∆t)) denotes a diagonal matrix con-

taining the eigenvalues λn of Ĵ in the argument of the exponential function.

The corresponding eigenvectors appear as the columns of the matrix Ŝ. In

the case of the dimer, this expression can be evaluated analytically, yielding

the result

exp(−i∆t
4
Ĵ) =







cos(∆t
4
J) −i sin(∆t

4
J)

−i sin(∆t
4
J) cos(∆t

4
J)





 . (3.8)

For larger systems, the diagonalization is performed numerically using the

Jacobi method [58].

3.2 The Relaxation-Method

The ground state wave function of a molecular system can be determined

using a relaxation algorithm. For this aim, the split operator technique is

employed, where the real time-step ∆t is replaced by −i∆t [59]. As the

wave-packet ψ(~q) can be represented as a linear combination

ψ(~q) =
∑

i

〈φi(~q)|ψ(~q)〉φi(~q), (3.9)

which contains the eigenfunctions φi of the respective Hamiltonian, time-

propagation yields the expression

ψ(~q, t) =
∑

i

〈φi(~q)|ψ(~q)〉φi(~q) exp
(

−Eit

h̄

)

, Ei > 0. (3.10)

Starting from an arbitrary wave function, the contributions of the excited

states are damped much faster than the ground state. If the wave-packet is
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normalized after each time step, only the ground state remains in the limit

of t→ ∞ and the square of its norm can be specified as

lim
t→∞

||ψ(~q, t+ ∆t)||2 = exp
(

−2
E0

h̄
∆t
)

||ψ0(~q)||2. (3.11)

Accordingly, the corresponding ground state energy results from the evalua-

tion of the expression

E0 = − h̄

2∆t
ln

(

lim
t→∞

||ψ(~q, t+ ∆t)||2
||ψ(~q, t)||2

)

. (3.12)

The calculation of vibrational excited states demands that the normalized

vibrational ground state
∣

∣

∣ψ̃0

〉

is already known. Starting from an initial

function
∣

∣

∣ψ(0)
n

〉

, the n -th eigenfunction can be determined using the iteration

scheme

∣

∣

∣ψ(m)
n

〉

= Û (∆t)

(

1 −
n−1
∑

k=0

∣

∣

∣ψ̃k

〉 〈

ψ̃k

∣

∣

∣

)

∣

∣

∣ψ̃(m−1)
n

〉

, (3.13)

where a normalization

∣

∣

∣ψ̃(m)
n

〉

=
1

〈

ψ
(m)
n |ψ(m)

n

〉

∣

∣

∣ψ(m)
n

〉

(3.14)

is performed after each time step. This leads to the result

|ψn〉 = lim
m→∞

∣

∣

∣ψ(m)
n

〉

. (3.15)

The corresponding eigenenergy is obtained from the evaluation of the expres-

sion

En = − h̄

2∆t
ln

(

lim
m→∞

||ψ(m+1)
n ||2

||ψ(m)
n ||2

)

. (3.16)

In order to calculate the ground state of a coupled system, the propagator
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exp
(

−Ĵ∆t

4

)

= Ŝ
(

diag
(

exp(−λ1
∆t

4
), ..., exp(−λn

∆t

4
)
))

ŜT . (3.17)

has to be determined, see Eq. (3.7). For a dimer system, the analytical result

exp(−i∆t
4
Ĵ) =







cosh(∆t
4
J) − sinh(∆t

4
J)

− sinh(∆t
4
J) cosh(∆t

4
J)





 . (3.18)

is obtained.

3.3 The MCTDH-Method

The MCTDH method [60] is based on a basis set, where the infinite-dim-

ensional quantum mechanical Hilbert space is replaced by a numerical one

with finite dimension. Assuming that a system has f degrees of freedom de-

scribed by nuclear coordinates q1, ..., qf , this can be accomplished by estab-

lishing an N1 × ...×Nf -dimensional time-independent orthonormal product

basis set
{

χ
(1)
j1

(q1), ..., χ
(f)
jf

(qf )
}

. By representing the Hamiltonian H in this

basis one obtains the matrix

Hi1...ifj1...jf
=
〈

χ
(1)
i1
...χ

(f)
if

∣

∣

∣H
∣

∣

∣χ
(1)
j1
...χ

(f)
jf

〉

. (3.19)

The ansatz for the time-dependent total wave function reads

ψ (q1, ..., qf , t) =
n1
∑

j1=1

...
nf
∑

jf =1

Aj1...jf
(t)

f
∏

κ=1

φ
(κ)
jκ

(qκ, t), (3.20)

where Aj1...jf
denote the MCTDH expansion coefficients and φ

(κ)
jκ

are the

expansion functions for each degree of freedom, also called single particle

functions. The latter are represented as linear combinations of the primitive

basis:
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φ
(κ)
jκ

(Qκ, t) =
Nκ
∑

iκ=1

cκiκjκ
(t)χκ

iκ
(Qκ) (3.21)

The MCTDH equations of motion are then derived by variationally optimiz-

ing the coefficients and single particle functions employing the Dirac-Frenkel

variational principle

〈δψ|H − i
∂

∂t
|ψ〉 = 0. (3.22)

In order to simplify the notation, the abbreviations AJ = Aj1...jf
and ΦJ =

f
∏

κ=1
φ

(κ)
jκ

are used in the following. Furthermore, the projector

P (κ) =
nκ
∑

j=1

∣

∣

∣φκ
j

〉 〈

φκ
j

∣

∣

∣ (3.23)

on the space spanned by the single-particle functions for the κ -th degree

of freedom is introduced. The single hole functions ψ
(κ)
l are defined as the

linear combination of Hartree products of (f − 1) single particle functions

that do not contain the single particle function for the coordinate qκ,

ψ
(κ)
l =

〈

φ
(κ)
l |ψ

〉

=
κ
∑

J

AJκ
l
φ

(1)
j1
...φ

(κ−1)
jκ−1

φ
(κ+1)
jκ+1

φ
(f)
jf
, (3.24)

where the integration in the intermediate expression runs only over qκ and

where Jκ
l denotes a composite index J with the κ -th entry set at l and

κ
∑

J
is

the sum over the indices of all degrees of freedom including the κ -th. Using

the single-hole functions, the mean fields

〈H〉κjl =
〈

ψκ
j

∣

∣

∣H |ψκ
l 〉 (3.25)

and the density matrices

ρκ
jl =

〈

ψκ
j |ψκ

l

〉

=
κ
∑

J

A∗

Jκ
j
AJκ

l
. (3.26)
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3.3. THE MCTDH-METHOD

are defined. Thus, the Dirac-Frenkel variational principle leads to the equa-

tions of motion

iȦJ =
∑

L

〈ΦJ |H |ΦL〉AL (3.27)

and

iφ̇
(κ)
j =

∑

lm

(

1 − P (κ)
) (

(ρ(κ))−1
)

jl
〈H〉(κ)

lm φ(κ)
m (3.28)

Concerning the calculation effort, the MCTDH method is more appropriated

than the split-operator method for systems with many vibrational degrees of

freedom such as large molecular aggregates.
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Chapter 4

Molecular aggregates

As dimer systems are the smallest molecular aggregates and thus easiest

accessible for a theoretical investigation, the dimer model will be discussed

first. This model is built from the combination of two monomer systems,

which include the Hamiltonians HM
g (qn) and HM

e (qn) in order to describe

the motion within the electronic ground state and the excited state along

the vibrational coordinates qn, n = 1, 2. For the ground state of the dimer,

the Hamiltonian reads

HD
g (q1, q2) = |g(1), g(2)〉 (HM

g (q1) +HM
g (q2)) 〈g(2), g(1)| , (4.1)

where g(1) and g(2) denote the ground states of the respective monomer

units. Upon the generally closed electron configuration of molecules in the

electronic ground state only van-der-Waals-interaction exists, which leads to

a relatively weak coupling and is therefore neglected. Within the 1-exciton-

model, excitations of the dimer-system are taken into account where only one

of the monomer units is excited, respectively [9, 10]. The coupling between

these states is much stronger, as due to the binding interaction between the

two configurations a closed electron configuration arises. The corresponding
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Hamiltonian is written as

HD
e (q1, q2) = |e(1), g(2)〉HD

e1(q1, q2) 〈e(1), g(2)|+ |g(1), e(2)〉J 〈e(1), g(2)|

+ |e(1), g(2)〉J 〈g(1), e(2)|+ |g(1), e(2)〉HD
e2(q1, q2) 〈g(1), e(2)| , (4.2)

using the notation |e(1), g(2)〉 for the direct product of the electronic excited

state of the first monomer and the electronic ground state of the second

monomer. In the case of |g(1), e(2)〉, the roles of the monomer units are

changed. This simplified description neglects exchange effects. The Hamil-

tonian for the excited state is represented in the electronic basis

{|g(1), e(2)〉 , |e(1), g(2)〉} as

ĤD
e =







HD
e1(q1, q2) J

J HD
e2(q1, q2)





 . (4.3)

In this formula, the Hamiltonians

HD
e1(q1, q2) = HM

e (q1) +HM
g (q2) + (∆ED − ∆EM), (4.4)

HD
e2(q1, q2) = HM

g (q1) +HM
e (q2) + (∆ED − ∆EM). (4.5)

are employed, where the difference between the energy shifts ∆ED − ∆EM

of dimer and monomer appears. Within the harmonic approximation, the

potentials of the monomer units are taken as

V M
g (qn) =

1

2
ω2 q2

n (4.6)

V M
e (qn) =

1

2
ω2 (qn − qe,n)

2 + ∆EM (4.7)

under the assumption of a different equilibrium distance qe,n in the excited

state relative to the ground state. The coupling constant J can be obtained

32



by a multipole expansion, where only the dipole-dipole-interaction term is

included approximately [61, 62]. This leads to the formula

J(~R) =
~µ1~µ2

R3
− 3

(~R ~µ1)(~R ~µ2)

R5
(4.8)

with ~R as the difference vector between the centers-of-mass of the monomer

units. Furthermore, the monomer transition dipole moments

~µn =
〈

e(n)
∣

∣

∣~̂µn

∣

∣

∣ g(n)
〉

(4.9)

appear in this equation, containing the dipole operator ~̂µn of monomer n.

By introducing the angles β between the transition dipole moments and

αn between the transition dipole moment ~̂µn and the intermolecular axis,

equation (4.8) becomes

J(R, β, α1, α2) =
µ2

R3
[cos (β) − 3 cos (α1) cos (α2)], (4.10)

with µ = |~µn|. However, the assumptions leading to Eq. (4.10) are often

not fulfilled [63]. Better approximations to the interaction can be formulated

such as the extended dipole model [64] or methods employing multicentre

monopole or multipole expansions [65]. In the Fig. (4.1), the spatial ar-

rangement of the monomer units, which are symbolized as rectangles, is

illustrated.
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Figure 4.1: Illustration of the spatial arrangement, where the molecules are

symbolized as rectangles and the transition dipole-moments are represented

by the arrows.

For the calculation of dimer-spectra, the angle β between the transition dipole

moments is essential. The transition dipole moments are localized in a co-

ordinate system with the y -axis bisecting the angle β in order to determine

the interaction contributions of the electric field with the electronic transition

dipole-moments in the cases of x - and y - polarized light, see Sec. (A.1).

The same holds for the interaction of the magnetic field with the magnetic

transition dipole moments, which are defined as [66]

~mn = −iDeg

2c
(~an × ~µn) , (4.11)

where Deg is the difference between the monomer excited and ground state

potential curves evaluated at the Franck-Condon-point q1 = q2 = 0. Thereby

~an denotes the position vector of monomer unit (n). The spatial arrangement

of electronic and magnetic transition dipole moments is shown in figure (4.2).

The wave functions of the dimer have two components:

~µnψg = ψg







~µ1δ1n

~µ2δ2n





 . (4.12)
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x

y

z

µ1

µ2

m1

m2

a1

a2

mi ~ −ai x µi

Figure 4.2: Spatial arrangement of electronic and magnetic transition dipole

moments of a dimer.

For the calculation of the time-correlation function

cabs(t) = ~ǫ







2
∑

(n,m)=1

〈~µnψg|Ue(t)|~µmψg〉






~ǫ, (4.13)

only the contribution of the above described arrangement has to be regarded,

as the contributions of all other orientations vanish in the average, see Sec.

(A.1). In the cases of x - and y -polarized light, one has to employ

~ǫx ~µn = µn sin

(

β

2

)

(−1)n (4.14)

and

~ǫy ~µn = µn cos

(

β

2

)

. (4.15)
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This leads to the time-correlation function

cabs(t) =

〈(

µ1

(

− sin

(

β

2

)

+ cos

(

β

2

))

+ µ2

(

sin

(

β

2

)

+ cos

(

β

2

)))

ψg

∣

∣

∣

∣

∣

Ûe (t)
∣

∣

∣

∣

∣

(

µ1

(

− sin

(

β

2

)

+ cos

(

β

2

))

+ µ2

(

sin

(

β

2

)

+ cos

(

β

2

)))

ψg

〉

. (4.16)

Using the sum and difference formulas for trigonometric functions, this ex-

pression can be simplified as

cabs(t) = 〈µ1 ψg | Ûe (t) |(µ1 + µ2 cos (β)) ψg〉

+ 〈µ2 ψg | Ûe (t) |(µ1 cos (β) + µ2) ψg〉 , (4.17)

where both terms yield the same contribution to the time-correlation function

due to symmetry. Under the assumption |µ1| = |µ2| = 1, the result can be

written as [12]

cabs(t) ∼
〈







ψg

0







∣

∣

∣Ûe(t)
∣

∣

∣







ψg

ψg cos(β)







〉

. (4.18)

In order to derive a simplified expression for the time-correlation function in

the case of CD-spectroscopy, the magnetic transition dipole moments have

to be regarded. In analogy to the corresponding expression, which includes

the electronic transition dipole moments, the definition

~mnψg = ψg







~m1δ1n

~m2δ2n





 (4.19)

is used.
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Employing the given vectors

~µ1 = µ1















− sin
(

β

2

)

cos
(

β
2

)

0















, ~µ2 = µ2















sin
(

β

2

)

cos
(

β
2

)

0















(4.20)

and

~a1 ∼















0

0

1















,~a2 ∼















0

0

−1















, (4.21)

the magnetic dipole vectors ~mn ∼ −i~a× ~µ, n = 1, 2 can be specified as

~m1 ∼ m1















cos
(

β
2

)

sin
(

β
2

)

0















, ~m2 ∼ m2















− cos
(

β
2

)

sin
(

β
2

)

0















, (4.22)

Thereby m1 and m2 denote the absolute values of the vectors, multiplied

with i. If these vectors are inserted within the time-correlation function

cCD(t) = ℑ






(

~k ×~ǫ
)







2
∑

(n,m)=1

am 〈~µmψg|Ue(t)|~µnψg〉






~ǫ







, (4.23)

the result

−i cCD(t) =

〈(

m1

(

cos

(

β

2

)

+ sin

(

β

2

)))

ψg

∣

∣

∣

∣

∣

Ûe (t)

∣

∣

∣

∣

∣

(

µ2

(

sin

(

β

2

)

+ cos

(

β

2

)))

ψg

〉

+

〈(

m2

(

− cos

(

β

2

)

+ sin

(

β

2

)))

ψg

∣

∣

∣

∣

∣

Ûe (t)

∣

∣

∣

∣

∣

(

µ1

(

− sin

(

β

2

)

+ cos

(

β

2

)))

ψg

〉

(4.24)
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is obtained, where only cross terms appear, as the vectors of electronic and

magnetic transition dipole moment related to the same monomer unit are

orthogonal. This expression can be simplified towards

−i cCD(t) = (1 + sin (β)) 〈m1 ψg| Ûe (t) |µ2 ψg〉

+ (−1 + sin (β)) 〈m2 ψg| Ûe (t) |µ1 ψg〉 . (4.25)

Taking advantage of the symmetry, it is evident that the matrix elements in

both summands yield the same contribution.

Under the assumption |µ1| = |µ2| = |m1| = |m2| = 1, the final result can be

written as

cCD(t) ∼ sin(β)

〈







ψg

0







∣

∣

∣Ûe(t)
∣

∣

∣







0

ψg







〉

. (4.26)

In the case of emission-spectra, the coupled vibrational ground state

~ψe =







ψe,1

ψe,2





 (4.27)

has to be calculated first. Furthermore, the definition

(~µ1 + ~µ2) ~ψe = ~µ1ψe,1 + ~µ2ψe,2 (4.28)

takes place. Accordingly, the corresponding time-correlation function

cem(t) = ~ǫ







2
∑

(n,m)=1

〈

~ψe~µn|Ug(t)|~µm
~ψe

〉







~ǫ (4.29)

becomes

cem(t) = 〈ψe1 |Ug(t)|ψe,1〉 + cos(β) 〈ψe1 |Ug(t)|ψe,2〉 (4.30)

after some simplification steps.
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Larger aggregates like trimers and tertamers can be treated in a similar way

as the dimer. For each monomer unit one vibrational degree of freedom is

taken into account. The ground state of the aggregate with N monomers

|g〉 = |g(1), ..., g(N)〉 is (to a good approximation) separable because of the

weak interaction between the monomer units (see the dimer case). The re-

spective Hamiltonian then is

Ĥg (q1, ..., qN) = |g〉
[

N
∑

n=1

ĤM
g (qn)

]

〈g| . (4.31)

The excitation of the monomer (m) within the aggregate through photon

absorption leads to the representation

|e, n〉 = |g(1), ..., e(n), ..., g(N)〉 , (4.32)

where there are N of these states, which are degenerated [61]. As in the case

of the dimer, the excited states are coupled to each other. According to the

coupling scheme, a distinction is made between linear and cyclic aggregates.

While linear aggregates only exhibit couplings between consecutive monomer

units, cyclic aggregates additionally posses a coupling between the first and

the last monomer unit of the aggregate. The common Hamiltonian for an

aggregate consisting of N monomer units reads

Ĥ =



































Ĥe,1 J 0 . 0 Jδj,c

J Ĥe,2 J 0 . 0

0 J . . . .

. . . . . .

0 . . . . J

Jδj,c 0 . 0 J Ĥe,N



































, j = c, l, (4.33)

depending on whether the coupling scheme is linear (l) or cyclic (c).
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In order to calculate spectra of an aggregate with N monomer units, the

formulas

cabs(t) = ~ǫ







N
∑

(n,m)=1

〈~µnψg|Ue(t)|~µmψg〉






~ǫ, (4.34)

cCD(t) = ℑ






(

~k ×~ǫ
)







N
∑

(n,m)=1

〈~mnψg|Ue(t)|~µmψg〉






~ǫ







, (4.35)

cem(t) = ~ǫ







N
∑

(n,m)=1

〈

~µn
~ψe|Ug(t)|~µm

~ψe

〉







~ǫ (4.36)

are used, employing the definitions

~µnψg = ψg





























~µ1δ1n

.

.

.

~µNδNn





























, ~mnψg = ψg





























~m1δ1n

.

.

.

~mNδNn





























, ~ψe =





























ψe,1

.

.

.

ψe,N





























(4.37)

and

∑

n

~µn
~ψe =

∑

n

~µnψe,n. (4.38)

In these formulas the notation ψg is used for the lowest vibrational eigen-

function in the electronic ground state. The j -th component of the coupled

vibrational ground state in the electronic excited state is denoted as ψe,j.

In the next step, the contributions of the different polarization directions of

the incident light have to be determined. For this aim, the transition dipole

moments are again projected into a coordinate system, where the origin co-

incidences with the center of mass of the aggregate and the transition dipole
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moments are placed in the (x,y)-plane. If the angles between the transi-

tion dipole moments of next-neighbored monomer units are equal, only one

orientation of the coplanar monomer transition dipole moments has to be

taken into account. Having determined the x - and y components, the time-

correlation functions can be simplified using the sum and difference formulas

for trigonometric functions. This leads to the compact analytical expressions

cabs(t) =
N
∑

(n,m)=1

〈µnψg|Ue(t)|µmψg〉 cos ((m− n)β) , (4.39)

−i cCD(t) =
N
∑

(n,m)=1

〈mnψg|Ue(t)|µmψg〉 sin ((m− n) β) ,

=
N
∑

(n,m)=1

an 〈µnψg|Ue(t)|µmψg〉 sin ((m− n)β) , (4.40)

cem(t) =
N
∑

(n,m)=1

〈µnψe,n|Ug(t)|µmψe,m〉 cos ((m− n) β) , (4.41)

where β denotes the angle between the transition dipole moments of the

monomer units m and n, which is equal for all next neighbor pairs. The

trimer case is discussed in more detail in Sec. (A.2).

For the calculation of nonlinear spectra, a double excitation (2-exciton state

|e(1), e(2)〉) with Hamiltonian

HD
d (q1, q2) = |e(1), e(2)〉

(

HD
e1,e2(q1, q2)

)

〈e(2), e(1)| , (4.42)

and eigenstates |nd〉 with eigenenergies End
has to be regarded in addition

to the Hamiltonians of the ground state (Eq. (4.1)) and the singly excited

state (Eq. (4.2)). The Hamiltonian of the nuclear motion is thereby defined

as

HD
e1,e2(q1, q2) = HM

e (q1) +HM
e (q2) + (∆ED − ∆EM). (4.43)
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The eigenenergies |ne〉 of the singly excited state Hamiltonian are of the form

|ne〉 = |ψne,1; e(1), g(2)〉+ |ψne,2; g(1), e(2)〉 , (4.44)

where ψne,j denote the components of the total vibrational wave function in

the two electronic states. This leads to the representation of the excited state

propagator as

UD
e (t) =

∑

ne

|ψne,1; e(1), g(2)〉 e−iEne t 〈ψne,1; e(1), g(2)|

+
∑

ne

|ψne,1; e(1), g(2)〉 e−iEne t 〈ψne,2; g(1), e(2)|

+
∑

ne

|ψne,2; g(1), e(2)〉 e−iEne t 〈ψne,1; e(1), g(2)|

+
∑

ne

|ψne,2; g(1), e(2)〉 e−iEne t 〈ψne,2; g(1), e(2)| . (4.45)

For the doubly excited state, the propagator reads

UD
d (t) =

∑

nd

|ψnd
; e(1), e(2)〉 e−iEnd

t 〈ψnd
; e(1), e(2)| . (4.46)

The transition dipole vector, which enters into the calculation of the spectra,

is of the form

~µ = |e(1), g(2)〉 ~µeg(1) 〈g(2), g(1)|+ |g(1), e(2)〉 ~µeg(2) 〈g(2), g(1)| (4.47)

+ |e(1), e(2)〉 ~µeg(1) 〈e(2), g(1)|+ |e(1), e(2)〉 ~µeg(2) 〈g(2), e(1)|+ cc,

where ~µeg(n) is the transition dipole moment of monomer (n) and off-resonant

transitions from the ground state to the doubly excited state and between

the 1-exciton states are not included. Placing the monomer transition dipole

moments in the (x,y)-plane with the y-axis bisecting the angle β between
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them, the scalar product with the electric field polarization vector having

the components (x, y, 0) = (1, 1, 0) yields

~µ = |e(1), g(2)〉µeg(1)f−(β) 〈g(2), g(1)|

+ |g(1), e(2)〉µeg(2)f+(β) 〈g(2), g(1)|

+ |e(1), e(2)〉µeg(1)f−(β) 〈e(2), g(1)|

+ |e(1), e(2)〉µeg(2)f+(β) 〈g(2), e(1)| + cc (4.48)

with the definitions

f±(β) = cos

(

β

2

)

± sin

(

β

2

)

. (4.49)

Note that the molecule-field interaction depends on the relative angle β be-

tween the monomer transition-dipole moments. This has a great influence

on the linear absorption-spectra, but also on the 2D-spectra. An energy

diagram including the possible excitation pathways is shown in Fig. (4.3).

J

µ1

µ1

µ2

µ2

|e(1),e(2)>

|e(1),g(2)> |g(1),e(2)>

|g(1),g(2)>

Figure 4.3: Energy diagram containing the excitation pathways of the dimer

model with singly and doubly excited states.
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Besides the terms which contribute to the third-order polarization in the

monomer case (in the direction of the laser polarization), additional terms

are found for the dimer, so that

P (3) = 2 (〈ψ (21, t)|µ |ψ (3, t)〉 + 〈ψ (1, t)|µ |ψ (32, t)〉) . (4.50)

The same analysis, which resulted in expression Eq. (4.51), can be performed

in the present case. This leads to the expression:

P (3) (t, τ) = 2
(

i

2

)3
∑

ne

∑

ng

∑

me

a (β, i, ne, ng, me) b̃ (i, ne, ng, me)

ei(Ene−Ei)τei(Eng−Eme)t′

− 2
(

i

2

)3
∑

ne

∑

nd

∑

me

a (β, i, ne, nd, me) b̃ (i, ne, nd, me)

ei(Ene−Ei)τei(Eme−End)t′ . (4.51)

Here, the coefficients are of a different form because of the presence of the

two coupled 1-exciton states. In more detail, one finds:

a (β, i, ne, ng, me) (4.52)

=
2
∑

i,j,k,l=1

f+(β)δi1+δj1+δk1+δl1f−(β)δi2+δj2+δk2+δl2

〈ψi|µ(1)δi1 + µ(2)δi2
∣

∣

∣ψne,1
δi1 + ψne,2

δi2
〉

〈

ψne,1
δj1 + ψne,2

δj2
∣

∣

∣µ(1)δj1 + µ(2)δj2
∣

∣

∣ψng

〉

〈

ψng

∣

∣

∣µ(1)δk1 + µ(2)δk2

∣

∣

∣ψme,1
δk1 + ψme,2

δk2

〉

〈

ψme,1
δl1 + ψme,2

δl2
∣

∣

∣µ(1)δl1 + µ(2)δl2 |ψi〉 (4.53)

and
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a (β, i, ne, nd, me) (4.54)

=
2
∑

i,j,k,l=1

f+(β)δi1+δj2+δk2+δl1f−(β)δi2+δj1+δk1+δl2

〈ψi|µ(1)δi1 + µ(2)δi2
∣

∣

∣ψne,1
δi1 + ψne,2

δi2
〉

〈

ψne,1
δj1 + ψne,2

δj2
∣

∣

∣µ(1)δj2 + µ(2)δj1 |ψnd
〉

〈ψnd
|µ(1)δk2 + µ(2)δk1

∣

∣

∣ψme,1
δk1 + ψme,2

δk2

〉

〈

ψme,1
δl1 + ψme,2

δl2
∣

∣

∣µ(1)δl1 + µ(2)δl2 |ψi〉 (4.55)

The time-integrals for the first term in Eq. (4.51) are identical to the ones

given is Eq. (2.54), whereas for the second term (under the assumption of

the non-overlapping pulse sequence sketched in Fig. (2.3)) one has

b̃ (i, ne, ng, me) =
∫

∞

−∞

dt
′

3

∫ t
′

3

−∞

dt
′

2

∫

∞

−∞

dt
′

1

f1

(

t
′

1

)

eiωt
′

1f2

(

t
′

2

)

e−iωt
′

2f3

(

t
′

3

)

e−iωt
′

3

ei(Ei−Ene)t
′

1ei(Eme−Ei)t
′

2ei(End
−Eme)t

′

3 . (4.56)

Upon a two-dimensional Fourier transform one then obtains:

S (ωτ , ωt) =
1

(2π)2

∫

dτ
∫

dt eiωtte−iωτ τP (3) (t, τ)

= − i

4

∑

ne

∑

ng

∑

me

a (β, i, ne, ng, me) b̃ (i, ne, ng, me)

δ
(

ωt −
(

Eme
−Eng

))

δ (ωτ − (Ene
− Ei))

+
i

4

∑

ne

∑

nd

∑

me

a (β, i, ne, nd, me) b̃ (i, ne, nd, me)

δ (ωt − (End
−Ene

)) δ (ωτ − (Ene
− Ei)) . (4.57)
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By comparison with the monomer expression Eq. (23), it is seen that along

the Eτ -direction the formal expressions for the peak positions, which are

characterized by the energy differences (Ene
−Ei) between the initial ground

state and the intermediate 1-exciton states are equivalent. On the other hand,

along Et one finds contributions, which stem from a coupling between the

1-exciton states and the ground state, and also between the 1-exciton states

and the 2-exciton state. It is needless to say that if in the monomer model a

second, higher lying electronically excited state is included, there will also be

a similar additional term contributing to the spectrum. Furthermore, in the

dimer case, the dependence on the orientation angle β (which is hidden in the

coefficients a (β, i, ne, ng, me)) is essential. If the same calculation method as

in the monomer case is chosen (see Sec. (2.3)), the Hamiltonian assigned to

the index (s)

ĤD
vib =





















HD
g (q1, q2) W (s)

ge (1) W (s)
ge (2) 0

W (s)
eg (1) HD

e,1(q1, q2) J W
(s)
ed (2)

W (s)
eg (2) J HD

e,2(q1, q2) W
(s)
ed (1)

0 W
(s)
de (2) W

(s)
de (1) HD

d (q1, q2)





















(4.58)

contains the interaction terms

W (s)
nm(1) = −µeg(1) f−(β)

3
∑

n=1

fn(t− Tn) cos [ωn(t− Tn) − φs,n](4.59)

W (s)
nm(2) = −µeg(2) f+(β)

3
∑

n=1

fn(t− Tn) cos [ωn(t− Tn) − φs,n].(4.60)

In the following, the application of the proposed numerical methods to ag-

gregate systems is discussed.
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Chapter 5

Application of a reflection

principle to spectroscopic

transitions in molecular dimers

For a simplified illustration of absorption phenomena, a reflection principle

is suited (see [67, 68]), which establishes a relation between the coordinate

dependence of the initial nuclear wave function in the electronic ground state

and the spectrum. This approach is applied to absorption spectra of molec-

ular aggregates. The function which provides this map is the excited state

potential surface [19] or the difference potential [69] between the ground and

excited state potential function. Thus, the analysis of the spectrum allows

to obtain a direct view on quantum mechanical probability distributions.

The expression for the absorption-spectrum (Eq. (2.12)) can also be written

including the propagator Ûg(t) in the electronic ground state:

σ(E) ∼
∫

∞

−∞

dt exp(iEt)c(t). (5.1)

Thereby the time-correlation function c(t) is defined as
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c(t) =
〈

Ûg(t)µ̂ψg|Ûe(t)µ̂ψg

〉

, (5.2)

and E denotes the photon energy. The correlation-function contains the

initial ground-state wave function ψg, multiplied by the projection of the

transition dipole-moment on the laser polarization (µ̂). In order to calculate

c(t), one has to perform a time-evolution in the ground (g) and excited

(e) state with the respective propagators Ûn(t) = exp(−iĤnt), where Ĥn is

the nuclear Hamiltonian in the electronic state (n). Within the reflection

approximation, operators of the kinetic energy are neglected leading to

c(t) ∼ 〈µ̂ψg| exp(−iDe,gt)µ̂ψg〉 , (5.3)

with the difference of the excited- and ground-state potential De,g(~q) de-

pending on a set of coordinates ~q = (q1, ..., qn). In what follows, the Condon

approximation is applied, i. e. all spectra are evaluated employing a coor-

dinate independent transition dipole moment (µ = 1). In order to establish

a connection between the ground state wave function and the absorption-

spectrum, the former is taken as an (unnormalized) Gaussian centered at the

equilibrium configuration ~q = 0:

ψg(~q) = exp

(

−
∑

n

βnq
2
n

)

. (5.4)

The difference potential is linearized around the equilibrium position as

Deg(~q) = Deg(0) −
∑

n

(

∂Deg(~q)

∂qn

)

(0) qn = D0 −
∑

n

Dnqn. (5.5)
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Under these assumptions, the spectrum takes the simple form

σ(E) ∼
(

1

βD

) 1

2

exp

(

−(E −D0)
2

4D

)

, (5.6)

where the abbreviations

β = β1 ∗ β2 ∗ ... ∗ βn, D =
∑

n

D2
n

βn

(5.7)

are used. The spectrum thus is a Gaussian reflecting the probability density

of the ground state wave function [19].

In the following considerations the reflection principle is applied to the dimer

problem, where the angle between the transition dipole moments is fixed

to β = 90 ◦. In this case, two bands with equal intensity appear in the

absorption-spectrum [10, 12]. Fig. (5.1) illustrates spectral features of a

monomer/ dimer model system. The upper panels ((a) and (d)) show the

monomer spectrum. Here, a spectral resolution of ∆E = 68 meV is used. The

latter is introduced by truncating the correlation-function with a Gaussian

window function of FWHM (full with at half maximum) ∆T , with ∆E∆T =

8 ln(2) in atomic units (h̄ = 1). The resolution is such that the vibrational

progression is clearly visible. The dimer spectrum, for a coupling of J =

0.5 eV, is shown in panel (b) of Fig. (5.1). Due to the strong coupling, the

monomer band splits into two separated bands, each exhibiting a vibrational

structure. With decreasing resolution (∆E = 181 meV), the vibrational

progression is washed out, leading to two unstructured bands. This is also

true in the case of a weaker coupling J = 0.108 eV, as can be taken from the

spectra contained in panels (e) and (f). There, the absorption bands overlap,

giving rise to a complicated structure if a higher resolution is present (panel

(e)). On the other hand, the low-resolution spectrum (panel (f)) exhibits

only the broad electronic band structure.
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Figure 5.1: Panels (a) and (d) show the (identical) monomer spectrum. The

dimer spectra in panels (b) and (c) are calculated for a coupling element of

J = 0.5 eV and spectral resolutions of 68 meV and 181 meV, respectively.

The spectra obtained for a weaker coupling of J = 0.108 eV are displayed in

panels (e) and (f).

In Fig. (5.2), spectra obtained from the numerically exact calculation (solid

lines) are compared with those obtained within the reflection approximation

dashed lines), where Eq. (5.3) is applied to the adiabatic potentials of the

dimer problem (see Eqs. (5.11) and (5.12) below). Results are displayed

for two couplings (J = 0.5 eV, left panels, J = 0.108 eV, right panels) and

different resolutions, as indicated. Because, within the approximate treat-

ment, the kinetic energy of the nuclei is neglected, no vibrational structure

is present. Nevertheless, the figure documents that the energetic position of

the different bands, and also their overall width is excellently reproduced.

In the low resolution case, where the vibrational progression is smeared out,

the exactly and approximately determined spectra agree best.
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Figure 5.2: Dimer spectra for a coupling of J = 0.5 eV (left hand panels) and

J = 0.108 eV (right hand panels). Different resolutions are used, as indicated.

Numerically exact spectra (solid lines) are compared to those obtained within

the reflection approximation (dashed lines).

The following considerations aim at an interpretation of the absorption-

spectrum in terms of the probability density of the initial state, preferentially

as a function of a single coordinate. It is not clear intuitively that this is

possible, because the dimer model involves two coupled excited electronic

states and two degrees-of-freedom. In order to disentangle this problem,

center-of-mass (qs) and relative (qr) coordinates are introduced as







qs

qr





 =

√

1

2







1 1

−1 1













q1

q2





 . (5.8)

It has long been known [10] that using this transformation, the coupled

two-dimensional dimer problem can be separated into two one-dimensional

problems, where only one carries the coupling.
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Upon using Eq. (5.8), the excited state Hamiltonian takes the form

ĤD(qs, qr) =







ĤD
+ J

J ĤD
−





 , (5.9)

with

ĤD
±

(qs, qr) =

(

p2
s

2
+
p2

r

2

)

+





1

2
ω2

(

qs −
qe√
2

)2

+
1

2
ω2

(

qr ±
qe√
2

)2


+ ∆Ee

= T̂ (qs) + T̂ (qr) + Ve±(qs, qr), (5.10)

where T̂ (qn) denotes the kinetic energy operators in the qm -degree-of-freedom.

Next, employing the reflection approximation, the coupled excited state prob-

lem is decoupled. The transformation matrix Â(qr) diagonalizes the excited

state potential matrix and thus also the matrix containing the difference

potentials

ÂT D̂e,gÂ = ÂT







Ve+ − Vg J

J Ve− − Vg





 Â =







Da
1 0

0 Da
2





 (5.11)

where Vg(qs, qr) is the ground state potential. The adiabatic difference po-

tentials Da
n are now linearized:

Da
n(qs, qr) = Da

n0 −Da
nsqs −Da

nrqr. (5.12)

Here, Da
ns and Da

nr denote the partial derivatives of the adiabatic difference

potentials with respect to the variables qr and qs, evaluated at the equilibrium

position. For the potentials employed in the model, the partial derivatives can

be determined analytically yielding Da
ns = ω2qe/

√
2, whereas Da

nr vanishes.
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This yields the simple expression for the absorption-spectrum (see Eq. 5.6):

σ(E) ∼
∑

n=1,2

exp

(

−(E −Da
n0)

2

4D

)

. (5.13)

The constant D = D2
n,s/βs contains only properties corresponding to the

center-of-mass degree-of-freedom qs. Thus, the spectrum originates from two

identical bands which, depending on the coupling strength J , are shifted in

energy against each other. The derived one-dimensional reflection principle

is illustrated in Fig. (5.3), which contains the adiabatic difference potentials

as a function of qs.

−10 −5 0 5 10
0

0.5

1

1.5

2

2.5

3

3.5

4

σ [arb. units]

σ(E)

qs [ Å ]

E
 [e

V
]

Figure 5.3: Reflection principle for dimer systems. Shown are the adiabatic

difference potentials along the center-of-mass coordinate qs, together with the

respective ground state vibrational density (left panel). Absorption spectra

calculated numerically exactly (solid lines) are compared to the ones obtained

from the mapping of the density via the difference potentials (dashed lines).

The ground state density in this coordinate is mapped onto the energy scale

via these functions giving rise to two absorption bands (dashed lines) which

are in excellent agreement with the numerically exact spectra (solid lines).
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One can conclude that the contribution of the relative part only results in a

splitting of two energy levels, whereas the center-of-mass part influences the

band shape. Furthermore, it is interesting to note that if the frequency ω is

given (from a vibrational progression in a measured spectrum), the scheme

shown in Fig. (5.3) allows, in principle, to determine the displacement qe.

Under the assumption ωg = ωe = ω, the difference potential

Ve(qs, 0) − Vg(qs, 0) =
1

2
ω2

e

(

qs −
qe√
2

)2

+ ∆E − 1

2
ω2

gq
2
s (5.14)

becomes

Ve(qs, 0) − Vg(qs, 0) = −ω2 qe√
2
qs +

1

2
ω2 q

2
e

2
+ ∆E. (5.15)

Thus, the gradient

−Dn,s = −ω2 qe√
2

(5.16)

is found. According to Eq. (5.13), the full width at half maximum wh of an

absorption peak within the reflection principle approximation is given as

wh =

√

4 ln(2)

D
=

√

4 ln(2)βs

Dn,s

=

√

8 ln(2)βs

ω2qe
, (5.17)

which yields the displacement

qe =

√

8 ln(2)βs

ω2wh

. (5.18)

This means that the parameter βs of the ground state Gaussian wave function

is needed as well as the vibrational frequency ω and the full width at half

maximum wh in order to obtain the displacement qe.
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Chapter 6

Linear spectra of molecular

aggregates

6.1 Geometry dependence of dimer spectra

For an analytical investigation of the geometry dependence of dimer spectra,

it is advantageous to use the simplified Hamiltonian

Ĥe =







Ed J

J Ed





 , (6.1)

where Ed and J denote the excited state energy level of the monomer units

and the coupling matrix element, respectively. It can be diagonalized using

the matrix

Â =
1√
2







1 1

−1 1





 . (6.2)
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6.1. GEOMETRY DEPENDENCE OF DIMER SPECTRA

Simplifying the notation by setting ψ0 = 1, the time correlation-function in

the case of CD-spectroscopy

cµm(t) ∼ sin(β) 〈µ2ψi| Ûe(t) |µ1ψi〉 (6.3)

takes the form

cµm(t) ∼ sin(β)

〈

ÂT







0

1







∣

∣

∣

∣

∣

∣

∣

ÂT ÛeÂ

∣

∣

∣

∣

∣

∣

∣

ÂT







1

0







〉

= sin(β) (exp (−i (Ed + J) t) − exp (−i (Ed − J) t)) . (6.4)

A Fourier-transform of this expression leads to the result

σCD(E) ∼ sin(β) (δ (E − (Ed + J)) − δ (E − (Ed − J))) . (6.5)

This formula predicts two bands with equal intensity proportional to sin(β).

However, the lower energy band has a negative sign in the case of a positive

coupling matrix element, while the sign of the upper energy band is positive.

This is an important difference compared to dimer absorption-spectra, where

the simplified model leads to relative intensities of upper and lower band given

by the ratio (see Sec. (A.1))

Ir =
Iupper

Ilower

=
cos2

(

β
2

)

sin2
(

β
2

) . (6.6)

The angle dependence of absorption- and CD-spectra, which result from cal-

culations employing the complete dimer Hamiltonian with a constant cou-

pling J = 0.25 eV, is illustrated in Fig. (6.1).
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6.1. GEOMETRY DEPENDENCE OF DIMER SPECTRA
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Figure 6.1: Comparison of absorption- and CD-spectra of the dimer model

system (J = 0.25 eV) for different angles.

For an angle of β = 0 ◦, the CD spectrum vanishes and only the upper band is

excited in the absorption-spectrum. With increasing angle, the CD-spectrum

becomes more intensive until it reaches its maximum at β = 90 ◦. However,

the form of the CD-spectrum does not change. Furthermore, the relations

σCD(180 ◦ − β) = σCD(β) and σCD(360 ◦ − β) = −σCD(β) are relevant. This

means that for β = 180 ◦ the CD-spectrum vanishes and for angles β > 180 ◦

the signs of the bands are inverted. In the case of absorption, the intensity

of the lower band increases for β > 0 ◦ until the band intensities are equal at

β = 90 ◦. A further increase of the angle leads to a dominance of the lower

band until it is excited exclusively at β = 180 ◦. For even larger angles, the

relation σabs(360 ◦ − β) = σabs(β) is found. Not only the angle, but also the

coupling has an important influence on dimer absorption- and CD-spectra.

In the case of small coupling constants, vibrational structures and broadening

effects make the determination of the relative band intensities difficult, see

Fig. (6.2).
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6.1. GEOMETRY DEPENDENCE OF DIMER SPECTRA
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Figure 6.2: Comparison of absorption- and CD-spectra of the dimer model

system ( β = 90 ◦ ) for different coupling constants.

In contrast to absorption-spectra, the band splitting can easily be extracted

from the CD-spectra even in the case of small coupling constants. Thereby

the accuracy is limited by the energy resolution. In Fig. (6.3), absorption-

and CD-spectra for different values of the coupling element J are shown.

The curves in the left and right hand panels differ in their energy resolution

∆ǫ. First, the separation of the two absorption bands is discussed. For the

largest value of J , two bands are detected having extrema separated by a

value of twice the coupling element, as expected. A decrease of the coupling

shifts the bands closer to each other and already for a value of J = 0.15 eV

they show a substantial overlap. With increasing overlap, the separation of

the maxima seen in the absorption-spectra becomes more difficult. In fact,

no clear maximum structure (originating from excitation of the lower energy

state) can then be seen. Rather, the spectrum only exhibits a shoulder. On

the other hand, the CD-spectra consisting of negative and positive branches

clearly show characteristics of two separated bands.
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6.1. GEOMETRY DEPENDENCE OF DIMER SPECTRA
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Figure 6.3: Absorption (solid lines) and CD-spectra (dashed lines) calculated

for different coupling J , as indicated. The curves in the left and right hand

panels were obtained with a spectral resolution of ∆ǫ = 0.185 eV and ∆ǫ =

0.069 eV, respectively.

Increasing the resolution to ∆ǫ = 0.069 eV results in a vibrational progres-

sion on each of the two bands. Again, for the largest coupling, the separation

of the respective vibrational peaks can be used to extract a reliable value of

the coupling element. This procedure becomes increasingly difficult with de-

creasing J . It is obvious that with increasing overlap between the absorption

bands the intensity ratio Ir is modified. In particular, the relative magni-

tude of the low energy band is enhanced. This is clearly documented in

Fig. (6.4), which contains absorption-spectra calculated with a resolution

of ∆ǫ = 0.139 eV. Already for a coupling value of J = 0.1 eV, Ir assumes

a value which is about 7 times smaller than the value extracted from the

J = 0.4 eV curve. This leads to an angle larger than 70 ◦, which differs essen-

tially from the real value of 30 ◦. For a smaller coupling, two peaks of equal

height (J = 0.05 eV) are found and then the peak at lower energy becomes

even larger than the next one. Here, however, one has to be careful, because
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6.1. GEOMETRY DEPENDENCE OF DIMER SPECTRA

for coupling values below J = 0.09 eV, the electronic level splitting becomes

comparable to the vibrational spacing present in the model system. This is

seen if comparing the dimer spectra to the monomer spectrum (obtained for

J = 0.0 eV), which is included as a dotted line in the lower panel of Fig.

(6.4). In the limit of an uncoupled system, the CD-spectrum vanishes.
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Figure 6.4: Absorption (solid lines) and CD-spectra (dashed lines) calculated

for different coupling J . The absorption-spectra evolve into the monomer

spectrum (dotted line in the lower panel) in the case of small coupling.

Finally, some investigations on the geometry dependence of the dimer emission-

spectrum are taken into account. According to Eq. (4.30), the emission-

spectrum of the dimer is expected to disappear within the simplified model

if the coupled ground state within the electronic excited state is given as

~ψe,0 =

√

1

2







1

−1





 . (6.7)

The maximal intensity of the emission-spectrum is expected for an angle

of β = 180 ◦. In Fig. (6.5), the results of the calculations employing the

complete dimer model are shown.
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Figure 6.5: Comparison of emission-spectra of the dimer model system (

J = 0.25 eV ) for different angles.

As the emission takes place from the energetically lowest coupled eigenstate

within the electronically excited state, which consists of two components

with opposite sign, the spectrum is red-shifted with respect to the monomer

reference. For β = 180 ◦ (lower panel), the emission-spectrum has the high-

est intensity, in the case of β = 90 ◦ (middle panel) it is a little smaller.

Although for β = 0 ◦ no emission-spectrum is expected from the simplified

model, the transition is not strictly forbidden if vibrations are included and

the components of the initial wave function are shifted relative to each other

with respect to the nuclear coordinates. In this case a very small emission-

spectrum (upper panel, multiplied by a factor of 10) is obtained. The ap-

parent redshift can be explained as follows: Upon symmetry, the overlap

integrals of the initial wave functions with the vibrational ground state of

the electronic ground state have the same absolute value and opposite sign

and therefore cancel each other out. Accordingly, the peak assigned to the

corresponding transition does not appear in the emission-spectrum. Thus,

the first peak with remarkable intensity belongs to the transition to the first

excited vibrational eigenstate.
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6.2 Geometry dependence of trimer spectra

In the following section, the influence of geometrical parameters on trimer

spectra is investigated. Thereby the capability of the trimer model system

in terms of interpreting measured aggregate spectra is discussed. Depending

on the form of the excited state Hamiltonian

Ĥj =















Ĥ1(q1, q2, q3) J Jδj,c

J Ĥ2(q1, q2, q3) J

Jδj,c J Ĥ3(q1, q2, q3)















, (6.8)

the trimer system is characterized as linear (j = l) or cyclic (j = c). In order

to reduce the numerical effort, the three-dimensional problem is split up into

a one-dimensional and a coupled two-dimensional problem. This is carried

out by the coordinate transformation















q′1

q′2

q′3















=















√

1
3

√

1
3

√

1
3

√

1
6

−
√

2
3

√

1
6

√

1
2

0
√

1
2





























q1

q2

q3















, (6.9)

leading to the Hamiltonian (j = l, c, for the linear or cyclic configuration,

respectively)

Ĥj(q
′

1, q
′

2, q
′

3) =















HS 0 0

0 HS 0

0 0 HS















+















HR,1 J Jδj,c

J HR,2 J

Jδj,c J HR,3















, (6.10)

where the ’center of mass’ Hamiltonian is

HS(q′1) =
1

2
p′21 +

1

2
ω2



q′1 −
√

1

3
qe





2

+ ∆E (6.11)
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with p′1 being the momentum operator in the q′1 degree of freedom. The

coupled two-dimensional problem contains the Hamiltonians

HR,1(q
′

2, q
′

3) =
1

2
(p′22 + p′23 )

+
1

2
ω2









q′2 −
√

1

6
qe





2

+



q′3 −
√

1

2
qe





2




 (6.12)

HR,2(q
′

2, q
′

3) =
1

2
(p′22 + p′23 ) +

1

2
ω2









q′2 +

√

2

3
qe





2

+ q′23





 (6.13)

HR,3(q
′

2, q
′

3) =
1

2
(p′22 + p′23 )

+
1

2
ω2









q′2 −
√

1

6
qe





2

+



q′3 +

√

1

2
qe





2




 . (6.14)

In order to understand the geometry-dependent spectroscopic properties, a

simplified model is employed, where the potentials are replaced by constant

energy levels Et. The Hamiltonian for the cyclic configuration can be diago-

nalized using the matrix

Âc =















−
√

1
6

√

1
2

−
√

1
3

√

2
3

0
√

1
3

−
√

1
6

−
√

1
2

√

1
3















. (6.15)

This leads to the eigenvalues E1,c = E2,c = Et − J and E3,c = Et + 2J . In

what follows, all monomer transition dipole-moments ~µn are supposed to be

arranged in the (x, y)-plane, so that the projection on the laser polarization

vector ~ǫ = ~ǫx + ~ǫy is

~ǫ~µ = ~ǫ (~µ1 + ~µ2 + ~µ3) =
3
∑

n=1

|e, n〉 fn 〈g| , (6.16)

where the definitions
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f1 = cos(β) − sin(β)

f2 = 1 (6.17)

f3 = cos(γ) + sin(γ).

take place. In what follows, the considerations are restricted to the (likely)

case, where the orientation angles of two coupled monomer transition dipole-

moments are equal, i. e. γ = β. The correlation-function in the case of

absorption then is of the form

cabs(t) =

〈

ÂT
c















f1ψ0

f2ψ0

f3ψ0















∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ÂT
c ÛeÂc

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ÂT
c















f1ψ0

f2ψ0

f3ψ0















〉

=
3
∑

n=1

In,c exp (−iEn,ct) (6.18)

with the definitions

I1,c =

∣

∣

∣

∣

∣

∣

−
√

1

6
(f1 + f3) +

√

2

3
f2

∣

∣

∣

∣

∣

∣

2

I2,c =

∣

∣

∣

∣

∣

∣

√

1

2
(f1 + f2)

∣

∣

∣

∣

∣

∣

2

(6.19)

I3,c =

∣

∣

∣

∣

∣

∣

√

1

3
(f1 + f2 + f3)

∣

∣

∣

∣

∣

∣

2

.

The absorption-spectrum is obtained by the Fourier-transform of the correlation-

function leading to

σabs(E) ∼ δ(E − (E1,c − E0))(I1,c + I2,c) + δ(E − (E3,c − E0))I3,c, (6.20)
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where the fact has been used that the lower two levels E1,c, E2,c are degen-

erated. While the intensity of the energetically lower band is given by the

sum of the first two terms, the intensity of the energetically higher band is

related to the third term of the expressions

I1,c = 1 +
1

3
cos(2β) − 4

3
cos(β)

I2,c = 1 − cos(2β) (6.21)

I3,c = 1 +
2

3
cos(2β) +

4

3
cos(β).

From these equations it is obvious that the absorption-spectrum sensitively

depends on the relative orientation of the monomer transition dipole-moments.

In contrast, the signs and intensities of the electronic bands in the CD-

spectrum can be predicted using the results

I1,c = −2

3
sin(β) +

1

3
sin(2β)

I2,c = − sin(2β) (6.22)

I3,c =
2

3
sin(β) +

2

3
sin(2β).

The case of emission is easy to treat because a separable ground state Hamil-

tonian is assumed. Replacing the latter by an energy E0,g and following the

steps outlined above, the emission-spectrum can be written as

σem(E) ∼ δ(E0,e − (E0,g + E))(1 + 2 cos(2β) 〈ψ0,e,1|ψ0,e,3〉

+ 2 cos(β) 〈ψ0,e,1|ψ0,e,2〉 + 2 cos(β) 〈ψ0,e,2|ψ0,e,3〉). (6.23)

The analysis of the geometry dependence of the spectra presented for the

cyclic trimer can be performed in a similar way for the linear configuration.

There, the Hamiltonian is diagonalized employing the transformation matrix

65



6.2. GEOMETRY DEPENDENCE OF TRIMER SPECTRA

Â =















1
2

√

1
2

−1
2

√

1
2

0
√

1
2

1
2

−
√

1
2

−1
2















. (6.24)

This leads to the eigenvalues E1,l = Et +
√
J , E2,l = 0 and E3,l = Et −

√
J .

The angular averaged absorption-spectrum reads

σabs(E) ∼
3
∑

n=1

In,lδ(E − (En,l − E0)) (6.25)

with the relative band intensities

I1,l = 1 +
1

2
cos(2β) +

√
2 cos(β)

I2,l = 1 − cos(2β) (6.26)

I3,l = 1 +
1

2
cos(2β) −

√
2 cos(β).

In the case of CD-spectra, the result

I1,l =

√

1

2
sin(β) +

1

2
sin(2β)

I2,l = − sin(2β)

I3,l = −
√

1

2
sin(β) +

1

2
sin(2β) (6.27)

is obtained. The expression for the emission-spectrum is identical to the one

derived for the cyclic geometry, see Eq. (6.23), where the coupled vibrational

wave functions in the electronic excited state are different because of the

changed coupling scheme. In the results of the numerical calculations, which

are proposed in the following, the complete nuclear dynamics in the coupled

excited state potentials is included.
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The absorption properties are the first issue to discuss. In Fig. (6.6),

absorption-spectra for both trimer configurations obtained for a coupling

element of J = 0.4 eV are shown.
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Figure 6.6: Absorption spectra calculated for a coupling strength of J = 0.4 eV

and various orientation angles β, as indicated. Results for the cyclic (dashed

lines) and linear (solid lines) configuration are compared.

The spectra are calculated in low resolution. Therefore, the correlation-

functions are convoluted with a Gaussian window function of full width at

half maximum of τw = 24.3 fs. For the cyclic trimer, one expects two ab-

sorption bands. Because of the degeneracy at lower energies (for a positive

coupling J), the lower band results from a summation over the intensity

profiles I1,c and I2,c. However, here the transition dipole-moment geometry

comes into play. Fig. (6.6) documents that for a parallel orientation (β = 0 ◦,

upper panel, dashed line) a single absorption band with a diffuse vibrational

structure at higher energies appears. This can be understood by inspection

of Eq.(6.21), which shows that the two overlapping bands at the smaller en-

ergy, having intensities of I1,c, I2,c are identically zero. Changing the angle

to β = 90 ◦ has a dramatic effect: now the upper band looses intensity and
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the second band around 2 eV appears. The intensity ratio I1,c+I2,c

I3,c
is about

7.5, which is slightly lower than estimated from the simple model leading to

the analytical expression for the intensities. Of course, such deviations are

to be expected because of the Franck-Condon factors corresponding to the

various transitions. It is as well possible that the lower band is exclusively

present, which is the case for an orientation of β = 120 ◦. Finally, the spec-

trum for the anti-parallel orientation (β = 180 ◦) is identical to the one for

the β = 90 ◦ case, which follows directly from Eqs. (6.21). As a result, the

absorption-spectra of the cyclic trimer depend sensitively on the transition-

dipole geometry. The same holds for the linear configuration. The respective

spectra are included in Fig. (6.6) for the same orientation angles. In this

case, the former analysis shows that, in general, one has to expect three ab-

sorption bands of different intensity. However, the orientations with β = 0 ◦

and 180 ◦ result in single bands at larger and lower energies, respectively. In

each case, the other two bands are of such small intensity that they are not

likely to be detected in an experiment. On the other hand, for β = 120 ◦

one finds a double-band spectrum and only the case with the perpendicular

orientation (β = 90 ◦) exhibits three absorption bands. All these features

are explained in applying the expressions given in Eqs. (6.26). This directly

hints at the question if geometric information can be obtained from a mea-

sured trimer absorption-spectrum. The following example, where the angles

are fixed to values of 80 ◦, illustrates that this is feasible, in principle. The

absorption-spectrum, which then serves as a starting point for the inversion

procedure, is shown in Fig. (6.7).
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Figure 6.7: Absorption spectra calculated for a coupling strength of J = 0.4 eV

and various orientation angles β, as indicated. Results for the cyclic (dashed

lines) and linear (solid lines) configuration are compared.

The figure indicates the determination of the angle . Because it is a function

of the band intensities In, its value can be extracted. From Eqs. (6.26), the

functional dependence

cos(β) =
3

2
√

2

I1 − I3
I1 + I2 + I3

(6.28)

is found (for β = γ). From the spectrum, the values of I3 = 57.2 , I2 = 348.4 ,

and I1 = 146.1 are taken, which yield a value of β = 80.2 ◦, in perfect

agreement with the input data. Note that another likely configuration is

defined by β = −γ. In this case, however, the intensity I2 vanishes, so that

no central absorption band exists and the situation is well distinguishable

from the former one. A comparison of the two coupling schemes shows that

they result in quite different absorption-spectra. This leads to the conclusion

that - except for the case where three clearly separated bands are found - it

is not possible to determine if the system is a of cyclic or linear geometry.
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This is even more critical if one considers the case of a smaller coupling

constant J . Fig. (6.8) contains spectra calculated for a value of J = 0.1 eV.
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Figure 6.8: Absorption spectra calculated for a coupling strength of J = 0.1 eV

and various orientation angles β, as indicated. Results for the cyclic (dashed

lines) and linear (solid lines) configuration are compared.

As the band splitting is directly correlated with the coupling strength, the

band separation is small and the bands overlap. As a consequence, the

spectra for the cyclic and linear configuration become more alike, so that

the absorption properties alone do not allow to extract information on the

structure of the aggregate in the case of a small coupling strength. CD-

spectra of trimer systems also show an extensive angle dependence. Some

cases are illustrated in Fig. (6.9).
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Figure 6.9: CD-spectra of the linear (solid lines) and cyclic (dashed lines)

trimer calculated for a coupling strength of J = 0.4 eV and various orienta-

tion angles β, as indicated.

The case of a linear coupling scheme is discussed first. For β = 0 ◦, no

CD-spectrum is obtained. An increase of the angle (β = 45 ◦) leads to an ex-

citation of the middle and the upper band, where the first has a negative, the

latter a positive sign. In the case of β = 90 ◦, the middle band vanishes and

at the same time the negative lower band appears. At β = 120 ◦, the upper

band is replaced by the positive middle band. With a further increase of the

angle up to β = 180 ◦, the CD-spectrum vanishes. For even larger angles, the

formula σCD(360 ◦−β) = −σCD(β) can be used. If a cyclic coupling scheme is

employed, some differences to the linear case are found, see Fig. (6.9). While

for β = 0 ◦ and β = 120 ◦ the CD-spectrum disappears, the lower and the

upper band appear with negative and positive sign, respectively, for angles in

between. A further increase of the angle leads to inverted signs of the peaks,

until the CD-spectrum vanishes again at β = 180 ◦. The formula given above

in order to predict CD-spectra of linear trimers for angles β > 180 ◦ can also

be used in the case of a cyclic coupling scheme.
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In the following, emission-spectra are discussed. In Fig. (6.10), angle depen-

dent spectra calculated for a coupling strength of J = 0.4 eV are shown. As

expected, the spectra are red-shifted as compared to the absorption profiles.

For both coupling configurations different intensities are found. Nevertheless,

in contrast to the absorption case, the spectra for the linear (solid lines) and

cyclic trimer (dashed lines) are similar in their profile for the same orienta-

tion geometry. Of course, due to the different energetic positions of the bands

in the two cases, they are shifted with respect to each other on the energy

scale. The results summarized in Fig. (6.10) can be rationalized employing

the simplified considerations, which led to Eq. (6.23).
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Figure 6.10: Emission spectra for the cyclic (dashed lines) and linear (solid

lines) configuration employing different orientation angles β.
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As an example, the intensity dependence of the spectrum on the orientation

geometry for the linear trimer is discussed. There, the excited state ground

state vector is given as















ψ0,e,1

ψ0,e,2

ψ0,e,3















=















−1
2

√

1
2

−1
2















. (6.29)

The emission-spectrum of Eq. (6.23) then reduces to

σem(E) ∼ δ(E0,e − (E0,g + E))
(

1 +
1

2
cos(2β) −

√
2 cos(β)

)

. (6.30)

The expression in the brackets yields numbers of 0.086 (0 ◦), 0.5 (90 ◦), 1.46

(120 ◦), and 2.914 (180 ◦). Similar ratios between the maxima of spectra for

different orientations can be taken from Fig. (6.10) (note that the spectrum

for the β = 0 ◦ is scaled by a factor of 20). As is the case for absorption,

the emission-spectra for both trimer configurations becomes more alike if a

weaker excited state coupling exists. This is documented in Fig. (6.11),

which collects curves calculated for a value of J = 0.1 eV.
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Figure 6.11: Same as previous figure, but for a coupling of J = 0.1 eV.
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An interesting case is found for an orientation of the transition dipole-

moments, where the angle β equals 45 ◦. In this case, the emission to the

ground state is dipole-forbidden and only weakly allowed by the involvement

of vibrations. This means that the excited state has a long lifetime, so that

the decay via a radiative transition is unfavored compared to other processes

like an intersystem crossing eventually giving rise to a time-delayed phospho-

rescence.
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6.3 CD-spectroscopy and quantum dynamics

In this section, the time-dependence of time correlation-functions is analyzed

in order to find an interpretation in terms of the quantum nuclear motion.

The absolute values of the correlation-functions for the case of CD- and

absorption-spectroscopy, which correspond to the spectra in Fig. (6.2), are

displayed in Fig. (6.12).
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Figure 6.12: Modulus of the time correlation-functions for CD (cµm) and

absorption- (cµ) spectroscopy. The functions are damped with a Gaussian

window function.

Although the excited state dynamics is the same in both cases, upon the

different projection a different time-dependence is observed (see Eq. (4.26)).

In particular, one finds that cµ(0) is real and nonzero, whereas cµm(0) is iden-

tical to zero. In the case of absorption, the decay of the correlation-functions

at early times measures the separation of the wave packet in the excited state

from its initial position (see Eq. (4.17) and Refs. [19, 70, 71]). On the other

hand, in the CD case, one has an initial increase, which characterizes how

much of the first wave-packet component has reached the second one.
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A comparison of the time correlation-function to the population

P2(t) = 〈ψe2(~q, t)|ψe2(~q, t)〉 (6.31)

and energy

E2(t) = 〈ψe2(~q, t)| Ĥe2(~q) |ψe2(~q, t)〉 (6.32)

in component 2 is shown in Fig. (6.13).
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Figure 6.13: Upper panel: modulus of the time correlation-function obtained

from the Fourier transform of the CD-spectrum. Below, the population in the

excited state configuration M1 −M∗

2 (middle panel) and the energy of this

configuration (lower panel) is shown.

As indicated by the general formula for the time-correlation function of the

dimer in the case of CD-spectroscopy (see Eq. (6.3)), the CD-effect can be

related to the excitation transfer dynamics, where energy deposited in the

excited state configuration M∗

1 −M2 is transfered to the second one M1−M∗

2 .

According to the 2-level expression from Eq. (6.4), the oscillation period can

be related to the difference between the energy levels. The calculated value
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6.3. CD-SPECTROSCOPY AND QUANTUM DYNAMICS

of T = 11.456 fs for a coupling constant of J = −0.1805 eV agrees well with

the result taken from the graph. For a trimer system, the expression

cµm(t) ∼ sin(β) 〈µ2ψi| Ûe(t) |µ1ψi〉 + sin(2β) 〈µ3ψi| Ûe(t) |µ1ψi〉

= 〈2| |1〉t + 〈3| |1〉t . (6.33)

is found. Using the simplified model, this expression can be written as

cµm(t) ∼ sin(β)
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(6.34)

∼ sin(β)

√

1

8
(exp (−iE1,lt) − exp (−iE3,lt))

+ sin(2β)
(

1

4
exp (−iE1,lt) −

1

2
exp (−iE2,lt) +

1

4
exp (−iE3,lt)

)

,

where the eigenvalues of the linear trimer system are given in Sec. (6.2).

Thus, the trimer correlation-function shows a more complex dependence on

the orientation angle than it is found for the dimer. There are two terms

that contribute, where the first 〈2| |1〉t resembles the one encountered in

the dimer case. It measures the energy transfer between the configurations

M∗

1 − M2 − M3 and M1 − M∗

2 − M3. The second term 〈3| |1〉t maps the

transfer dynamics between M∗

1 −M2 −M3 and M1 −M2 −M∗

3 . Thus, two

predominant time scales occur upon the coupling effects, as can be seen in

Fig. (6.14).
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6.3. CD-SPECTROSCOPY AND QUANTUM DYNAMICS
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Figure 6.14: Trimer dynamics. Left panels: total and partial CD-spectra

of a trimer system. Right panels: modulus of the time-correlation function

(straight lines) corresponding to the spectra on the left hand sides. Also shown

are the populations in the configurations M1 −M∗

2 −M3 (P2(t)) and M1 −
M2 −M∗

3 (P3(t)) as dashed lines. The correlation-functions and populations

are normalized to each other in each case.

According to Eq. (6.34), the 〈2| |1〉t contribution (lower panel) should exhibit

oscillations with a period corresponding to the energy difference of E1,l −
E3,l = 2

√
2J with J = 0.108 eV. The respective period of about 13.4 fs agrees

with the oscillatory patterns seen in the numerical results. Also shown is the

population P2(t) of the M1 −M∗

2 −M3 configuration, which nicely tracks the

features of the correlation-function. Regarding the middle right panel of Fig.

(6.14), the depicted function 〈3| |1〉t contribution contains terms oscillating

with the energy differences E1,l − E3,l = 13.4 fs and also with E1,l − E2,l =

E2,l −E3,l, where the latter has the double period. Note that this simplified

analysis, of course, neglects the vibrational degrees of freedom, which induce

a further complication in the dynamics. Nevertheless, the numerical results

are suitable to illustrate the picture that the population and likewise the
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6.4. SPECTRA OF MEROCYANINE DIMERS

energy, is transferred successively from monomer M1 via the intermediate

monomer M2 to monomer M3. The left hand side of Fig. (6.14) contains

the total CD-spectrum (upper panel) and also the partial spectra, which

are obtained by separate Fourier transform of the two terms contributing

to the correlation-function. In the first case, the spectrum resembles the

dimer spectrum, whereas the second contribution exhibits a different band

structure. The sum of the two spectra then yields the total spectrum (upper

panel).

6.4 Spectra of merocyanine dimers

In order to determine the model parameters of a dimer system, the infor-

mations from CD- and absorption-spectroscopy can be combined. While the

first provides insight into the relative orientations of the monomer transition

dipole moments upon the angle dependence of the relative band intensities,

the latter allows a more direct view into the electronic excited state coupling.

As an example for the application of a theoretical analysis to measured spec-

tra, merocanine dye aggregates are investigated. Molecules of this substance

class contain variable donor and acceptor groups, which are connected by a

conjugated π-system (see Fig. (6.15)).

N N
O

O

CN

R

R

R

1:  R = OC12H25

Figure 6.15: Structure of the chiral merocyanine monomer (M).
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6.4. SPECTRA OF MEROCYANINE DIMERS

The transition dipole moment is directed from the amide group to the oppo-

site carboxyl group and lies in the plane of the molecule [72]. Electronic exci-

tation induces a molecular vibration, which can be identified with a stretching

mode [73]. Upon π − π -interactions dimer formation takes place within a

certain concentration range [74]. CD-spectra of the dimer are only obtained

if the substituents of the molecule are chiral. Note that the chiral monomer

itself does not exhibit a CD-spectrum. In order to interpret the measured

dimer spectra by varying the parameters of the model system in the cal-

culations, the parameters of the monomer model have to be fixed. To do

so, the monomer absorption-spectrum is fitted to the measured absorption-

spectrum. The result is shown in Fig. (6.16), which compares calculated and

measured absorption-spectra.
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0.5

1

1.5

theo.
exp.

σabs

monomer

E [eV]

ε 
[1

05 M
−

1 cm
−

1 ]

Figure 6.16: Comparison of measured and calculated absorption-spectrum.

The absorption band exhibits an asymmetric line-shape with a width of al-

most 0.5 eV. In order to simulate this finite width, nuclear motion has to

be taken into account. Although there are many vibrational modes, which

participate in the electronic transition (for a discussion on similar systems

see e. g. Ref. [75]), a single vibrational degree of freedom is included. The

80



6.4. SPECTRA OF MEROCYANINE DIMERS

monomer potentials are parameterized employing the values of ω = 0.125 eV,

qe = 2.4 eV−
1

2 and ∆EM = 2.1648 eV in Eqs. (4.4). The limited resolution of

the experiment is included by truncating the correlation-function cµ(t) with

a Gaussian window function having a temporal width, which corresponds

to a spectral resolution of 0.0697 eV. Within this model, the spectrum is

excellently reproduced by theory. Having fixed the monomer potential pa-

rameters, the dimer Hamiltonian can be defined. For this aim, the additional

parameters for the electronic coupling element J and an energy shift ∆ED

have to be fixed. Also, the transition dipole geometry has to be determined.

It was shown above that in the one-exciton model employed here, the dimer

spectrum consists of two absorption bands, which are split by (for a two

level system) an amount of ∆ = 2|J | and exhibit the relative band inten-

sities given in Eq. (6.6). Regarding the experimentally determined dimer

spectrum, which is displayed in Fig. (6.17)(solid line, upper panel), no clear

double band structure is found.
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Figure 6.17: Comparison between measured and calculated absorption- and

CD-spectra of merocyanine dimer aggregates.
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6.5. SPECTRA OF PERYLENE BISIMIDE AGGREGATES

Thus, neither the extraction of the magnitude of the coupling element J

(from the band splitting) nor the angle β (from the relative band intensity)

is possible from these UV/Vis absorption data. In order to proceed, the

experimental CD- dimer spectrum, which is displayed in the lower panel of

Fig. (6.17) is considered. As the upper energy band has a negative sign,

the coupling matrix element is negative (see Eq. (6.5)). From the band

splitting a value of J = −0.1805 eV can be derived. Fixing the dimer shift to

a value of ∆ED = 2.285 eV and employing a spectral resolution of 0.091 eV,

the absolute value yields the simulated CD-spectrum, which is in excellent

agreement with experiment. Given the numerical value of J and thus the

two band positions, it is now possible to deduce the angle β from the relative

band intensities in the absorption-spectrum. Regarding the negative sign of

J , which is proportional to cos(β), an angle of β = 161 ◦ is found to yield the

best agreement with experiment [74].

6.5 Spectra of perylene bisimide aggregates

As a further application, the theoretical evaluation of absorption- and CD-

spectra can be used to investigate the size of perylene bisimide aggregates.

The structure of this kind of molecules is displayed in Fig. (6.18).

Figure 6.18: Structure of the perylene bisimide monomer (M).
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6.5. SPECTRA OF PERYLENE BISIMIDE AGGREGATES

Perylene bisimides are an important class of organic dyes [76]. In particular,

many pigments are produced on a large scale and their coloristic properties

vary from red to maroon and black [77]. Most important, these color changes

do not arise from different substituents like in many other classes of dyestuffs

but are governed by aggregation effects [4]. Opposite to merocyanines, which

only form dimers within a certain concentration range, perylene bisimides

build aggregates with a temperature-dependent distribution of size [78]. The

monomeric dyes are strongly photo-luminescent but this photoluminescence

is often quenched in the aggregated state. For the transition between S0

and S1 of the monomer, well-defined vibronic structures are observed in the

absorption- as well as in the mirror image fluorescence-spectra [76]. Thereby

the transition dipole moment is directed along the long in-plane symmetry

axis of the molecule [79]. The vibrational mode taken into account in the

model corresponds to a breathing motion of the perylene skeleton [73].

In order to calculate absorption- and CD-spectra, the relevant monomer para-

meters ωg = ωe = 0.175 eV, qe = 2.57 eV−
1

2 and ∆E = 2.35 eV can be taken

from former investigations [80]. From quantum chemical calculations for

the dimer, the angle between the transition dipole moments can be fixed as

β = 28 ◦ (see Sec. (7)). In order to reproduce the dimer spectrum, a coupling

constant of J = 0.065 eV is employed, which is slightly smaller than the value

determined from ab initio calculations (see Sec. (7)). Furthermore, a spec-

tral resolution of 0.149 eV is introduced by a Gaussian damping function. For

larger aggregates, these values are taken as the angles between next neighbor

transition dipole moment vectors and the corresponding coupling matrix ele-

ments, respectively. The calculations are performed by the MCTDH-method,

see Sec. (3.3). In the evaluation, the relevant question is, how far the em-

ployed model is capable to describe the spectral changes which arise from
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6.5. SPECTRA OF PERYLENE BISIMIDE AGGREGATES

aggregation effects. The calculated absorption-spectra for different aggre-

gate sizes are shown in Fig. (6.19). For comparison, the absorption-spectra

measured at different temperatures are displayed in Fig. (6.20).
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Figure 6.19: Calculated absorption-spectra for different aggregate sizes.
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Figure 6.20: Measured absorption-spectra at different temperatures.
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6.5. SPECTRA OF PERYLENE BISIMIDE AGGREGATES

The relative intensity of the energetically lower band with respect to the

energetically higher band decreases both with increasing aggregate size and

decreasing temperature. This means that the model calculations reproduce

the tendencies of the measured spectra qualitatively, although a quantitative

evaluation is very difficult. The same holds for CD-spectra. Theoretical and

experimental results are displayed in Fig. (6.21) and Fig. (6.22), respectively.
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Figure 6.21: Calculated CD-spectra for different aggregate sizes.
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Figure 6.22: Measured CD-spectra at different temperatures.
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6.5. SPECTRA OF PERYLENE BISIMIDE AGGREGATES

Calculated and measured spectra agree in the change of the sign from the neg-

ative to the positive range with increasing energy in the range of 2.25−3 eV.

Furthermore, the lower band becomes subdivided with increasing aggregate

size and decreasing temperature, where the energetically highest sub-band is

more pronounced. However, the appearance of the band in the low energy

range for low temperatures is not reproduced by the theoretical model. Nev-

ertheless, upon the good agreement of experimental and theoretical results

one can conclude that the model captures the relevant aspects of the pery-

lene bisimide aggregates. On the basis of the parameters employed within

the dimer model in order to reproduce the measured spectrum at the high-

est temperature, spectra of higher aggregates can be calculated. The results

show a good qualitative agreement with experimental data obtained at lower

temperature. This leads to the conclusion that the assumptions concerning

numerical values of angles and couplings from the dimer case are also valid

for larger aggregates. Furthermore, it is evident that the aggregate size in-

creases with decreasing temperature.

In contrast, in the case of emission-spectra, a redshift is found, which cannot

be explained without including a torsional degree of freedom.
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Chapter 7

Extended dimer model

As the previous model is not capable to reproduce measured emission spectra,

intermolecular degrees of freedom have to be included. Quantum chemical

calculations with different intermolecular parameters yield potential energy

surfaces, where the angular coordinate θ proves to be most important for

the calculation of spectra for topological reasons. Thereby the other param-

eters are determined from the global minimum position at an intermolecular

distance of R = 3.36 Å, longitudinal and transversal shifts of X = 0 Å and

Y = 0 Å, respectively. For the electronic ground state Vg(θ), the DFT-D

approach is used in combination with the BLYP functional [81, 82], where

dispersion effects are comprised by adding empirical corrections to the stan-

dard density functional energy [83]. The resulting potential curve shown in

Fig. (7.1) allows an intuitive interpretation: Because of attractive electro-

static interactions between the terminal carbonyl and nitrogen groups, the

minimum is found at an equilibrium torsional angle of about θ = 30◦, whereas

the sandwich structure θ = 0◦ is highly unfavorable. The determination of

the potential curves of the excited states within the adiabatic representation

Ve1(θ) and Ve2(θ) demands a different procedure. Since time-dependent den-
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sity functional theory (TDDFT) with standard functionals is unreliable for

the calculation of locally excited states with neutral character [84,85], the ex-

cited state potentials are calculated using the time-dependent Hartree-Fock

(TD-HF) method. As dispersion effects lack in TD-HF, they are approx-

imated by the ground state results. This approach is consistent with the

basic idea of the DFT-D method, in which the parameters are molecule- and

state-independent. The energy difference between the PES of the excited

states result from the interactions between the transition dipole moments

(independent dipole model, see Eq. (4.10)). For the explanation of the de-

tailed form of the potential curves, and in particular the crossing at θ = 60◦,

higher order effects have to be taken into account by regarding the respective

transition densities. In order to obtain a sufficient agreement of the calcu-

lated absorption-spectra with measured ones, the splitting of the potential

curves has to be decreased within the absorption region. For this aim, the

input data for the excited states are multiplied by a factor of λ = 0.6 and

shifted in energy, so that the minimum of the lower potential keeps its posi-

tion. This procedure yields the potential curves Ṽe1(θ) and Ṽe2(θ) which are

shown in Fig. (7.1).
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Figure 7.1: Potentials as a function of the torsional motion coordinate θ.
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Within the diabatic representation, which is essential for the integration of

the torsional mode into the dimer model, the excited state potential curve

Ve(θ) = 1
2

(

Ṽe1(θ) + Ṽe2(θ)
)

enters as well as the angle dependent coupling

J(θ) = 1
2

(

Ṽe1(θ) − Ṽe2(θ)
)

.

The Hamiltonian of the total system in the ground state is given as

Ĥg (q1, q2, θ) = ĤD
g (q1, q2) + Ĥg (θ) , (7.1)

in the excited state it reads

Ĥe (q1, q2, θ) =







ĤD
e1 (q1, q2) + Ĥe (θ) J (θ)

J (θ) ĤD
e2 (q1, q2) + Ĥe (θ)





 . (7.2)

Thereby the definitions Ĥg(θ) = T̂ (θ) + Vg(θ) and Ĥe(θ) = T̂ (θ) + Ve(θ) are

employed. As θ denotes an azimuth angle here, the corresponding kinetic en-

ergy operator reads T̂ (θ) = − 1
2I

∂2

∂θ2 , where the definition of the rotational con-

stant I is given below. Furthermore, the transition dipole moments µ1,ad(θ)

and µ2,ad(θ) belonging to the transitions between the ground state and the

adiabatic excited state potentials (see Fig. (7.2)) have to be transformed to

the diabatic picture using a transformation matrix, which diagonalizes the

potential part of the Hamiltonian:







µ1,dia(θ)

µ2,dia(θ)





 =
1√
2







1 1

1 −1













µ1,ad(θ)

µ2,ad(θ)





 . (7.3)
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Figure 7.2: Transition dipole moments with respect to the coordinate θ.

For the quantum dynamical calculation, the rotational constant, which can

formally be identified with a mass m, must be known. It can be deter-

mined on the basis of the calculated frequency of the torsional motion ω =

1.263 meV in the ground state. As the prefactor a of the parabolic approxi-

mation Vg(θ) = a(θ−θ0)2 is given as 1
2
Iω2 = 0.9335 meV, the curvature of the

ground state potential at the position of the minimum θ0 = 28.8◦ has to be

taken from the existing graph in order to obtain the corresponding rotational

constant. In this way, the value I = 1170.41 eV−1 =̂ 31848 au =̂ 17.471 u is

found.

Within the following investigations, the influence of the temperature-depend-

ent population of the vibrational eigenstates in the electronic ground and ex-

cited state has to be regarded for the calculation of absorption- and emission-

spectra, respectively. In the case of absorption, the following procedure is

employed: First, the minimum Vg,min of the ground state potential surface is

determined in order to obtain an energy reference. Then the eigenfunctions

ψi,g,1D(θ) and ψj,g,2D(q1, q2) with respect to the torsional coordinate and the

two vibrational modes are calculated separately. From the corresponding

eigenenergies Ei,g,1D and Ej,g,2D, the value of Vg,min is subtracted, yielding
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the results Ẽi,g,1D and Ẽj,g,2D. Afterwards the eigenfunctions and eigenener-

gies of the total system are composed, where the first consist of the product

wave functions

ψi,j(q1, q2, θ) = ψi,g,1D(θ)ψj,g,2D(q1, q2), (7.4)

while the latter are given by the sum

Ẽi,j = Ẽi,g,1D + Ẽj,g,2D. (7.5)

On this basis, the time correlation-functions

ci,j(t) =

〈







ψi,j(q1, q2, θ)µ1,dia(θ)

ψi,j(q1, q2, θ)µ2,dia(θ)







∣

∣

∣

∣

∣

∣

∣

exp
(

−iĤe(q1, q2, θ)t
)

∣

∣

∣

∣

∣

∣

∣







ψi,j(q1, q2, θ)µ1,dia(θ)

ψi,j(q1, q2, θ)µ2,dia(θ)







〉

(7.6)

can be calculated, which yield the absorption-spectra

σabs,i,j(E) =
∫

dt exp
(

i
(

E +
(

Ẽi,j + Vg,min

))

t
)

ci,j(t). (7.7)

Finally, the total absorption-spectrum is obtained as

σabs(E) =
∑

i,j

σabs,i,j(E) exp

(

−Ẽi,j

kT

)

. (7.8)

In order to calculate temperature-dependent emission-spectra in a numeri-

cally effective way, the potential part of the excited state Hamiltonian (see

Eq. (7.2)) is transformed to the adiabatic picture, where a separate calcu-

lation of the eigenfunctions with respect to the torsional coordinate and the

two-dimensional space of the vibrational coordinates becomes possible.

First, the value and position of the minimum of the lower adiabatic potential
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Ve2,ad,min = Ve2,ad(q1,min, q2,min, θmin) has to be determined in order to get an

energy reference. Then the corresponding value of the ground state poten-

tial at the minimum position Vg,min = Vg,ad(q1,min, q2,min, θmin) is specified.

This leads to the energy shift ∆E = Ve2,ad,min−Vg,min. In the next step, cuts

through the potentials Ve2,ad and Vg around (q1,min, q2,min, θmin) yield the one-

dimensional curves Ve2,ad,1D(θ) and Vg,1D(θ) as well as the two-dimensional

surfaces Ve2,ad,2D(q1, q2) and Vg,2D(q1, q2).

After the eigenfunctions ψi,e2,1D(θ) and ψj,e2,2D(q1, q2) of the one and two-

dimensional excited state potentials are calculated, the value Ve2,ad,min is

subtracted from the corresponding eigenenergies, yielding the energy values

Ẽi,e2,1D = Ei,e2,1D − Ve2,ad,min and Ẽi,e2,2D = Ei,e2,2D − Ve2,ad,min. Then the

energy of the product wave function is given as Ẽi,j = Ẽi,e2,1D + Ẽj,e2,2D.

According to the equations

ci,1D(t) = 〈ψi,e2,1D(θ)µ2,ad(θ)| exp
(

−i
(

T̂ (θ) + Vg,1D(θ)
)

t
)

exp (iVg,mint) |µ2,ad(θ)ψi,e2,1D(θ)〉 (7.9)

and

cj,2D(t) = 〈ψj,e2,2D(q1, q2)| exp
(

−i
(

T̂ (q1, q2) + Vg,2D(q1, q2)
)

t
)

exp (iVg,mint) |ψj,e2,2D(q1, q2)〉 , (7.10)

the time correlation-functions are obtained. For the calculation of emission-

spectra, the expression

σem,i,j(E) =
∫

dt exp
(

−i
(

E +
(

∆E + Ẽi,j

))

t
)

ci,1D(t)cj,2D(t) (7.11)

is used.
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Finally, the weighted sum over these spectra

σem(E) =
∑

i,j

σem,i,j(E)E3 exp

(

−Ẽi,j

kT

)

(7.12)

yields the temperature-dependent emission-spectrum. The subject of the

following considerations is the influence of the temperature on absorption-

and emission-spectra of the system.

The dimer model without torsional motion is capable to reproduce measured

absorption-spectra, but not emission-spectra (see Fig. (7.3)). The extended

model aims at a better understanding of the emission properties.
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Figure 7.3: Comparison between measured and calculated absorption- (left)

and emission-spectra (right) using the dimer model without torsional motion

and the monomer model.

If only the lowest vibrational states in the extended model are taken into

account, one obtains a redshift of the emission-spectrum with respect to the

absorption-spectrum, which is however too large ( see Fig. (7.4, right hand

panel, dashed line)). Furthermore, the broad band appearing in the emission-

spectrum can not be explained. Concerning the involvement of higher excited

vibrational eigenstates with respect to the torsional degree-of-freedom, there
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is a substantial difference between absorption and emission of the model sys-

tem. On the one hand, their influence is negligible in the case of absorption

because of the relatively large difference between the corresponding eigenen-

ergies within Vg(θ) and therefore the small population of higher eigenstates in

thermal equilibrium. According to the reflection principle, the small increase

of the curves Ve1(θ) and Ve2(θ) in the region around the minimum of the

ground state potential (see Fig. (7.1)) keeps the contribution of the angular

component to the total absorption-spectrum small, even if higher excited vi-

brational eigenstates were populated significantly. The resulting absorption-

spectrum is practically identical with the one, which is obtained from the

simplified dimer model neglecting the torsional motion (see Fig. (7.4), left

side). On the other hand, in the case of emission, the temperature-dependent

population distribution of the vibrational eigenfunctions within Ve2,ad,1D(θ)

implies a larger contribution of the increasingly delocalized higher eigenstates

upon the energetically dense progression of the eigenenergies. The reflection

of the initial wave functions at the potential curve Vg(θ) (see Fig. (7.1)) on

the energy axis covers a wide range, as the curve is very steep within the

emission region. The energetical position of the emission-spectrum is corre-

lated to the density distribution of the excited state wave functions. These

considerations allow to understand the result shown in Fig. (7.4) (right side,

solid line) basically.
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Figure 7.4: Absorption (left) and emission-spectra (right) of the extended

dimer model at T = 0 K (dashed line) and T = 300 K (solid line).

An even more comprehensive explanation for the characteristic features is

given on the basis of the following considerations. The peak appearing at

an energy of 2.2 eV in the calculated emission-spectrum is related to the

topology of the excited state potential energy surface with respect to the

torsional angle. Within a classical approach, the spectrum can be written

as [19]

σ(E) = E3
∑

i

|µ(θi)|2 exp
(

− ǫ

kT

)

. (7.13)

Here the sum is over all roots θi of the equation D(θ) − E = 0, where D(θ)

denotes the difference between the lower adiabatic excited state and ground

state potential curves. The energy ǫ appearing in the Boltzmann factor is

taken relative to the potential minimum (Ve2,min) in the excited state. In Fig.

(7.5), upper panel, classical and quantum mechanical emission-spectrum are

compared, where only the torsional degree-of-freedom is taken into account

and the temperature is set to T = 300 K. Also shown is the energy-dependent

weighting function (7.13), which determines the intensity of the emission

band (middle panel). The lower panel of the same figure shows the difference
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potential. It is seen that for energies lower than 2.1 eV, two angle values

contribute to the spectrum with equal weights, whereas for larger energies,

there are six angle values yielding a contribution. Taking the particular form

of the weighting function into account (middle panel of Fig. (7.5)), it is clear

that the broad band at lower energies (two contributions) is followed by the

more intense peak resulting from the multiple contributions stemming from

different angles θi. The classically obtained spectrum decreases to zero for

energies larger than 2.34 eV because the difference potential does not assume

these values. At this point, there is a pronounced maximum which in scatter-

ing processes is known as a rainbow [86]. Comparing the classically obtained

spectrum to the quantum one shows that the developed classical picture is

overall correct. Quantum mechanics leads to a diminished intensity of the

2.2 eV peak, which is a general trend as found, e. g. in the calculation of scat-

tering [86] or photodissociation cross-sections (see Ref. [19]). In going from

the one-dimensional quantum spectrum to the one including the monomer

vibrations (Fig. (7.4), left hand panel), it is seen that the relative peak height

(at 2.2 eV) decreases. It is then to be expected that the inclusion of other

internal degrees of freedom decreases the peak intensity even further. Note

that the same trend is observed if the temperature is decreased, so that the

higher energy parts of the excited state potential are not accessed.
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Figure 7.5: Upper panel: emission-spectra calculated at a temperature of

T = 300 K within a one-dimensional model involving the torsional degree of

freedom. Classically and quantum mechanically calculated spectra are shown

on an arbitrary scale. The middle panel contains the weighting function

(
∑

i
|µ(θi)|2) entering into the classical expression for the emission-spectrum.

Lower panel: difference potential between the excited and ground electronic

states, which participate in the emission process.

In order to compare the calculated spectra to the measured ones, an energy

shift has to be applied, as the relative energetic distance between the quantum

chemically calculated potential curves is not reliable. Therefore, it is feasible

to adapt it to the existing data. If the position of the calculated absorption-

spectrum is shifted towards the measured one and the same shift operation

is applied to the temperature-dependent emission-spectrum, the latter shows

an excellent agreement with the experimental data (see Fig. (7.6)).
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Figure 7.6: Comparison between experimental data and calculated, energeti-

cally shifted spectra of the extended dimer model at T = 300 K.

Summing up the results, one can conclude that the intermolecular torsional

degree of freedom can be neglected in the case of absorption- and CD- spec-

troscopy, but not in the case of emission-spectroscopy.
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Chapter 8

Calculation of 2D-spectra

8.1 Two-dimensional monomer spectra

Using the monomer-model, the general properties of two-dimensional spectra

can be illustrated, see [41, 87]. If no additional multiplication of the polar-

ization with a factor of i is performed, the real and imaginary parts of the

Fourier-transformed signal can be identified with the dispersive and absorp-

tive part of the spectrum, respectively [43]. While the dispersive properties

of matter interacting with incident light influence the propagation velocity

of the electromagnetic field depending on the photon energy, the absorptive

properties are accountable for damping effects. Both quantities are connected

by introducing a complex refraction index. The real part of the 2D-spectrum

consists of butterfly-shaped peaks with a nodal plane along the diagonal di-

rection, the imaginary part exhibits Gaussian-shaped peaks (see Fig. (8.1)

and Eq. (2.57)). In what follows, only the imaginary part will be regarded.
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8.1. TWO-DIMENSIONAL MONOMER SPECTRA

Figure 8.1: Real (upper panel) and imaginary part (lower panel) of the

monomer 2D-spectrum (∆ω = 0.033 eV).
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8.1. TWO-DIMENSIONAL MONOMER SPECTRA

In the numerical calculation, the parameters of the monomer model are taken

from former investigations (see Sec. (6.4)), taking the vibrational ground

state in |g〉 as the initial state. The maximum molecule-field coupling ob-

tained at the maximum of the Gaussian envelope functions is arbitrarily set

to a value of 0.01 eV. The field envelopes have a width (full width at half

maximum) of ∆T = 5.4 fs, and a carrier photon energy of ω = 2.35 eV is

employed. For the calculation of the 2D-spectra, times (t,τ) ranging from

−170 to 170 fs are included. Thereby negative times t (polarization is deter-

mined before the central time of the pulses ~E2, ~E3 ) and negative delay-time

(pulses ~E2, ~E3 arrive before pulse ~E1) are taken into account in order to in-

clude pulse overlap contributions. However, excluding these effects yields to

almost identical signals. Furthermore, a spectral resolution of ∆ω = 0.033 eV

is introduced by a Gaussian damping function. An entire set of peaks appears

and the respective energies can be identified in regarding Eq. (2.56). Along

the ωτ -direction, the peak with the lowest energy occurs at the i = 0, ne = 0

transition. With increasing energy ωτ , two more peaks with non-negligible

intensity appear, which correspond to i = 0 − ne = 1, 2 transitions. Thus,

the excited state level structure can be investigated. The most intensive di-

agonal peak is located at a frequency, which corresponds to the energy shift

between the electronic ground and excited state. It can be identified with

the i = 0, ne = 0 transition. With increasing photon energy, a progression

of equally spaced peaks corresponding to i = 0 − ne = 1, 2 transitions is

observed in both directions. Thereby diagonal peaks (ωt = ωτ ) and cross

peaks (ωt 6= ωτ ) can be distinguished. Furthermore, in ωt -direction also a

progression down to lower energies with respect to the i = 0, ne = 0 transi-

tion appears. An explanation for these features is given on the basis of Fig

(8.2).
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8.1. TWO-DIMENSIONAL MONOMER SPECTRA

|g>

|e>

(a) (b) (c) (d)

Figure 8.2: Excitation schemes including three transitions in an electronic

two level system with two additional vibrational eigenstates, respectively.

In each case, the length of the first arrow from the left side can be identified

with the ωτ -frequency. For simplicity, the second transition (second arrow)

is supposed to end up at the lowest vibrational eigenstate. The third arrow

symbolizes another transition to the excited state, from where a photon with

frequency ωt is emitted upon a transition back to the initial state (dashed

arrow). In Fig (8.3) the structure of the 2D-Spectrum is sketched.

ω τ

ω t

(a)

(d)(b)

(c)

Figure 8.3: Structure of a two-dimensional spectrum with the peaks assigned

to the transitions indicated in Fig. (8.2).
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8.1. TWO-DIMENSIONAL MONOMER SPECTRA

While the diagonal peaks (a) and (d) can be related to the peaks in a linear

absorption spectrum by projecting them onto the ωτ - or ωt -axis, the cross

peaks (b) and (c) hint to transitions between the electronic ground state and

different vibrational levels of the excited state. If the arrow which represents

the second transition ends up at a higher vibrational eigenstate of the elec-

tronic ground state, additional peaks with ωt < ∆E appear. Though in ωτ

-direction the lower limit is given by ∆E.

If an energetic resolution of ∆ω = 0.11 eV is employed, which corresponds

to the value found for linear absorption spectra of perylene bisimide [80], a

more realistic 2D-spectrum is predicted, see Fig. (8.4).

Figure 8.4: Two-dimensional monomer spectrum (∆ω = 0.11 eV).

Note that the broadening is taken into account only phenomenologically. A

more proper theoretical treatment needs, e. g., the solution of the Liouville-

von Neumann equation [44].
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

8.2 Two-dimensional dimer spectra

For the investigation of two-dimensional dimer spectra, the coupling element

is taken as J = 0.25 eV at first. As the molecule-field interaction in the

case of a dimer depends critically on the angle β between the monomer

transition dipole-moments, the three characteristic geometries β = 0 ◦, 90 ◦

and 180 ◦ are investigated. The excitation schemes depicted in Fig. (8.5)

and Fig. (8.6) show the electronic level structure of a dimer. Depending on

the relative orientation of the monomer transition dipole-moments, different

electronic states are coupled by the external field. In particular, for angles

of β = 0 ◦ and β = 180 ◦, only the upper/lower intermediate states are

accessible, so that the corresponding bands appear in the linear absorption

spectra exclusively. The case of β = 90 ◦ represents the intermediate situation

where both 1-exciton states are excited with equal probability.

1.8 2.2 2.6 3

σabs(E)

β = 0ο

E [eV]

|g,g>

|e,g> |g,e>

|e,e>

1.8 2.2 2.6 3

σabs(E)

β = 90ο

E [eV]

|g,g>

|e,g> |g,e>

|e,e>

Figure 8.5: Transition schemes and dimer absorption spectra (solid line) for

the case of β = 0 ◦ (left side) and β = 90 ◦ (right side). The monomer

absorption spectrum is also shown (blue line).
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

1.8 2.2 2.6 3

σabs(E)

β = 180ο

E [eV]

|g,g>

|e,g> |g,e>

|e,e>

Figure 8.6: Transition scheme and dimer absorption spectrum (solid line) for

the case of β = 180 ◦. The monomer absorption spectrum is also shown (blue

line).

The transition schemes in Fig. (8.5) and Fig. (8.6) show a situation, where

the electric fields couple the electronic ground state |g, g〉 with the accessible

1-exciton states |n, e〉 and the latter with the 2-exciton state |e, e〉, respec-

tively. As in the case of β = 0 ◦ only transitions to the upper band of the

singly excited states are possible, one would expect only such diagonal peaks

in the 2D-spectrum which are shifted to higher energies. The transition

scheme from the left side of Fig. (8.7) can be understood as a combination

of stimulated emission and ground state bleaching. The corresponding peaks

have negative values (indicated by the color red), which is characteristic for

such processes [88]. This contribution can be related to the first term in Eq.

(4.50). Additional cross peaks at lower ωt -values stem from transitions be-

tween singly and doubly excited states. In the panel on the right side of Fig.

(8.7), the black arrow symbolizes the transition from the ground state to the

upper 1-exciton state, which is induced by the first pulse and is related to the

bra-vector
〈

~ψ
∣

∣

∣. On the other hand, the red and the blue arrow illustrate the

successive application of the excitation formalism containing the second and
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

the third pulse to the ket-vector
∣

∣

∣

~ψ
〉

, which leads to a transition to the upper

band of the singly excited state and subsequently to the doubly excited state.

This kind of process is called excited state absorption and leads to positive

peaks (indicated by the color blue). A transition between bra- and ket-state,

which gives rise to the signal, is indicated by the green, dashed arrow. The

formal expression for this contribution is given by the second term in Eq.

(4.50).

|g,g>

|g,e>|e,g>

|e,e>

ω1 ω2 ω3 ωs

|g,g>

|g,e>|e,g>

|e,e>

ω1 ω2

ω3 ωs

Figure 8.7: Transition schemes leading to the upper diagonal peak group (left

side) and to a cross peak group at lower ωt (right side), respectively.

The 2D-spectra shown in the upper and lower panel of Fig. (8.8) are obtained

for a dimer model system without and with vibrations, respectively. This

allows to investigate the influence of the electronic level structure without

including vibrations. The deviations of the 2D-spectrum of the complete

model system compared to the the results for the simplified model stem from

connection between vibrational and electronic excitation (exciton-phonon-

coupling).
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

Figure 8.8: Two-dimensional dimer spectra (J = 0.25 eV, β = 0 ◦, ∆ω =

0.033 eV) without and with vibrations are shown in the upper and lower panel,

respectively.
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

As indicated by the linear absorption-spectrum, in the case of β = 180◦ only

transitions to the lower band of the singly exciton state are possible. The

transition scheme which leads to a diagonal peak group in the upper half of

the band splitting energy range is illustrated in the left hand panel of Fig.

(8.9). Again, stimulated emission and ground state bleaching are involved

and, therefore, the corresponding peaks have a negative sign. In order to

outline the transition scheme, which gives rise to cross peaks at higher ωt

-values, the right hand panel of Fig. (8.9) is shown. This is an excited

state absorption process, which leads to positive peaks. Again, the processes

illustrated on the left and the right side correspond to the first and the second

term in Eq. (4.50)

|g,g>

|g,e>|e,g>

|e,e>

ω1 ω2 ω3 ωs

|g,g>

|g,e>|e,g>

|e,e>

ω1 ω2

ω3 ωs

Figure 8.9: Transition schemes leading to the lower diagonal peak group (left

side) and to a cross peak group at higher ωt (right side), respectively.

In analogy to Fig. (8.8), the corresponding 2D-spectra are shown in Fig.

(8.10).
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

Figure 8.10: Two-dimensional dimer spectra (J = 0.25 eV, β = 180 ◦, ∆ω =

0.033 eV) without and with vibrations are shown in the upper and lower panel,

respectively.
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

In the case of orthogonal dipole moments (β = 90 ◦), the 2D-spectrum is

expected to be a mixture of the spectra evolving from the two cases discussed

above. Note, however, that here all vibrational states in all electronic states

are coupled coherently so that the mixture is not meant to be an incoherent

sum of the different signals. If the vibrational degrees of freedom are ignored,

the 4-level calculation yields a spectrum with diagonal and cross peaks. A

comparison between the spectra obtained from the simplified electronic level

model in Fig. (8.11) and the complete spectrum in Fig. (8.12) demonstrates

that a resolved vibrational progression results in a complicated pattern, which

is not facile to interpret.

Figure 8.11: Two-dimensional dimer spectrum (J = 0.25 eV, β = 90 ◦, ∆ω =

0.033 eV) without vibrations.
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

Figure 8.12: Two-dimensional dimer spectrum (J = 0.25 eV, β = 90 ◦, ∆ω =

0.033 eV) with vibrations.

Finally a model adapted to the PBI dimer aggregates is regarded, where a

coupling element of J = 0.092 eV and an orientation angle of β = 27.5 ◦

is employed. This corresponds to a case, where both absorption bands are

excited, the one at lower energies being about half as intense as the one

at higher energies. Two-dimensional spectra for the case of low resolution

(0.033 eV) and higher resolution (0.196 eV) are compared in Figs. (8.13) and

(8.14), respectively. In the first case, the spacing between vibrational peaks

(0.175 eV in the zeroth order picture) is comparable to the electronic level

splitting (0.184 eV eV) between the 1-exciton states. This makes it difficult

to extract the coupling element. If the resolution is decreased, the vibrational

progressions can no longer be resolved. The 2D-spectrum then exhibits a dif-

fuse structure. Nevertheless, besides the diagonal peak around 2.5 eV, there

is a cross-peak roughly at ωt = 2.15 eV. If this peak is associated with a tran-
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

sition between the higher 1-exciton state and the 2-exciton state, a coupling

element of J = 0.175 eV is deduced. The reason for this deviation from the

real value is rooted in the vibrationally broadened and strongly overlapping

bands which makes the conventional method (rested on the simple four-level

picture) fail (see the discussion given in Sec. (6.1)).

Figure 8.13: Two-dimensional dimer spectrum (J = 0.092 eV, β = 27.5 ◦,

∆ω = 0.033 eV).
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8.2. TWO-DIMENSIONAL DIMER SPECTRA

Figure 8.14: Two-dimensional dimer spectrum (J = 0.092 eV, β = 27.5 ◦,

∆ω = 0.196 eV).
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Chapter 9

Outlook

An interesting topic for future research is the investigation of relaxation ef-

fects with respect to the intermolecular torsional coordinate by means of

two-dimensional spectroscopy. For this aim, an appropriated relaxation al-

gorithm has to be included in the calculation. By keeping the delay between

the second and the third pulse constant on the picosecond time scale, relax-

ation effects can also be monitored in the experiment. A variation of the

relaxation parameters in the calculations in order to reproduce measured

spectra allows an interpretation of experimental results in terms of the un-

derlying quantum dynamics. If an experimental spectrum is reproduced by

calculations, the latter allow an insight into the wave-packet motion on an

ultrafast time scale. In this context, also energetically low charge transfer

potentials can be included. The data from quantum chemical calculations

are already available and a diabatization of the potential curves has been

performed. From such investigations, it can be figured out, to which extent

charge transfer processes are involved in the excited state dynamics.

Furthermore, the theoretical analysis of spectroscopic properties of large ag-

gregates such as supramolecular rings and helices could improve the under-
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standing of excitation processes in these systems. If the structure of e. g.

a ring of merocyanine units is known from molecular modeling calculations,

the relevant parameters can be extracted using vector geometry. In the case

of helices, vibrations can be neglected, and under this simplification, such

systems can be traced back to the less complex model of a ring. In order

to get information about the exciton migration along the stack, nonlinear

spectroscopy using circular polarized light might be a helpful tool.
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Chapter 10

Conclusion

In this work, the spectroscopic properties of molecular aggregates have been

investigated. It was aimed to characterize the aggregates by means of elec-

tronic spectroscopy. Thereby absorption-, emission-, CD- and two-dimension-

al nonlinear spectra were regarded in order to obtain information about the

geometrical arrangement of the transition dipole moments and the coupling

between different excited configurations.

Initially, the reflexion principle as an approximation method was discussed,

which yields the absorption spectrum as a map of the ground-state wave

function. By applying the reflexion principle on the dimer problem, it was

shown that an intuitive interpretation can be found. If a separation ansatz

is employed, the center-of-mass and relative part are independent. Then one

finds that the relative part causes a band splitting, while the center-of-mass

part is related to the line shape.

Afterwards, the dependence of linear absorption-, emission- and CD-spectra

on the relative orientation of the monomer units was discussed. In the case

of dimers, absorption- and CD-spectroscopy prove to be complementary in-

vestigation methods in a sense. While the first allows to determine the angle
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between the transition dipole moments, the latter yields more accessible in-

formation about the coupling. In view of trimers and larger aggregates, linear

and cyclic coupling scheme can be distinguished, where the relative intensity

of the electronic bands emerges from a simplified model. The dependence

of absorption- and CD-spectra on the angle between the transition dipole

moments and the coupling was investigated by means of numerical calcula-

tions. Under certain assumptions, it is possible to draw conclusions about

the relative orientation of the transition dipole moments from the band in-

tensities. Compared to the absorption-spectra, a redshift is found in the

fluorescence spectra, as the emission takes place from the coupled vibra-

tional ground state in the energetically lowest band of the electronic excited

state. Upon the involvement of vibrations, even dipole-forbidden transitions

become weakly allowed, where the long radiative lifetime favors competing

processes like intersystem crossing, which can lead to time-delayed phospho-

rescence, eventually.

The time-dependent approach, which was employed in this work, has the

advantage that population and energy transfer processes can be investi-

gated. Thereby the spectrum is obtained as the Fourier-transform of the

time-correlation function, which corresponds to the projection of the propa-

gated wave function onto the initial wave function. The connection between

time-correlation function and spectrum is particularly recognizable in the

case of CD-spectroscopy.

As an application, the relative orientation of the transition dipole moments

in the merocyanine dimer was determined by the combined evaluation of

absorption- and CD-spectra. Afterwards, the temperature dependence of

perylene bisimide absorption- and CD-spectra was discussed. On the ba-

sis of calculations up to an aggregate size of 9 monomer units, it could be
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concluded that the relative orientation of the transition dipole moments is

continued in analogy to the dimer case and that the average aggregate size

becomes smaller with decreasing temperature.

On the other hand, it was not possible to explain the large redshift of the

emission-spectra on the basis of the previously employed model. If an ad-

ditional intermolecular torsional coordinate is introduced though, a better

agreement with the experimental data is obtained. The employed potentials

stem from quantum chemical calculations. In order to calculate absorption-

and emission-spectra, a thermal average is required, where the vibrational

eigenfunctions of the ground state and the lower adiabatic excited state po-

tential have to be weighted with the corresponding Boltzmann-factors. While

in the case of absorption-spectra practically no difference is found compared

to the model system without an intermolecular torsional coordinate, the

emission-spectrum exhibits a band broadening and a remarkable redshift.

Considering the topology of the potentials, one finds a large increase of the

ground state potential around the minimum, which results in strongly lo-

calized vibrational eigenfunctions, large spacings between the corresponding

eigenenergies and therefore small population of the higher excited eigenstates.

In connection with the flat curvature of the excited state potentials, this leads

to an energetically narrow absorption band according to the reflexion prin-

ciple. Thus, the contribution of the torsional degree of freedom to the total

spectrum is small. In the case of emission, though, especially the thermally

excited vibrational wave functions in the lower adiabatic electronic excited

state potential are strongly delocalized, so that the reflexion on the ground

state potential, which exhibits a steep progression within the emission region,

covers a broad energy range. The redshift of the emission-spectrum can be

explained from the relatively small potential difference within the Franck-
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Condon region.

Finally, calculations of vibronic 2D-spectra were performed. As opposed to

the frequently employed density matrix formalism, the use of wave functions

allows for a direct interpretation of the dynamics. Two-dimensional opti-

cal spectroscopy is based on the induction of a third-order polarization in a

molecular system by three laser pulses, where the direction of the signal deter-

mines, which resonant transitions are induced by the respective laser pulses.

By varying the delay time τ between the first and the second pulse as well

as the acquisition time t after the third pulse, two dimensions are obtained,

which are related to the energy variables ωτ and ωt by Fourier transform.

The 2D-spectrum is complex valued and consists of a reflective and an ab-

sorptive part. It contains, in general, diagonal and cross peaks, where the

first yield no additional information compared to linear absorption-spectra,

whereas the latter reflect additional couplings between ground and excited

state vibronic levels. With the cross peaks, transfer processes become vis-

ible, which is especially interesting in the case of electronic couplings. As

an application, monomer and dimer spectra were investigated by means of

2D-spectroscopy.

Upon the nonlinear spectroscopic technique, the dimer model has to be ex-

tended by introducing a doubly excited state. The angle β between the tran-

sition dipole moments determines, which peaks appear in the 2D-spectrum,

if the coupling is fixed. Therefore the cases β = 0 ◦, β = 90 ◦ and β = 180 ◦

were investigated. On the one hand, a negative sign of the peaks hints to

ground state bleaching and stimulated emission, on the other hand a positive

sign indicates excited state absorption. In the latter case the doubly excited

state is populated. For β = 0 ◦, only diagonal peaks related to the upper

band and furthermore a group of cross peaks in the lower right area appear.

119



In the case of β = 180 ◦ one only obtains diagonal peaks related to the lower

band and cross peaks with a negative sign above and with a positive sign be-

low the diagonal. For an angle of β = 90 ◦, the interpretation of the resulting

spectrum is difficult, as the previously mentioned cases enter there in terms

of a coherent mixing.
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Chapter 11

Zusammenfassung

In dieser Arbeit wurden die spektroskopischen Eigenschaften molekularer

Aggregate untersucht. Das Ziel bestand darin, die Aggregate mittels elek-

tronischer Spektroskopie zu charakterisieren. Dabei wurden Absorptions-,

Emissions– , CD- und nichtlineare zweidimensionale Spektroskopie einbe-

zogen, um Informationen über die geometrische Anordnung der Monomer-

Einheiten sowie die Kopplung zwischen verschiedenen angeregten Konfigu-

rationen zu erhalten.

Zunächst wurde als Näherungsmethode das sogenannte Reflexionsprinzip

diskutiert, welches das Absorptionsspektrum als Abbild der Grundzustands-

wellenfunktion liefert. Durch Anwendung des Reflexionsprinzips auf das

Dimer-Problem wurde eine anschauliche Interpretation der betreffenden Ab-

sorptionsspektren erhalten. Führt man einen Separationsansatz durch und

trennt Schwerpunkts- und Relativanteil voneinander, so stellt man fest, dass

im Rahmen der Näherung der Relativanteil ausschließlich eine Aufspaltung

in separate Banden bewirkt, der Schwerpunktsanteil hingegen Einfluss auf

die Bandenform hat.

Anschließend wurde die Abhängigkeit der linearen Absorptions-, Emissions-
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und CD-Spektren von der relativen Orientierung der Monomer-Einheiten

diskutiert. Im Fall von Dimeren erweisen sich Absorptions- und CD-Spektro-

skopie als in gewissem Sinn komplementäre Untersuchungsmethoden, wobei

letztere Aufschluss über die Kopplung gibt, während sich aus den Absorp-

tionsspektren der Winkel zwischen den Übergangsdipolmomenten der beiden

Monomer-Einheiten einfacher bestimmen lässt. In Hinblick auf Trimere und

größere Aggregate lassen sich ein lineares und ein zyklisches Kopplungsmuster

unterscheiden, wobei die Intensität der elektronischen Banden aus einem

vereinfachten Modell abgeschätzt werden kann. Anhand der numerischen

Rechnungen wurde die Winkel- und Kopplungsabhänigkeit von Absorptions-

und CD-Spektren untersucht. Unter bestimmten Annahmen ist es prinzipiell

möglich, wie beim Dimer aus den relativen Bandenintensitäten Rückschlüsse

auf die relative Orientierung der Monomer-Einheiten zu ziehen. Bei den

Fluoreszenzspektren lässt sich eine Rotverschiebung gegenüber den Absorp-

tionsspektren feststellen, da die Emission aus dem gekoppelten Schwing-

ungsgrundzustand des energetisch niedrigsten Bandes im elektronisch an-

geregten Zustand erfolgt. Aufgrund der Schwingungsbeteiligung sind auch

Dipol-verbotene Übergänge im Allgemeinen schwach erlaubt, wobei die große

Lebensdauer im angeregten Zustand Konkurrenzprozesse wie intersystem

crossing ermöglicht, was unter Umständen zu einer zeitlich verzögerten Phos-

phoreszenz führen kann.

Die in dieser Arbeit verwendete zeitabhängige Betrachtungsweise zeichnet

sich dadurch aus, dass sich Populations- und Energietransferprozesse unter-

suchen lassen. Dabei wird das Spektrum durch Fouriertransformation einer

Autokorrelationsfunktion berechnet, welche der Projektion der zeitlich ent-

wickelten Wellenfunktion auf die Startwellenfunktion entspricht. Besonders

deutlich kommt der Zusammenhang von Anregungstransfer und Spektrum
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im Fall der CD-Spektroskopie zum Ausdruck.

Als Anwendungsbeispiel der Modellsysteme für Molekülaggregate wurde zu-

nächst die relative Orientierung der Übergangsdipolmomente im Merocyanin-

Dimer durch kombinierte Auswertung von Absorptions- und CD-Spektren

bestimmt. Anschließend wurde die Temperaturabhängigkeit der Absorptions-

und CD-Spektren von Perylenbisimiden untersucht. Anhand von Berech-

nungen bis zu einer Aggregatgröße von 9 Monomer-Einheiten konnte die

Schlussfolgerung gezogen werden, dass die relative Orientierung der Über-

gangsdipolmomente in Analogie zum Dimer fortgesetzt wird und dass die

mittlere Aggregatgröße mit sinkender Temperatur abnimmt.

Dagegen war es auf der Basis des bisher verwendeten Modells im Fall von

Perylenbisimiden nicht möglich, die starke Rotverschiebung des gemessenen

Emissionsspektrums zu erklären. Führt man jedoch zusätzlich eine inter-

molekulare Torsionskoordinate ein, so zeigt sich eine bessere Übereinstim-

mung mit den experimentellen Daten. Die verwendeten Potentiale wurden

quantenchemisch bestimmt. Bei der Berechnung von Absorptions- und Emis-

sionsspektren ist eine thermische Mittelung erforderlich, indem die Schwing-

ungseigenfunktionen im Grundzustands- sowie im unteren adiabatischen Po-

tential mit den entsprechenden Boltzmannfaktoren gewichtet werden. Wäh-

rend im Fall der Absorption praktisch kein Unterschied zu den Ergebnissen

der Rechnungen für das Modellsystem ohne intermolekulare Torsionskoor-

dinate besteht, zeigt sich im Emissionsspektrum eine Verbreiterung sowie

eine deutliche Rotverschiebung. Betrachtet man den Potentialverlauf, so

stellt man fest, dass das Grundzustandspotential im Bereich des Minimums

steil verläuft und demzufolge auch die thermisch höher angeregten Wellen-

funktionen stark lokalisiert sind. Darüber hinaus sind die höheren Schwing-

ungseigenzustände aufgrund der relativ geringen Zustandsdichte ohnehin nur
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schwach besetzt. Dies führt in Verbindung mit dem flachen Verlauf der Po-

tentiale des angeregten Zustandes nach dem Reflexionsprinzip zu einer en-

ergetisch schmalen Absorptionsbande und somit zu einem geringen Beitrag

der entsprechenden Mode zum Gesamtspektrum. Bei der Emission hinge-

gen sind im unteren adiabatischen Potential des elektronisch angeregten Zu-

standes insbesondere die thermisch höher angeregten Wellenfunktionen stark

delokalisiert, so dass deren Reflexion am Grundzustandspotential einen brei-

ten Energiebereich abdeckt. Die Rotverschiebung des Emissionsspektrums

lässt sich aus der relativ geringen Potentialdifferenz in der Franck-Condon-

Region erklären.

Zuletzt wurden die Ergebnisse der Berechnung von vibronischen 2D-Spektren

vorgestellt. Im Gegensatz zu dem sonst häufig verwendeten Dichtematrix-

Formalismus ermöglicht die Verwendung von Wellenfunktionen eine direkte

Interpretation der zeitlichen Dynamik. Die zweidimensionale optische Spek-

troskopie beruht auf der Induktion einer Polarisation dritter Ordnung in

einem molekularen System durch drei eingestrahlte Laserpulse, wobei über

die Detektionsrichtung festgelegt wird, welche resonanten Übergänge durch

die jeweiligen Pulse herbeigeführt werden können. Durch Variation der

Verzögerungszeit τ zwischen erstem und zweitem Puls sowie der Akquisitions-

zeit t nach Durchlaufen der Pulssequenz erhält man zwei Dimensionen, welche

nach Fouriertransformation durch die Energievariablen ωτ und ωt beschrieben

werden. Das 2D-Spektrum ist komplexwertig und setzt sich aus gebrochenem

und absorbiertem Anteil zusammen. Es enthält im Allgemeinen Diagonal-

und Crosspeaks, wobei die zuerst genannten keine zusätzliche Information

gegenüber den Banden im linearen Absorptionsspektrum bieten, während

letztere auf zusätzliche Kopplungen zwischen den vibronischen Niveaus von

Grundzustand und angeregtem Zustand zurückzuführen sind. Anhand der
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Crosspeaks werden Transferprozesse sichtbar gemacht, was insbesondere bei

Auftreten elektronischer Kopplungen von Interesse ist.

Als Anwendung wurden die Modellsysteme für Monomer und Dimer mit-

tels berechneter 2D-Spektren untersucht. Aufgrund der nichtlinearen Spek-

troskopietechnik muss das Dimer-Modell um einen doppelt angeregten Zu-

stand erweitert werden. Der Winkel β zwischen den Übergangsdipolmomen-

ten bestimmt bei vorgegebener Kopplung, welche Peaks im 2D-Spektrum

auftreten. Daher wurden die Spezialfälle eines Winkels von β = 0 ◦, β = 90 ◦

und β = 180 ◦ untersucht. Anhand der Vorzeichen der Peaks erkennt man,

dass einerseits ground state bleaching und stimulated emission (negatives

Vorzeichen), andererseits aber auch excited state absorption -Prozesse (pos-

itives Vorzeichen) beteiligt sind. Bei letzteren wird der doppelt angeregte

Zustand bevölkert. Im Fall β = 0 ◦ treten nur zum oberen Band gehörige Dia-

gonalpeaks sowie eine Gruppe von Crosspeaks in der rechten unteren Hälfte

auf. Für β = 180 ◦ erhält man nur zum unteren Band gehörige Diagonalpeaks

sowie Crosspeaks, deren Vorzeichen oberhalb der Diagonale negativ, unter-

halb der Diagonale positiv ist. Bei einem Winkel von β = 90 ◦ lässt sich das

Ergebnis schwer interpretieren, da hier die beiden zuvor genannten Fälle in

Form einer kohärenten Mischung eingehen.
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Appendix A

A.1 Orientational average using the example

of the dimer

For a simplified dimer system, which includes two coupled excited levels, the

Hamiltonian reads

Ĥe =







Ed J

J Ed





 . (A.1)

In this formula, Ed and J denote the excited state energy level of the monomer

units and the coupling matrix element, respectively. It can be diagonalized

using the matrix

Â =
1√
2







1 1

−1 1





 . (A.2)

Therefore, the time-correlation function can be written as

cµ(t) =
〈

ÂT~v
∣

∣

∣ ÂT ÛeÂ
∣

∣

∣ÂT~v
〉

, (A.3)

where

126



A.1. ORIENTATIONAL AVERAGE USING THE EXAMPLE OF THE
DIMER

~v =







f1

f2





 =







(

cos
(

φ− β
2

)

+ sin
(

φ− β
2

))

sin (θ)
(

cos
(

φ+ β
2

)

+ sin
(

φ+ β
2

))

sin (θ)





 (A.4)

includes the orientation of the dimer within the coordinate system, which is

characterized by the angles φ and θ. The first describes rotations within the

( x, y)-plane, whereas the latter indicates out-of-plane rotations around the

x -axis. It is equal to zero if the symmetry plane of the dimer is parallel to

the z -axis. Altogether, the result

cµ(t) =
1

2

(

(f1 + f2)
2 exp (iJt) + (f1 − f2)

2 exp (−iJt)
)

(A.5)

is obtained. This means that the intensity of transitions to the upper band

is given as

I+ =
∫ π

0
dθ sin (θ)

∫ 2π

0
dφ

1

2
(f1 + f2)

2 , (A.6)

while the intensity of transitions to the lower band reads

I− =
∫ π

0
dθ sin (θ)

∫ 2π

0
dφ

1

2
(f1 − f2)

2 . (A.7)

This leads to the expressions

I± =
1

2

∫ π

0
dθ sin3 (θ)

∫ 2π

0
dφ

(

cos2

(

φ− β

2

)

± 2 cos

(

φ− β

2

)

sin

(

φ− β

2

)

+ sin2

(

φ− β

2

)

+ cos

(

φ− β

2

)

cos

(

φ+
β

2

)

± cos

(

φ− β

2

)

sin

(

φ+
β

2

)

± sin

(

φ− β

2

)

cos

(

φ+
β

2

)

+ sin

(

φ− β

2

)

sin

(

φ+
β

2

)

+ cos2

(

φ+
β

2

)

± 2 cos

(

φ+
β

2

)

sin

(

φ+
β

2

)

+ sin2

(

φ+
β

2

))

.(A.8)
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A.1. ORIENTATIONAL AVERAGE USING THE EXAMPLE OF THE
DIMER

For the evaluation of this expression, the following formulas are used:

∫ π

0
dθ sin3 (θ) =

4

3
, (A.9)

∫ 2π

0
dφ cos2

(

φ− β

2

)

=
∫ 2π

0
dφ sin2

(

φ− β

2

)

=
∫ 2π

0
dφ sin2

(

φ+
β

2

)

=
∫ 2π

0
dφ cos2

(

φ+
β

2

)

= π, (A.10)

∫ 2π

0
dφ cos

(

φ− β

2

)

sin

(

φ− β

2

)

=
∫ 2π

0
dφ cos

(

φ+
β

2

)

sin

(

φ+
β

2

)

= 0, (A.11)

∫ 2π

0
dφ cos

(

φ− β

2

)

cos

(

φ+
β

2

)

= π cos (β) , (A.12)

∫ 2π

0
dφ cos

(

φ− β

2

)

sin

(

φ+
β

2

)

= π sin (β) , (A.13)

∫ 2π

0
dφ sin

(

φ− β

2

)

cos

(

φ+
β

2

)

= −π sin (β) , (A.14)

∫ 2π

0
dφ sin

(

φ− β

2

)

cos

(

φ+
β

2

)

= π cos (β) . (A.15)

This leads to the result

I± =
2

3
4π (1 ± cos (β)) . (A.16)

Employing the formulas

cos (β) = cos2

(

β

2

)

− sin2

(

β

2

)

(A.17)

and
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A.1. ORIENTATIONAL AVERAGE USING THE EXAMPLE OF THE
DIMER

1 = cos2

(

β

2

)

+ sin2

(

β

2

)

, (A.18)

the relative intensities are given as

I+
I−

=
cos2

(

β
2

)

sin2
(

β
2

) =
(f 2

1 (φ = 0, θ = 0) + f 2
2 (φ = 0, θ = 0))

(f 2
1 (φ = 0, θ = 0) − f 2

2 (φ = 0, θ = 0))
. (A.19)

Thus, just one orientation ( φ = 0◦, θ = 90◦ ) has to be taken into account,

as this yields the same ratio of the peak intensities as the rotational average.
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A.2. TIME-CORRELATION FUNCTIONS OF THE TRIMER

A.2 Time-correlation functions of the trimer

In order to calculate the time-correlation functions entering into the equa-

tions of absorption-, emission- and CD-spectra, the trimer is placed in a

(x, y, z) -coordinate system. Thereby the transition dipole moment of the

monomer unit in the middle lies at z = 0 and is parallel to the y -axis,

whereas the outer monomer units are shifted along the positive and negative

z -direction, respectively. Furthermore, the transition dipole moments of the

latter are rotated in the (x, y) -plane, so that ~µ1 and ~µ2 draw an angle β,

while the angle between ~µ2 and ~µ3 is denoted as γ, see Fig. (A.1).

x

y

z

µ1

µ3

m1

m3

a1

a3

µ2

β

γ

Figure A.1: Orientation of the trimer transition dipole moments within the

(x, y, z)-coordinate system.

The relevant vectorial quantities read

~µ1 = µ1















− sin (β)

cos (β)

0















, ~µ2 = µ2















0

1

0















, ~µ3 = µ3















sin (γ)

cos (γ)

0















, (A.20)
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A.2. TIME-CORRELATION FUNCTIONS OF THE TRIMER

~a1 = a1















0

0

1















,~a2 =















0

0

0















,~a3 = a3















0

0

−1















, (A.21)

~m1 = ia1µ1















cos (β)

sin (β)

0















, ~m2 =















0

0

0















, ~m3 = ia3µ3















− cos (γ)

sin (γ)

0















. (A.22)

Thus, the decomposition of the time-correlation functions into the x - and y

-components yields the results

cabs,x =

〈















− sin (β)µ1

0

sin (γ)µ3















ψg

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ûe (t)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣















− sin (β)µ1

0

sin (γ)µ3















ψg

〉

, (A.23)

cabs,y =

〈















cos (β)µ1

µ2

cos (γ)µ3















ψg

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ûe (t)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣















cos (β)µ1

µ2

cos (γ)µ3















ψg

〉

, (A.24)

cCD,x = i

〈















cos (β) a1µ1

0

− cos (γ) a3µ3















ψg

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ûe (t)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣















− sin (β)µ1

0

sin (γ)µ3















ψg

〉

, (A.25)

cCD,y = i

〈















sin (β) a1µ1

0

sin (γ) a3µ3















ψg

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ûe (t)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣















cos (β)µ1

µ2

cos (γ)µ3















ψg

〉

, (A.26)

cem,x = 〈(− sin (β)µ1ψe,1 + sin (γ)µ3ψe,3)| Ûg (t)

|(− sin (β)µ1ψe,1 + sin (γ)µ3ψe,3)〉 , (A.27)
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A.2. TIME-CORRELATION FUNCTIONS OF THE TRIMER

cem,y = 〈(cos (β)µ1ψe,1 + µ2ψe,2 + cos (γ)µ3ψe,3)| Ûg (t)

|(cos (β)µ1ψe,1 + µ2ψe,2 + cos (γ)µ3ψe,3)〉 . (A.28)

Within these equations, ψg denotes the vibrational ground state in the elec-

tronic ground state potential and the components of the coupled vibrational

ground state wave functions in the electronic excited state are written as

ψe,j , 1 ≤ j ≤ 3. Altogether, in the case of absorption the total correlation

function reads

cabs = cabs,x + cabs,y

= sin2 (β) 〈µ1ψg| Ûe (t) |µ1ψg〉 − sin (β) sin (γ) 〈µ1ψg| Ûe (t) |µ3ψg〉

− sin (β) sin (γ) 〈µ3ψg| Ûe (t) |µ1ψg〉 + sin2 (γ) 〈µ3ψg| Ûe (t) |µ3ψg〉

+ cos2 (β) 〈µ1ψg| Ûe (t) |µ1ψg〉 + cos (β) 〈µ1ψg| Ûe (t) |µ2ψg〉

+ cos (β) cos (γ) 〈µ1ψg| Ûe (t) |µ2ψg〉 + cos (β) 〈µ2ψg| Ûe (t) |µ1ψg〉

+ 〈µ2ψg| Ûe (t) |µ2ψg〉 + cos (γ) 〈µ2ψg| Ûe (t) |µ3ψg〉

+ cos (β) cos (γ) 〈µ3ψg| Ûe (t) |µ1ψg〉 + cos (γ) 〈µ3ψg| Ûe (t) |µ2ψg〉

+ cos2 (γ) 〈µ3ψg| Ûe (t) |µ3ψg〉 . (A.29)

Under the assumption β = γ and using the formulas cos2 (φ) + sin2 (φ) = 1

and cos2 (φ) − sin2 (φ) = cos (2φ), the result

cabs(t) =
3
∑

(n,m)=1

〈µnψg|Ue(t)|µmψg〉 cos ((m− n) β) (A.30)

is obtained. The expanded expression for the time-correlation function in

the case of CD is given as
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−icCD = −icCD,x − icCD,y

= − sin (β) cos (β) a1 〈µ1ψg| Ûe (t) |µ1ψg〉

+ sin (β) cos (γ) a3 〈µ3ψg| Ûe (t) |µ1ψg〉

+ sin (γ) cos (β) a1 〈µ1ψg| Ûe (t) |µ3ψg〉

− sin (γ) cos (γ) a3 〈µ3ψg| Ûe (t) |µ3ψg〉

+ cos (β) sin (β) a1 〈µ1ψg| Ûe (t) |µ1ψg〉

+ cos (β) sin (γ) a3 〈µ3ψg| Ûe (t) |µ1ψg〉

+ sin (β) a1 〈µ1ψg| Ûe (t) |µ2ψg〉

+ sin (γ) a3 〈µ3ψg| Ûe (t) |µ2ψg〉

+ cos (γ) sin (β) a1 〈µ1ψg| Ûe (t) |µ3ψg〉

+ cos (γ) sin (γ) a3 〈µ3ψg| Ûe (t) |µ3ψg〉 . (A.31)

Employing the formula 2 cos (φ) sin (φ) = sin (2φ) and assuming β = γ yields

the result

−icCD =
3
∑

(n,m)=1

an 〈µnψg|Ue(t)|µmψg〉 sin ((m− n) β) (A.32)

Finally, in the case of emission the total correlation function reads

cem = cabs,x + cabs,y

= sin2 (β) 〈µ1ψe,1| Ûe (t) |µ1ψe,1〉

− sin (β) sin (γ) 〈µ1ψe,1| Ûe (t) |µ3ψe,3〉

− sin (β) sin (γ) 〈µ3ψe,3| Ûe (t) |µ1ψe,1〉

+ sin2 (γ) 〈µ3ψe,3| Ûe (t) |µ3ψe,3〉

+ cos2 (β) 〈µ1ψe,1| Ûe (t) |µ1ψe,1〉
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+ cos (β) 〈µ1ψe,1| Ûe (t) |µ2ψe,2〉

+ cos (β) cos (γ) 〈µ1ψe,1| Ûe (t) |µ2ψe,2〉

+ cos (β) 〈µ2ψe,2| Ûe (t) |µ1ψe,1〉

+ 〈µ2ψe,2| Ûe (t) |µ2ψe,2〉

+ cos (γ) 〈µ2ψe,2| Ûe (t) |µ3ψe,3〉

+ cos (β) cos (γ) 〈µ3ψe,3| Ûe (t) |µ1ψe,1〉

+ cos (γ) 〈µ3ψe,3| Ûe (t) |µ2ψe,2〉

+ cos2 (γ) 〈µ3ψe,3| Ûe (t) |µ3ψe,3〉 . (A.33)

Taking the assumptions and equations introduced above into account, the

formula for the emission-spectrum reads

cem(t) =
N
∑

(n,m)=1

〈µnψe,n|Ug(t)|µmψe,m〉 cos ((m− n)β) . (A.34)
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A.3 Alternative method for the calculation

of four-wave mixing signals and two di-

mensional spectra

In the following section, the method proposed by Egorova, Gelin and Domcke

[44, 55] adapted to a wave function description is given. Starting from the

time dependent Schrödinger equation

i
∂

∂t

∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

=
(

Ĥ0 + Ĥint (λ1, λ2, λ3, t)
) ∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

(A.35)

with

Ĥ0 =







Ĥg 0

0 Ĥe





 , (A.36)

Ĥint (λ1, λ2, λ3, t) = −
(

X +X+
)

3
∑

i=1

λiEi (t− Ti) exp
(

−i
(

ωit− ~ki~x
))

−
(

X +X+
)

3
∑

i=1

λiEi (t− Ti) exp
(

+i
(

ωit− ~ki~x
))

(A.37)

and

~ψ (λ1, λ2, λ3, t) =







|ψg (λ1, λ2, λ3, t)〉
|ψe (λ1, λ2, λ3, t)〉





 = Û (λ1, λ2, λ3, t)







|ψ0〉
0





 ,

(A.38)

the extraction of the signal appearing in the direction

~ks = −~k1 + ~k2 + ~k3. (A.39)
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is required. For this aim, only the corresponding parts of the interaction

Hamiltonian are taken into account, so it can be reduced to

Ĥint (λ1, λ2, λ3, t) = −λ1E1 (t− T1) exp
(

+i
(

ω1t− ~k1~x
))

X

−λ2E2 (t− T2) exp
(

−i
(

ω2t− ~k2~x
))

X+

−λ3E3 (t− T3) exp
(

−i
(

ω3t− ~k3~x
))

X+, (A.40)

where the transition operator is defined as

X =







0 1

0 0





 . (A.41)

If the rotating wave approximation is not employed, the operators X and

X+, respectively, have to be replaced by (X +X+).

The wave function can be expanded into the Taylor series

∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

=
∞
∑

i,j,k=0

λi
1λ

j
2λ

k
3

∣

∣

∣

~ψijk (0, 0, 0, t)
〉

. (A.42)

As the expansion with respect to λ2 and λ3 results in

∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

=
∣

∣

∣

~ψ00 (λ1, 0, 0, t)
〉

+ λ2

∣

∣

∣

~ψ10 (λ1, 0, 0, t)
〉

+λ3

∣

∣

∣

~ψ01 (λ1, 0, 0, t)
〉

+ λ2
2

∣

∣

∣

~ψ20 (λ1, 0, 0, t)
〉

+λ2
3

∣

∣

∣

~ψ02 (λ1, 0, 0, t)
〉

+ λ2λ3

∣

∣

∣

~ψ11 (0, 0, 0, t)
〉

+O
(

λk
2λ

m
3

)

, k +m > 2, (A.43)

one finds

λ2λ3

∣

∣

∣

~ψ11 (λ1, 0, 0, t)
〉

=
∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

+
∣

∣

∣

~ψ (λ1, 0, 0, , t)
〉
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−
∣

∣

∣

~ψ (λ1, 0, λ3, t)
〉

−
∣

∣

∣

~ψ (λ1, λ2, 0, t)
〉

+O
(

λk
2λ

m
3

)

, k +m > 2. (A.44)

In the next step, the Talor series with respect to λ1

∣

∣

∣

~ψ11 (λ1, 0, 0, t)
〉

=
∣

∣

∣

~ψ011 (0, 0, 0, t)
〉

+ λ1

∣

∣

∣

~ψ111 (0, 0, 0, t)
〉

+O
(

λ2
1

)

(A.45)

is considered, which leads to the result

λ1

∣

∣

∣

~ψ111 (0, 0, 0, t)
〉

=
∣

∣

∣

~ψ11 (λ1, 0, 0, t)
〉

−
∣

∣

∣

~ψ11 (0, 0, 0, t)
〉

+O
(

λ2
1

)

. (A.46)

Altogether the formula

λ1λ2λ3

∣

∣

∣

~ψ111 (0, 0, 0, t)
〉

=
∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

+
∣

∣

∣

~ψ (λ1, 0, 0, t)
〉

−
∣

∣

∣

~ψ (λ1, 0, λ3, t)
〉

−
∣

∣

∣

~ψ (λ1, λ2, 0, t)
〉

−
∣

∣

∣

~ψ (0, λ2, λ3, t)
〉

−
∣

∣

∣

~ψ (0, 0, 0, t)
〉

+
∣

∣

∣

~ψ (0, 0, λ3, t)
〉

+
∣

∣

∣

~ψ (0, λ2, 0, t)
〉

+O
(

λn
1λ

k
2λ

m
3

)

, n+m+ k > 3 (A.47)

is obtained.

With respect to the calculation of the third order polarization, this term is

the only contribution to the total wave function, that has to be regarded.

Thus, the resulting expression for the third order polarization reads

P (λ1, λ2, λ3, t) ∼
〈

~ψ (λ1, λ2, λ3, t) |X| ~ψ (λ1, λ2, λ3, t)
〉

=
〈

~ψ12+3+ − ~ψ12+ − ~ψ13+ + ~ψ1 − ~ψ2+3+ + ~ψ2+ + ~ψ3+ − ~ψ0

∣

∣

∣

X
∣

∣

∣

~ψ12+3+ − ~ψ12+ − ~ψ13+ + ~ψ1 − ~ψ2+3+ + ~ψ2+ + ~ψ3+ − ~ψ0

〉

, (A.48)

137



A.3. ALTERNATIVE METHOD FOR THE CALCULATION OF
FOUR-WAVE MIXING SIGNALS AND TWO DIMENSIONAL SPECTRA

where the notation

∣

∣

∣

~ψ12+3+

〉

=
∣

∣

∣

~ψ (λ1, λ2, λ3, t)
〉

∣

∣

∣

~ψ12+

〉

=
∣

∣

∣

~ψ (λ1, λ2, 0, t)
〉

∣

∣

∣

~ψ13+

〉

=
∣

∣

∣

~ψ (λ1, 0, λ3, t)
〉

∣

∣

∣

~ψ1

〉

=
∣

∣

∣

~ψ (λ1, 0, 0, t)
〉

∣

∣

∣

~ψ2+3+

〉

=
∣

∣

∣

~ψ (0, λ2, λ3, t)
〉

∣

∣

∣

~ψ2+

〉

=
∣

∣

∣

~ψ (0, λ2, 0, t)
〉

∣

∣

∣

~ψ3+

〉

=
∣

∣

∣

~ψ (0, 0, λ3, t)
〉

∣

∣

∣

~ψ0

〉

=
∣

∣

∣

~ψ (0, 0, 0, t)
〉

(A.49)

is used.

In order to solve the time dependent Schrödinger equation for the i -th wave

function ~ψi (t) , 1 ≤ i ≤ 8, a specific interaction Hamiltonian Ĥint,i (t) is

employed with

Ĥint,1 = −V1(t) − V +
2 (t) − V +

3 (t)

Ĥint,2 = −V1(t) − V +
2 (t)

Ĥint,3 = −V1(t) − V +
3 (t)

Ĥint,4 = −V1(t)

Ĥint,5 = −V +
2 (t) − V +

3 (t)

Ĥint,6 = −V +
2 (t)

Ĥint,7 = −V +
3 (t)

Ĥint,8 = 0. (A.50)

138



A.3. ALTERNATIVE METHOD FOR THE CALCULATION OF
FOUR-WAVE MIXING SIGNALS AND TWO DIMENSIONAL SPECTRA

In this context, the pulse operators are denoted as

Vi(t) = λi exp(iωit)Ei(t− Ti)X. (A.51)

As the time evolution operator is not unitary, the conjugate transposed inter-

action Hamiltonian is needed for the propagation of the bra-vectors. Taking

the condition

P (λ1, λ2, λ3, t) ∼ λ1λ2λ3 +O
(

λn
1λ

k
2λ

m
3

)

, n+ k +m > 3 (A.52)

into account, only those matrix elements from the expansion of Eq. (A.48)

have to be regarded, which contain each λi, 1 ≤ i ≤ 3 exactly once.

Therefore Eq. (A.48) can be simplified to

P (λ1, λ2, λ3, t) ∼
〈

~ψ0

∣

∣

∣X
∣

∣

∣

~ψ12+3+

〉

+
〈

~ψ12+

∣

∣

∣X
∣

∣

∣

~ψ3+

〉

+
〈

~ψ13+

∣

∣

∣X
∣

∣

∣

~ψ2+

〉

+
〈

~ψ2+3+

∣

∣

∣X
∣

∣

∣

~ψ1

〉

, (A.53)

where the first term corresponds to the contribution
〈

~ψ(0)
∣

∣

∣X
∣

∣

∣

~ψ(3)
〉

and the

remaining terms can be identified with the expression
〈

~ψ(2)
∣

∣

∣X
∣

∣

∣

~ψ(1)
〉

appear-

ing in the perturbative expansion of the third order polarization

P (t) = P (t) + P∗ (t) =
3
∑

n=0

〈

~ψ(n)
∣

∣

∣X
∣

∣

∣

~ψ(3−n)
〉

. (A.54)

While the term
〈

~ψ2+3+

∣

∣

∣X
∣

∣

∣

~ψ1

〉

= 0 can be neglected, some corrections to the

other terms are required to project out the contributions of lower order to

the polarization.
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This leads to the final result

P (λ1, λ2, λ3, t) ∼
〈

~ψ0

∣

∣

∣X
∣

∣

∣

~ψ12+3+ − ~ψ12+ − ~ψ13+

〉

+
〈

~ψ12+ − ~ψ0

∣

∣

∣X
∣

∣

∣

~ψ3+

〉

+
〈

~ψ13+ − ~ψ0

∣

∣

∣X
∣

∣

∣

~ψ2+

〉

. (A.55)

In order to calculate two dimensional spectra, the delay between the central

times of the first two pulses τ = T2 − T1 is varied, while the delay between

the second and the third pulse T = T3 − T2 is kept constant. Finally, a two

dimensional Fourier-transformation yields the spectrum

S(ωτ , ωt, T ) =
∫

dτ
∫

dt exp (−iωττ) exp (iωtt)P (t, τ, T ) . (A.56)

Note that this method tends to numerical instabilities, as the interaction

Hamiltonians are not Hermitian, and the propagators therefore are not uni-

tary. In the case of the monomer, these effects do not become noticeable yet.

As in the case of the dimer four electronic states are involved, the conver-

gence strongly depends on the pulse intensity, where both too small and too

large numerical values are problematic. As a result, one can conclude that

the proposed method has advantages compared to the procedure proposed in

Sec. (2) concerning the numerical effort (8 instead of 12 propagations), but

is less appropriate for the calculation of nonlinear spectra of systems with

more than two electronic levels such as molecular aggregates.
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