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Abstract

After the discovery of three-dimensional topological insulators (TIs), such as tetradymite
chalcogenides Bi2Se3, Bi2Te3 and Sb2Te3 – a new class of quantum materials characterized
by their unique surface electronic properties – the solid state community got focused
on topological states that are driven by strong electronic correlations and magnetism.
An important material class is the magnetic TI (MTI) exhibiting the quantum anomalous
Hall (QAH) effect, i.e. a dissipationless quantized edge-state transport in the absence
of external magnetic field, originating from the interplay between ferromagnetism and
a topologically non-trivial band structure. The unprecedented opportunities offered by
these new exotic materials open a new avenue for the development of low-dissipation
electronics, spintronics, and quantum computation. However, the major concern with
QAH effect is its extremely low onset temperature, limiting its practical application. To
resolve this problem, a comprehensive understanding of the microscopic origin of the
underlying ferromagnetism is necessary.

V- and Cr-doped (Bi,Sb)2Te3 are the two prototypical systems that have been widely
studied as realizations of the QAH state. Finding microscopic differences between the
strongly correlated V and Cr impurities would help finding a relevant model of ferromag-
netic coupling and eventually provide better control of the QAH effect in these systems.
Therefore, this thesis first focuses on the V- and Cr-doped (Bi,Sb)2Te3 systems, to better
understand these differences. Exploiting the unique capabilities of x-ray absorption spec-
troscopy and magnetic circular dichroism (XAS/XMCD), combined with advanced mod-
eling based on multiplet ligand-field theory (MLFT), we provide a detailed microscopic
insight into the local electronic and magnetic properties of these systems and determine
microscopic parameters crucial for the comparison with theoretical models, which in-
clude the d-shell filling, spin and orbital magnetic moments. We find a strongly covalent
ground state, dominated by the superposition of one and two Te-ligand-hole configura-
tions, with a negligible contribution from a purely ionic 3+ configuration. Our findings
indicate the importance of the Te 5p states for the ferromagnetism in (Bi, Sb)2Te3 and
favor magnetic coupling mechanisms involving pd-exchange. Using state-of-the-art den-
sity functional theory (DFT) calculations in combination with XMCD and resonant pho-
toelectron spectroscopy (resPES), we reveal the important role of the 3d impurity states
in mediating magnetic exchange coupling. Our calculations illustrate that the kind and
strength of the exchange coupling varies with the impurity 3d-shell occupation. We find



a weakening of ferromagnetic properties upon the increase of doping concentration, as
well as with the substitution of Bi at the Sb site. Finally, we qualitatively describe the
origin of the induced magnetic moments at the Te and Sb sites in the host lattice and dis-
cuss their role in mediating a robust ferromagnetism based on a pd-exchange interaction
scenario. Our findings reveal important clues to designing higher TC MTIs.

Rare-earth ions typically exhibit larger magnetic moments than transition-metal ions
and thus promise the opening of a wider exchange gap in the Dirac surface states of TIs,
which is favorable for the realization of the high-temperature QAH effect. Therefore, we
have further focused on Eu-doped Bi2Te3 and scrutinized whether the conditions for for-
mation of a substantial gap in this system are present by combining spectroscopic and
bulk characterization methods with theoretical calculations. For all studied Eu doping
concentrations, our atomic multiplet analysis of the M4,5 x-ray absorption and magnetic
circular dichroism spectra reveals a Eu2+ valence, unlike most other rare earth elements,
and confirms a large magnetic moment. At temperatures below 10 K, bulk magnetome-
try indicates the onset of antiferromagnetic ordering. This is in good agreement with DFT
results, which predict AFM interactions between the Eu impurities due to the direct over-
lap of the impurity wave functions. Our results support the notion of antiferromagnetism
coexisting with topological surface states in rare-earth doped Bi2Te3 and corroborate the
potential of such doping to result in an antiferromagnetic TI with exotic quantum prop-
erties.

The doping with impurities introduces disorder detrimental for the QAH effect, which
may be avoided in stoichiometric, well-ordered magnetic compounds. In the last part
of the thesis we have investigated the recently discovered intrinsic magnetic TI (IMTI)
MnBi6Te10, where we have uncovered robust ferromagnetism with TC ≈ 12 K and con-
nected its origin to the Mn/Bi intermixing. Our measurements reveal a magnetically
intact surface with a large moment, and with FM properties similar to the bulk, which
makes MnBi6Te10 a promising candidate for the QAH effect at elevated temperatures.
Moreover, using an advanced ab initio MLFT approach we have determined the ground-
state properties of Mn and revealed a predominant contribution of the d5 configuration to
the ground state, resulting in a d-shell electron occupation nd = 5.31 and a large magnetic
moment, in excellent agreement with our DFT calculations and the bulk magnetometry
data. Our results together with first principle calculations based on the DFT-GGA+U,
performed by our collaborators, suggest that carefully engineered intermixing plays a
crucial role in achieving a robust long-range FM order and therefore could be the key for
achieving enhanced QAH effect properties.

We expect our findings to aid better understanding of MTIs, which is essential to help
increasing the temperature of the QAH effect, thus facilitating the realization of low-
power electronics in the future.



Zusammenfassung

Nach der Entdeckung von dreidimensionalen topologischen Isolatoren (TIs), einer neuen
Klasse von Quantenmaterialien, die sich durch ihre einzigartigen elektronischen Ober-
flächeneigenschaften auszeichnen – und zu denen beispielsweise die Tetradymit-Di-
chalkogenide Bi2Se3, Bi2Te3 und Sb2Te3 gehören –, gerieten zunehmend topologische
Zustände, deren Eigenschaften von starken elektronische Korrelationen und Magnetismus
bestimmt werden, in den Fokus aktueller Festkörperforschung. Eine wichtige Mate-
rialklasse bilden die magnetischen TI (MTI), die einen quantenanomalen Hall-Effekt
(QAH) aufweisen, d.h. eine dissipationsfreie, quantisierte Randzustandsleitfähigkeit in
Abwesenheit eines externen Magnetfeldes, die aus dem Zusammenspiel von Ferromag-
netismus und einer topologisch nicht-trivialen Bandstruktur resultiert. Die beispiellosen
Möglichkeiten, die solche neuen, exotischen Materialien bieten, eröffnen einen neuen
Weg für die Entwicklung von Elektronik mit geringer Verlustleistung, sowie von Spin-
tronik und von Quantencomputern. Das Hauptproblem des QAH-Effekts ist jedoch die
extrem niedrige Temperatur, bei der er auftritt, was seine praktische Anwendung ein-
schränkt. Um dieses Problem zu lösen, ist ein umfassendes Verständnis des mikroskopis-
chen Ursprungs des zugrunde liegenden Ferromagnetismus erforderlich.

V- und Cr-dotiertes (Bi,Sb)2Te3 sind die beiden prototypischen Systeme, die als Re-
alisierungen des QAH-Zustands umfassend untersucht wurden. Die Suche nach mikro-
skopischen Unterschieden zwischen den stark korrelierten V- und Cr-Dotieratomen würde
helfen, ein relevantes Modell für die ferromagnetische Kopplung zu finden und schließlich
eine bessere Kontrolle des QAH-Effekts in diesen Systemen zu ermöglichen. Daher
konzentriert sich diese Arbeit zunächst auf die V- und Cr-dotierten (Bi,Sb)2Te3-Systeme,
um diese Unterschiede besser zu verstehen. Unter Ausnutzung der einzigartigen Möglich-
keiten der Röntgenabsorptionsspektroskopie und des magnetischen Zirkulardichrois-
mus (XAS/XMCD), kombiniert mit fortschrittlicher Modellierung auf der Grundlage
der Multiplett-Liganden-Feld-Theorie (MLFT), geben wir einen detaillierten mikrosko-
pischen Einblick in die lokalen elektronischen und magnetischen Eigenschaften dieser
Systeme und bestimmen mikroskopische Parameter, die für den Vergleich mit theoretis-
chen Modellen entscheidend sind. Wir finden einen stark kovalenten Grundzustand,



der von der Überlagerung von Ein- und Zwei-Te-Liganden-Loch-Konfigurationen do-
miniert wird, mit einem vernachlässigbaren Beitrag einer rein ionischen 3+ Konfigura-
tion. Unsere Ergebnisse weisen auf die Bedeutung der Te 5p-Zustände für den Ferro-
magnetismus in (Bi, Sb)2Te3 hin und deuten auf magnetische Kopplungsmechanismen
mit pd-Austausch hin. Unter Verwendung modernster Dichtefunktionaltheorie (DFT)-
Rechnungen in Kombination mit XMCD und resonanter Photoelektronenspektroskopie
(resPES) demonstrieren wir die wichtige Rolle der 3d-Dotieratomzustände bei der Ver-
mittlung der magnetischen Austauschkopplung. Unsere Berechnungen zeigen, dass
die Art und Stärke der Austauschkopplung mit der 3d-Schalenbesetzung der Dotier-
atome variiert. Wir stellen eine Abschwächung der ferromagnetischen Eigenschaften
bei Erhöhung der Dotierungskonzentration fest, ebenso wie bei Substitution von Bi
an der Sb-Stelle. Schließlich beschreiben wir qualitativ den Ursprung der induzierten
magnetischen Momente an den Te- und Sb-Stellen im Wirtsgitter und diskutieren ihre
Rolle bei der Vermittlung eines robusten Ferromagnetismus auf der Grundlage des pd-
Austauschwechselwirkungsszenarios. Unsere Ergebnisse liefern wichtige Anhaltspunkte
für die Entwicklung von MTIs mit höherem TC.

Seltenerdionen weisen typischerweise größere magnetische Momente auf als Über-
gangsmetall-Ionen und legen daher die Öffnung einer größeren Austauschlücke in den
Dirac-Oberflächenzuständen von TIs nahe, was für den Hochtemperatur-QAH-Effekt
günstig ist. Daher haben wir uns weiter auf Eu-dotiertes Bi2Te3 konzentriert und unter-
sucht, ob die Bedingungen für die Bildung einer substantiellen Lücke in diesem System
gegeben sind, indem wir spektroskopische und Bulk-Charakterisierungsmethoden mit
theoretischen Berechnungen kombiniert haben. Für alle untersuchten Eu-Dotierungs-
konzentrationen zeigt unsere atomare Multiplettanalyse der M4,5-Röntgenabsorptions-
und der magnetischen Zirkulardichroismus-Spektren eine Eu2+-Valenz, im Gegensatz zu
den meisten anderen Seltenen Erden, und bestätigt ein großes magnetisches Moment. Bei
Temperaturen unter 10 K zeigt die Magnetometrie das Einsetzen einer antiferromagnetis-
chen Ordnung an. Dies steht in guter Übereinstimmung mit DFT-Ergebnissen, die AFM-
Wechselwirkungen zwischen den Eu-Dotieratomen aufgrund des direkten Überlapps
der Wellenfunktionen der Dotieratome vorhersagen. Unsere Ergebnisse unterstützen
die Annahme von Antiferromagnetismus, der mit topologischen Oberflächenzuständen
in mit Seltenerdatomen dotiertem Bi2Te3 koexistiert, und bestätigen das Potenzial einer
solchen Dotierung, einen antiferromagnetischen TI mit exotischen Quanteneigenschaften
zu erzeugen.

Dotierung führt zu einer für den QAH-Effekt nachteiligen Unordnung, die in stö-
chiometrischen, gut geordneten magnetischen Verbindungen vermieden werden kann.
Im letzten Teil der Arbeit haben wir den kürzlich entdeckten, intrinsischen magnetis-
chen TI (IMTI) MnBi6Te10 untersucht, in dem wir robusten Ferromagnetismus mit TC ≈
12 K beobachtet und seinen Ursprung mit Mn/Bi-Antilagendefekte (Substitution von



Mn auf Bi-Plätzen und umgekehrt) in Verbindung gebracht haben. Unsere Messungen
zeigen eine magnetisch intakte Oberfläche mit einem großen Moment und mit FM-
Eigenschaften, die denen im Inneren des Materials ähnlich sind, was MnBi6Te10 zu
einem vielversprechenden Kandidaten für den QAH-Effekt bei erhöhten Temperaturen
macht. Darüber hinaus haben wir mit Hilfe eines fortgeschrittenen ab initio MLFT-
Ansatzes die Grundzustandseigenschaften von Mn bestimmt und einen vorherrschenden
Beitrag der d5-Konfiguration zum Grundzustand festgestellt, was zu einer d-Schalen-
Elektronenbesetzung nd = 5.31 und einem großen magnetischen Moment führt, in her-
vorragender Übereinstimmung mit unseren DFT-Berechnungen und den Daten der Mag-
netometrie. Unsere Ergebnisse, kombiniert mit den auf DFT-GGA+U basierenden First-
Principle-Berechnungen, die von Kollegen durchgeführt wurden, deuten darauf hin, dass
sorgfältig herbeigeführte Antilagendefekte eine entscheidende Rolle bei der Erzielung
einer robusten langreichweitigen FM-Ordnung spielen und daher der Schlüssel zur Er-
zielung verbesserter QAH-Eigenschaften sein könnten.

Wir erwarten, dass unsere Ergebnisse zu einem besseren Verständnis von MTIs beitra-
gen werden, was wiederum die Erhöhung der Temperatur des QAH-Effekts und damit
die Realisierung von Low-Power-Elektronik in der Zukunft erleichtern wird.
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Chapter 1

Introduction

The success of modern information and communication era is deeply rooted in the ever-
evolving semiconductor technology. After the development of the first semiconductor
transistor in the late 1940’s, the subsequent research and improvements in technology led
to the fact that semiconductors-based devices, like smart phones, computers, solar cells,
LEDs and laser diodes to name just a few, became an indispensable part of our everyday
life.

However, for the first time in more than 50 years, the semiconductor industry is on the
verge of entering uncharted territory and the progress is about to slow down [3]. The rea-
son for this inevitable slow-down is that the demand for smaller-sized and more power
efficient devices led the semiconductor technology to reach its fundamental limits [4]. Ob-
viously, the conventional approach of improving the integrated circuits by simply making
transistors ever smaller so they can be placed at higher densities on chips has a limit. The
shrinking of the transistors affects electrical properties, e.g. it exacerbates the off-state
current leakage [5]. Moreover, overheating is an inevitable result when more and more
transistors are packed on tiny chips. Therefore, it is necessary to abandon the traditional
approach of transistor scaling and develop new classes of materials, with qualitatively
new physical characteristics compared to traditional semiconductor compounds, for the
use in electronic applications.

One of these new classes of materials are topological insulators (TIs) [6, 7], for the the-
oretical groundwork of which the 2016 Nobel Prize in Physics was awarded. These are
the materials that have insulating properties in the bulk yet feature conductive surface
states or edge states at the boundary. These surface states originate from the topological
property of the bulk electronic structure and protected by time-reversal symmetry (TRS).
Furthermore, in such topological insulators, the symmetry protection of the surface states
makes them robust against disorder. Therefore, topological insulators can be highly rele-
vant for commercial applications, as they offer a great opportunity for high performance
devices with low dissipation.

Additionally, TIs offer new interesting quantum phenomena deriving from their pe-
culiar properties. An important example is the quantum anomalous Hall (QAH) effect
originating from the interplay between ferromagnetism and topological properties of
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Figure 1.1: Future perspectives and potential applications of magnetic topological insulators
(MTIs). Magnetic proximity effects in heterostructures based on magnetic insulators (MI) and
TIs may yield the QAH effect at high temperatures. The stacking of MIs and TIs, or of trivial insu-
lators and MTIs, may result in the realization of Weyl semimetals through fine-tuning of the film
thickness. An axion insulator state can be realized in a QAH effect thin film when the magnetiza-
tion directions on the two surfaces (top and bottom) are opposite, yielding quantized topological
magnetoelectric effects. In MTIs the QAH effect with high Chern number, i.e with multiple chiral
edge channels, may be obtained by appropriate material choices and fine-tuning spin–orbit cou-
pling, ferromagnetic exchange energy, and film thickness [1]. It is proposed that the proximity of
the QAH insulator (QAHI) to a s-wave superconductor (SC) in an elaborate device design results
in the formation of a topological SC (TSC), accompanied by the appearance of chiral Majorana
edge modes, which are important for topological quantum computation. Finally, the manipu-
lation of magnetic domain walls (local reversal of the magnetization direction) by electrical or
optical means will enable fast control of chiral edge modes. Adapted from Ref. [2].

electronic band structures. Introduction of ferromagnetism into TIs, e.g. by magnetic
doping with transition metals, breaks the TRS and suppresses one of the spin-polarized
edge channels, resulting in a single chiral edge mode which propagates with virtually
no dissipation either clockwise or counterclockwise around the boundary of the material,
depending on the direction of magnetization. The experimental fingerprint of QAH effect
is a Hall conductance quantized to ne2/h at zero magnetic field. Here n is the so-called
Chern number, which depends on the topological properties of the band structure, as will
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be discussed in the following chapter. The two prototype materials that have been widely
studied as realizations of the QAH state are the magnetically doped TIs Cr:(Bi,Sb)2Te3

and V:(Bi,Sb)2Te3. The realization of such magnetic TIs (MTIs) featuring pure edge chan-
nel transport even in the absence of external magnetic fields, in contrast to the quantum
Hall effect, was a milestone in the development of topological insulators.

Since the discovery of the quantum Hall effect, the QAH effect remains one of the few
topological quantum effects unambiguously observed in experiments [8, 9]. It opens a
new avenue for the development of resistance metrology [10], topological quantum com-
putation [11] and spintronics [2]. Indeed, the chiral dissipationless transport, pursued
by spintronics, is a key signature of the QAH effect, which can be used for elimination
of Joule heat in densely packed integrated circuits [12]. As the only source of electrical
resistance in QAH devices is the contact resistances, it was proposed to use that QAH
devices to construct chiral interconnects, which are more efficient than an ordinary metal
wires [13]. Moreover, spin polarized current carried by the chiral edge states [14] enables
the potential applications of QAH systems in spintronics. The idea behind spintronics is
to exploit electron spins instead of the charge as the basic carriers for the device function-
ality [15]. For example, MTIs might enable an efficient current-induced magnetization
switching, which is highly desirable for building new storage devices and logical devices
based on spintronics [2, 16]. The QAH effect can also be used to realize other exotic
quantum phenomena, such as topological superconductivity [17, 18] and axion electro-
dynamics [19–22] (see Fig. 1.1). Topological superconductors (TSC) are essential for the
realization of chiral Majorana edge modes, which are now considered as a main route to
realize topological quantum computing [2, 16]. In turn, axion insulators, which can be re-
alized in QAH effect systems when the magnetization directions on the two surfaces are
opposite, exhibit a unique coupling between their electromagnetic properties, known as
the topological magnetoelectric effect, when the application of a magnetic field induces an
electric polarization or, conversely, an electric field induces a magnetization [2, 4]. Clearly,
MTIs exhibit rich physics and emergent phenomena and have great potential for future
applications in low-dissipation electronics and quantum computations.

Nevertheless, despite the above attractive prospects, the major concern with the QAH
effect is the extremely low temperature, at which the effect sets in. For example, in the
prototypical V-doped (Bi,Sb)2Te3 QAH system, robust quantization characteristics are ob-
served only at T = 25 mK, which is several orders of magnitude lower than the TC of the
system [8]. The further increase of the observation temperature up to 300 mK is achieved
by magnetic codoping of (Bi,Sb)2Te3 TI with V and Cr [23], while spatially modulated
magnetic doping results in the observation of the fully quantized QAH effect at 0.5 K
[24]. Hence, the major task ahead is to further raise the temperature at which the QAH
effect can be observed. Increasing the temperature at least to a few kelvins would already
allow one to expand the number of the available experimental techniques, which could
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further advance our understanding of QAH effect and other related phenomena, with the
potential application of dissipationless conduction channels in electronic devices.

To resolve the problem of the low temperature required for the QAH effect in mag-
netically doped TIs, a comprehensive understanding of the exact mechanism of the QAH
effect and, in particular, the microscopic origin of the underlying ferromagnetism and the
electronic states inducing the magnetic coupling is necessary. This is one of the primary
goals of the current thesis. Despite the recent progress in this direction, the microscopic
nature of the magnetic order in these systems remains controversial and highly debated.
The electronic structure of the magnetic ion 3d states near the Fermi level, hybridization
between the valence or conduction states of the host material and the 3d states of the
doped magnetic ions, as well as the impurity band in the band gap may play an impor-
tant role in the mechanisms of intrinsic ferromagnetism. Indeed, comparative theoretical
studies of different dopants show that the exact configuration of the magnetic impurity
3d states is important to understand the magnetic coupling [25–30], which requires its ex-
perimental determination. This can be accomplished by means of experimental methods
used in the thesis, such as element-specific x-ray absorption spectroscopy (XAS), x-ray
magnetic circular dichroism (XMCD) and resonant photoelectron spectroscopy (resPES),
together with multiplet ligand-field theory (MLFT) calculations. XAS is a powerful tool to
investigate the electronic structure of materials, with a high sensitivity to the site symme-
try and the crystal field, the spin–orbit interaction, the spin configuration and the valence
state, among others. In turn, XMCD offers a very efficient way to determine unambigu-
ously and element-selectively the magnetic properties of the system. And finally, MLFT
calculations allow one to determine in full detail the local magnetic and electronic struc-
ture, including the 3d-shell occupation, spin and orbital moments.

The discovery of the QAH effect in 3d-transition-metal-doped TIs further stimulated
a material research for new QAH systems. Among the first was the idea of doping the
strong TIs with rare earth elements, such as Gd, Eu, Sm, Ho, and Dy, in order to benefit
from their typically larger magnetic moments compared to 3d transition metals, which
could open a wider exchange gap in the Dirac surface states preferential for a more sta-
ble QAH effect. The present work also contributes in this direction: In Chapter 6 we
study one such system, namely Eu-doped Bi2Te3 thin films, by means of various spec-
troscopic techniques, such as XAS/XMCD and resPES/ARPES, in combination with bulk
magnetometry and theoretical methods, like density functional theory (DFT) and atomic
multiplet calculations.

Another possibility to increase the temperature of the QAH effect is to use intrin-
sic magnetic topological insulators (IMTIs). Since IMTIs are stoichiometric, well-ordered
magnetic compounds, they offer a uniform and large magnetic exchange gap as a result
of homogeneous surface magnetic ordering. Recently, MnBi2Te4 (MBT) was theoretically
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identified as the first candidate for IMTI [31, 32], and was subsequently widely scruti-
nized, both experimentally and theoretically [22, 33–41]. It was proposed that, due to
its layered antiferromagnetic nature, MBT can be switched between a QAH state and an
axion insulator state, depending on the number of constituent septuple-layers [22, 32].
Indeed, the realization of both QAH and axion insulator states was recently reported for
few-septuple-layer thin flakes of MnBi2Te4 [41, 42]. Despite this significant experimen-
tal progress, an external magnetic field is still required to enhance the QAH effect and
achieve exact quantization in Hall resistance. The observation of these phenomena in
MBT has prompted further research of the higher-n members of the (MnBi2Te4)(Bi2Te3)n

family, such as MnBi4Te7 and MnBi6Te10. MnBi6Te10 might be a good candidate for the
realization of a high-precision QAH effect under zero magnetic field, since increasing n
weakens the interlayer AFM coupling and FM properties develop, promising a further
substantial increase of the onset temperature of the QAH effect. Therefore, the inves-
tigation of electronic and magnetic properties of MnBi6Te10 using bulk-sensitive super-
conducting quantum interference device (SQUID) magnetometry and surface-sensitive
XMCD, in combination with theoretical approaches, is another goal of the current work.

Outline of the Thesis

This thesis can be divided into two parts. In the first part (Chapter 2 and 3) we present
the essential background of the physics of topological insulators (TI), with the emphasis
on magnetic TIs, and discuss the experimental and theoretical methods used in the re-
search work. The second part, Chapters 4 to 7, presents original results on the electronic
and magnetic properties of different magnetic TIs, such as prototypical QAH systems V-
and Cr-doped (Bi,Sb)2Te3, rare-earth doped Bi2Te3, and the recently discovered intrinsic
magnetic TI MnBi6Te10, which is a promising candidate for the QAH effect at elevated
temperatures. In the following, an outline of the individual chapters is given.

Chapter 2 comprises a brief introduction to the field of TIs and discusses the basic
concepts of MTIs and their experimental realization. It starts with a discussion of TIs in
the 2D case, with the purpose of facilitating the description of 3D TIs. Later, an overview
of the QAH effect in different MTIs, such as transition metal and rare earth doped TIs, as
well as IMTIs, is given. The different mechanisms of ferromagnetism proposed in doped
TIs are also summarized.

Chapter 3 presents a detailed description of the different experimental and theoretical
methods relevant for this work. In addition to a general introduction to the core-level
spectroscopy, the processes of x-ray absorption and XMCD, which are the main exper-
imental techniques employed in this thesis, are discussed. The corresponding experi-
mental aspects of XAS and XMCD are also briefly reviewed. The last part of the chapter
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deals with different approaches to the analysis of the measured spectra, such as sum rules
analysis and configuration-interaction cluster calculations.

In Chapter 4, a detailed microscopic insight into the electronic and magnetic properties
of the V-and Cr-doped (Bi,Sb)2Te3 is provided to better understand the difference between
the two dopants and the origin of the more robust realization of the ideal QAH state in
V-doped systems as compared to Cr-doped systems. The line shapes of V and Cr L2,3

XAS and XMCD spectra are comprehensively modeled using MLFT calculations and their
correlated many-particle ground state is determined.

Chapter 5 explains the exchange coupling mechanisms underlying the onset of ferro-
magnetism in V-and Cr-doped (Bi,Sb)2Te3 thin films. The fundamental link between the
local impurity electronic structure and magnetic coupling is established in a joint experi-
mental and theoretical approach. The electronic and magnetic fingerprints of the 3d states
of Cr and V impurities are systematically probed as a function of impurity concentration
by means of XMCD and resPES. The effect of Bi/Sb substitution in the host on the mag-
netic properties is also studied. Moreover, the origin of the induced magnetic moments
at the otherwise non-magnetic Te and Sb atoms in the host lattice, as well as their role in
mediating a robust ferromagnetism, is explained based on the Zener-type pd-exchange
interaction scenario.

Chapter 6 provides a deep look into the magnetic properties of the Eu-doped Bi2Te3

films by XMCD and SQUID, as well as the electronic structure of the material by resPES
and ARPES. A comprehensive investigation of a series of high structural quality samples
with three different Eu concentrations is conducted. The line shape of Eu M4,5 XAS and
XMCD spectra are modeled with atomic multiplet calculations, which allows one to deter-
mine the valence state and magnetic moment of the dopants. These results are compared
to the results of a sum rules analysis. The bulk properties of the samples are investigated
by means of SQUID magnetometry. Furthermore, the electronic properties are character-
ized by combination of resPES and ARPES. Finally, the DFT model established based on
photoemission measurements, explains the magnetic properties observed with SQUID
magnetometry.

In Chapter 7 one member of the recently discovered IMTIs, namely MnBi6Te10, is in-
vestigated. It provides insight into the surface and bulk properties of this new topological
material by means of XMCD and SQUID measurements. The effect of Mn substoichiom-
etry and Mn/Bi site intermixing on the magnetic ground state of the system is addressed
by sample characterization methods and extensive DFT calculations. Important micro-
scopic physical parameters, including the Mn 3d-shell occupation, and the spin and or-
bital magnetic moments are determined by analysis of spectroscopic data using sum rules
and ab initio MLFT calculations.

Finally, the last part summarizes the results of the present work and gives a short
outlook to further investigations. All chapters are organized in such a way that they are
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self-contained and can be read independently of each other.
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Chapter 2

Magnetic Topological Insulators -
Theoretical Concepts and Prototypical
Examples

In this chapter we briefly introduce the reader to the field of topological insulators (TIs)
— a conceptually new quantum phase of matter — and discuss the basic concepts of
magnetic topological insulators (MTIs) and their experimental realization, together with
the discovery of a novel quantum effect – the quantum anomalous Hall (QAH) effect. This
chapter is not meant as a comprehensive discourse of TIs or even MTIs. Instead we only
focus on the important aspects relevant to the scope of this work and the research projects
that will be discussed later. There are a number of excellent reviews on TIs [6, 7, 43], as
well as MTIs [1, 2, 12, 44], where a comprehensive description of the field can be found.

2.1 Topological states of matter

Distinguishing between the different phases of matter is one of the greatest achievements
of condensed matter physics in the last century. Often, distinctive phases of matter can be
classified by the principle of spontaneous symmetry breaking according to the Landau–
Ginzburg theory [6, 7, 45]. For instance, (i) in the crystalline solids ions are arranged pe-
riodically, thereby breaking the continuous symmetry of space under rotations and trans-
lations, (ii) in typical magnets some of the rotational symmetry of spin space is broken,
together with the time-reversal symmetry, (iii) a superconductor breaks gauge symmetry
[43]. Nevertheless, it turns out that there are still some phase transitions that cannot be
explained by a broken symmetry. In the 1980s, this approach of classification by symme-
try breaking was challenged by the notion of topological order. It is possible for two very
similar phases with the same symmetries to be different from one another.

The concept of topological order was first introduced in condensed matter physics
with the discovery of the integer quantum Hall effect (QHE) in 1980 and the subsequent
theoretical efforts to explain it [46–48]. It was experimentally observed that electrons
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confined to two dimensions (2D) and subjected to a sufficiently strong magnetic field at
low temperature exhibit one dimensional conduction channels at the edges of the sam-
ple, as schematically shown in Fig. 2.1 (a), while the bulk of the sample is insulating.
These unidirectional (or “chiral”) edge channels are non-dissipative and characterized by
a quantized Hall conductivity σxy = ne2/h, where the integer n corresponds to the num-
ber of edge channels, as well as to the occupancy of the Landau levels. Theoretical works
explaining the experimental results [47, 48] revealed that the precise quantization of σxy

is due to the fact that n can be understood as a topological invariant called the Chern
number, which does not depend on the details of the underlying material.

In one of the branches of mathematics known as topology, topological invariance is
used to classify different geometrical objects into broad classes. For example, according to
the Gauss–Bonnet theorem, the 2D surfaces can be topologically classified by their genus,
which counts the number of holes present in them, regardless of their specific shapes.
So in this sense, a sphere is topologically equivalent to an ellipsoid, while a doughnut
is equivalent to a coffee cup because they both have only one hole. In an analogous
manner, the energy bands of the 2D electron system can be topologically characterized
by the Chern number, which is defined as the surface integral of the Berry curvature
over the whole Brillouin zone divided by 2π [49]. The Chern number is odd under time
reversal and therefore is nonzero only in a material with broken time-reversal symmetry
(TRS) [1], for example, by an external magnetic field or spontaneous magnetization. In
the case of QHE, the total Chern number is nonzero, while for the vacuum, which can
be considered as a trivial insulator, the Chern number is 0. Therefore, the QHE system
is topologically distinct from the trivial insulator, and owing to a phenomenon known as
bulk-boundary correspondence, this results in the appearance of a gapless state at the
interface between these two different topological phases, which forms |n| chiral edge
channels, see Fig. 2.1 (a).

2.2 2D topological insulators and quantum spin Hall effect

The integer QHE is restricted to high-mobility 2D systems with applied magnetic field,
i.e. with broken time-reversal symmetry (TRS). The natural question to ask is whether
a QHE can exist without an external magnetic field, or, in other words, is there a similar
quantum version of the anomalous Hall effect, i.e. a “quantum anomalous Hall effect”. In
fact, attempts to answer this question led to the discovery of topological insulators (TIs),
which we will discuss below.

In 1988 Haldane proposed a model demonstrating the theoretical possibility of real-
izing a QHE without an external magnetic field and the formation of Landau levels [50].
This toy tight-binding model employs a graphene-like honeycomb lattice with the TRS
broken by a hypothetical periodic magnetic field with zero net magnetic flux in the unit
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Figure 2.1: Schematics of the (a) chiral edge states of the QHE, (b) helical edge states of the QSHE,
and (c) chiral edge states of the QAH effect. Horizontal arrows indicate the directions of electron
propagation, and vertical arrows indicate spin direction. Top panel in (b) depicts the massless
Dirac-like dispersion of the surface state with spin–momentum locking in a topological insulator
and in (c) the gapped Dirac-like dispersion of the surface state in a magnetic topological insulator
(adopted from Ref.[2]). The red arrows show the spin polarization.

cell of a periodic 2D system. As there is no net magnetic field, the quantized Hall con-
ductance originates from the band structure of electrons in the lattice and not from the
discrete Landau levels in a strong magnetic field. Pristine graphene is a semimetal pos-
sessing an interesting band structure: It has a double-cone-shaped electronic band struc-
ture forming a Dirac cone, with no DOS and band gap at the cone apex, the Dirac point.
So near this point the electronic dispersion resembles the linear dispersion of massless
relativistic particles described by the Dirac equation [6]. The broken TRS opens a gap at
the Dirac point, rendering the system a Chern insulator, i.e. a system with energy bands
that are characterized by a non-zero Chern number.

Although the aforementioned Haldane model highlighted the theoretical possibility
of a material topologically equivalent to a QHE system in the absence of external mag-
netic field, namely a QAH effect system, the experimental evidence for such a system
remained elusive for another two decades, until the discovery of TIs. TIs were theoret-
ically predicted by extending the formalism for 2D topological phases with broken TRS
to 2D or 3D systems with preserved TRS. Indeed, in 2005 Kane and Mele generalized the
Haldane model and introduced strong spin–orbit coupling to replace the periodic mag-
netic flux [51, 52]. The introduction of a spin–orbit interaction term leads to a gap opening
in the otherwise gapless Dirac cone of graphene, which happens without any magnetic
field, and turns it not into a trivial insulator, but into a topological one. As a result, one
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observes helical edge states that comprise a pair of counter-propagating chiral states with
spin-momentum locking, wherein electrons that transport in opposite directions carry
opposite spins, as schematically illustrated in Fig. 2.1 (b). This feature comes from time-
reversal symmetry, which forbids electron backscattering, i.e. the edge states are robust
against impurities or disorders as long as time-reversal symmetry is preserved. When the
bulk state is insulating, the transport signal is provided mainly by the helical edge states
and gives rise to the so-called quantum spin Hall effect (QSHE) [53]. This effect can be
considered as a combination of two copies of a QAH effect system shown in Fig. 2.1 (c),
with mutually opposite magnetizations. It was experimentally realized in HgTe/CdTe
quantum wells by König et al. [54] soon after the theoretical proposal [55].

The QSHE system is regarded as a 2D topological insulator. As the TRS in such a
system is preserved and, hence, the Chern number is zero, Kane and Mele proposed
classifying such time-reversal invariant systems by another type of topological invariant
known as the Z2 invariant [52]. This invariant can take only two values, 0 or 1, depending
on the parity of the number of intersections between the edge states and the Fermi level
[6, 53]. Thus, an insulator with Z2 = 0 is considered as topologically trivial, in which
the edge states intersect with the Fermi level an even number of times, while an insulator
with Z2 = 1 is identified as a TI in which the edge states intersect with the Fermi level an
odd number of times and always exist in the bulk gap [6, 52, 53].

2.3 3D topological insulators

The prediction of the QSHE and 2D TIs was followed by a generalization of them to
3D materials [56–58] that are categorized by four Z2 topological invariants as weak and
strong 3D TIs, depending on their robustness against disorder. The strong 3D TIs host
gapless 2D surface states at each of their surfaces. Hence, if EF lies within the bulk band
gap, the 3D TI shows metallic conduction at the surfaces, but is insulating in the bulk.
These topological surface states (TSS) of 3D TI exhibit a Dirac-cone-shaped band structure
with linear band dispersion and a helical spin texture wherein the spin is locked to the
momentum, which means that the spin rotates with k around the Fermi surface, as shown
in top panel of Fig. 2.1 (b). This spin texture also has implications for the robustness of
the surface states against disorder: electrons in the 2D surface state cannot be localized
since backscattering by 180◦ is forbidden, as long as TRS is preserved, otherwise a spin
flip would be required.

Bi1−xSbx was the first candidate for 3D TI predicted by Fu and Kane [59] and ex-
perimentally verified soon after the prediction using angle-resolved photoemission spec-
troscopy (APRES) [60]. The reported band structure of Bi1−xSbx fitted the theoretical pre-
dictions postulating that in a material with strong spin–orbit interactions a band inversion
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could be induced. This inversion of bands with different parities signals a quantum phase
transition between the trivial insulator and the TI.

Later, it was proposed that the chalcogenide compounds Bi2Te3, Bi2Se3 and Sb2Te3 are
also 3D TIs with comparably large band gaps and single Dirac cone surface states [61].
All these compounds are layered materials composed by the stacking of quintuple lay-
ers (QLs), consisting of five atomic layer of e.g. Te-Bi-Te-Bi-Te, along the z direction, see
Fig. 4.1. The coupling between two atomic layers within a quintuple layer is strong, while
that between quintuple layers is much weaker and of the van der Waals type. The crystals
are therefore very easy to cleave and made into a ultrathin flake. The inversion symmetry
of the crystals is given by the inversion center at the Te/Se site in the middle of the quin-
tuple layer. Similar to HgTe, these compounds are topologically non-trivial due to the in-
version between Bi (Sb) and Te (Se) pz orbitals with opposite parity at the Γ point, which
is driven by the strong spin–orbit coupling of Bi and Te [61]. Surface-sensitive probes,
such as APRES and scanning tunneling spectroscopy (STM), have indeed experimentally
confirmed the existence of the TSS with a single Dirac cone and spin-momentum lock-
ing for these materials [6, 7, 62, 63]. These second generation 3D TIs are by far the most
popular and widely studied TI materials owing to their relatively large bulk gaps (∼ 0.3
eV in Bi2Se3), simple surface band structure and the fact, that these materials are easily
synthesized as they have long been used for thermoelectric applications [64–66]. On the
other hand, they generally suffer from a large number of structural defects [67, 68], which
prevents unambiguous access to the surface states in transport and ARPES experiments.

2.4 Magnetic Topological insulators and QAH effect

In the previous section we discussed that the discovery of the integer QHE has raised
many intriguing questions. We mentioned that the Haldane model opened up the idea
of the existence of the QAH effect theoretically, which was nevertheless not realized in
real systems experimentally. The discovery of 3D TIs greatly expands the scope of topo-
logical states of matter and facilitates the experimental exploration of various topological
quantum effects, including the QAH effect.

As was already mentioned, the QSHE in 2D TIs is deeply related to the QAH effect: It
can be considered as a combination of two copies of a QAH effect system with opposite
magnetization vectors, i.e. opposite spins, as illustrated in Fig. 2.1. Intuitively, we can
consider the electrons with one spin component in QSHE system as already in the QAH
state, with the only problem that due to the TRS two electrons with opposite spin compo-
nents result in zero net Hall conductance [12]. Hence, if one could remove the QAH effect
resulting from electrons of one spin component, the electrons with opposite spin com-
ponent would give rise to a chiral edge state carrying a quantized Hall conductance of
e2/h, as shown in Fig. 2.1 (c). In practice, this can be done by introducing ferromagnetism
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e2/2h + e2/2h = e2/h e2/2h − e2/2h = 0 

Figure 2.2: Schematic illustration of the Hall conductance in a ferromagnet/TI heterostructure.
(a) When the magnetization at the top and bottom surfaces are parallel and the Fermi level is lo-
cated in the mass gap induced by the magnetic exchange interaction, there are chiral edge states
which are responsible for the quantized Hall conductance in TI films. The edge electrons conduct
electricity without dissipation in one direction along the sample boundary. Gapped Dirac cones
have distinct topological characters due to their opposite normal directions. (b) When the magne-
tizations are opposite, the Hall conductance from the top and bottom surfaces cancel each other.
Adapted from Ref. [12].

in a TI, which will break TRS and suppress one of the spin channels in the QSH edge
state. This approach was first proposed in a HgTe/CdTe 2D TI doped with Mn impurities
[69]. However, Mn ions are paramagnetic rather than ferromagnetic in this material and
a small external magnetic field is still required to realize the QAH effect. Similarly, intro-
ducing ferromagnetism in a 3D TI film can also lead to the QAH effect. To understand the
basic mechanism of the QAH effect in a 3D magnetic TI (MTI), in the following we briefly
discuss the impact of induced magnetization on the TSS.

The 2D surface state of the 3D TI with a single Dirac cone and preserved TRS is de-
scribed by the low-energy effective Hamiltonian [2]

Hsurface = νF(−kyσx + kxσy), (2.1)

where νF is the Fermi velocity and σx and σy are the Pauli matrices. Here we consider
the z direction perpendicular to the sample surface. This Hamiltonian implies the spin-
momentum locking of the massless Dirac electrons, see Fig. 2.1 (b). The introduction of
an out-of-plane spontaneous magnetization into the surface of a 3D TI leads to important
modifications of the surface electronic structure, as described by the effective Hamiltonian

Hsurface = νF(−kyσx + kxσy) + mσz, (2.2)

where the mass term mσz breaks the TRS, which results in the opening of a mass gap
in the Dirac cone, see Fig. 2.1 (c). The Hall conductance, which is half-integer in this
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particular case (as we consider only one surface, e.g. the top surface), is given by

σxy =
mz

|mz|
e2

2h
, (2.3)

where mz/|mz| is the Chern number and its sign is that of the mass term, which de-
pends on the magnetization direction. For our purposes, we consider an MTI thin film
for which there are two surfaces, the top and bottom one. We may introduce magneti-
zation to gap 2D TSS at both surfaces: The gapped Dirac cones are topologically distinct
due to the opposite direction of the surface normals. [1, 12]. When EF is located within
the mass gap and the magnetizations at the top and bottom surfaces are parallel, we find
both surface states contribute to the Hall conductance with the same sign, resulting in the
quantized total Hall conductance σxy = ±e2/h, and zero longitudinal conductance σxx

without applied magnetic field, which implies the emergence of a QAH effect, one of the
hallmarks of MTIs. Accordingly, the QAH effect gives rise to chiral edge states trapped
at the side surfaces of the film [1, 44], the direction of which depends on the sign of the
Chern number and hence on the magnetization direction. For clarity, in Fig. 2.2 (a) we
show the Hall conductance in the case of a ferromagnet/TI heterostructure. However,
when the magnetizations at the top and bottom surfaces are opposite, the Hall conduc-
tances for two surface states cancel each other, as illustrated in Fig. 2.2 (b). Hence, the
uniform magnetization in 3D TI thin films can lead to the QAH effect.

In a thin film of MTI, one cannot neglect the coupling between top and bottom surface
states, as we did it in Eq. 2.2. If the film becomes thin enough that the wave functions
of top and bottom TSS have significant overlap, a hybridization gap opens at the surface
states [1, 70]. Its size increases with decreasing thickness. Nevertheless, the QAH effect
can still be observed as long as the hybridization gap is smaller than the magnetic ex-
change gap [71], which is induced by an interaction between the electrons in TSS and the
spontaneous magnetization, as described by the mass term in Eq. 2.2. Otherwise, the film
becomes a topological trivial insulator.

2.4.1 QAH effect in 3d transition-metal-doped TIs

Despite the simple picture, the experimental realization of the QAH effect in MTIs is
complicated by several simultaneous requirements to a candidate system. First, the Dirac
point of the parent TI should be well within its bulk band gap and the chemical potential
has to be tuned to the Dirac point. Second, the introduced magnetic subsystem should
lead to a substantial long-range ferromagnetic order that can survive in the insulating
regime, with the easy axis perpendicular to the surface to open a large exchange gap at
the Dirac point. Third, the MTI film should have well-controlled thickness: It should be
as thin as possible to localize the dissipative conduction electrons from bulk bands and
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Figure 2.3: Schematic illustration of the Hall conductance in ferromagnet/TI heterostructure. (a)
The first experimental observation of the QAH effect in Cr-doped (Bi,Sb)2Te3 thin film at 30 mK.
Yellow arrows indicate the locations of the surface states at the top and bottom of the film. The
middle panel shows the magnetic field dependence of the Hall resistance ρyx for various gate volt-
ages (Vg). The Vg dependences of the Hall σxy and longitudinal σxx conductance are shown in the
bottom panel. (b) QAH effect in a V-doped (Bi,Sb)2Te3 thin film at 25 mK. Middle panel: Magnetic
field dependence of the Hall ρyx and longitudinal ρxx resistance. Bottom panel: Dependence of
ρyx and ρxx on Vg at T = 120 mK. (c) Similar measurements for a Cr- and V-codoped system. The
temperature of the QAH effect is significantly increased such that full quantization is achieved
at 300 mK, and zero-field Hall resistance of 0.97 h/e2 is observed at 1.5 K. (d) Schematic of the
modulation-doped penta-layer heterostructure in which two heavily Cr-doped (Bi,Sb)2Te3 1 nm
layers sandwich a nonmagnetic (Bi,Sb)2Te3 layer and are enclosed by two other nonmagnetic 1
nm layers. Middle panel: Magnetic field dependence of ρyx at 0.5 K and 4.2 K and of ρxx at 0.5 K.
Bottom panel: Dependence of σxy and σxx on Vg for the uniformly doped and modulation-doped
film at T = 0.5 K. Adapted from Ref. [2] and Ref. [23].

surface states, but thick enough to assure that the hybridization gap is smaller than the
magnetic exchange gap. Finally, the EF has to be fine-tuned into the magnetic gap in the
TSS [1, 71, 72].

Magnetic doping with various 3d transition metals (TM) is a common approach to in-
troduce stable long-range ferromagnetic order in 3D TIs. This approach owes its success
to the knowledge accumulated from studies of diluted magnetic semiconductors. In the
theoretical prediction of the QAH effect in the Bi2Te3 family of TIs, two TM ions, namely
Cr and Fe, were proposed for magnetic doping [71]. It turns out that the magnetic prop-
erty of this family of materials strongly depends on both parent compounds and magnetic
dopants, as we will also see in Chapter 4 and 5 of the current work. Clear long-range fer-
romagnetic order has been observed in Cr- and V-doped Sb2Te3 [73–80] and Mn-doped
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Bi2Te3 [81, 82], whereas spin glassy behavior was observed in Fe-doped Bi2Te2 [83]. For
Fe-doping in Sb2Te3 and Bi2Se3, the compounds remained paramagnetic [84, 85]. Of all
the single-ion dopants tried so far, V and Cr possess the most robust long-range ferro-
magnetic (FM) order with out-of-plane anisotropy.

In line with these findings, the first experimental observation of the QAH effect was
made in Cr-doped (Bi,Sb)2Te3 thin films with 5 QLs grown by molecular beam epitaxy
(MBE) on a SrTiO3 substrate [9]. As shown in Fig. 2.3 (a), at zero magnetic field and a
temperature lowered to 30 mK, the gate-tuned Hall conductance σxy almost reaches the
quantized value of e2/h (σxy = 0.987e2/h), accompanied by significant drop in longitu-
dinal conductance to σxx = 0.096e2/h. As for the magnetic field dependence of the resis-
tance measured at different gate voltages (Vg), as shown in the middle panel of Fig. 2.3 (a),
the Hall resistance ρyx switches between +h/e2 and −h/e2, accompanying the magnetiza-
tion reversal resulting from the application of low positive and negative magnetic fields.
Under a strong magnetic field of up to ∼ 10 T, the longitudinal resistance ρxx vanishes
(as well as the corresponding σxx = ρxx/(ρ2

yx + ρ2
xx)), while ρyx remains at the quantized

value h/e2. All these observations demonstrate the realization of the QAH effect in this
system, which rapidly disappears with increasing temperature [9].

Nevertheless, the perfect quantization of the Hall conductance in a Cr-doped sam-
ple requires very low temperature of ∼ 30 mK and a magnetic field of several tesla. In
the past years, great efforts have been made to improve the MTI materials and raise the
temperature at which the QAH effect can be observed. Increasing the temperature to at
least a few kelvins would already allow the investigation of this effect with more experi-
mental techniques, which could further advance our understanding of it and lead to the
application of dissipationless conduction channels in future electronic devices.

Two years after the first observation of the QAH effect, the effect was also demon-
strated for V-doped (Bi,Sb)2Te3 thin films [8], which have more robust magnetic proper-
ties compared to the Cr-doped system, with about twice as large Curie temperature (TC)
at the same doping level and a larger coercive field of ∼ 1 T at 25 mK. This system displays
better quantization characteristics, with the zero-field ρxx down to 0.00013 ± 0.00007h/e2

and a Hall conductance reaching 0.9998 ± 0.0006e2/h at 25 mK, see Fig. 2.3 (b). Unfortu-
nately, enhanced ferromagnetic properties achieved in V-doped films has little influence
on the onset temperature of the QAH effect: Temperature lower than ∼ 100 mK, which
is several orders of magnitude lower than TC, is still required to reach full quantization
of Hall conductance. The QAH effect in other candidate materials, such as (Bi,Sb)2Te3

or Bi2Se3 doped with other 3d transition metals [71, 86], although identified theoretically,
has not yet been experimentally realized.

To further improve the observation temperature of the QAH effect, unconventional
approaches, such as magnetic codoping of (Bi,Sb)2Te3 TI with V and Cr, have been utilized
[23]. In an optimized sample, full quantization is achieved at 300 mK, see Fig. 2.3 (c), and
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a zero-field Hall resistance of 0.97h/e2 is observed at 1.5 K, which is a result of improved
ferromagnetic order and electronic structure by magnetic codoping. This indicates that
the QAH effect may be further enhanced by combining different magnetic elements. Fur-
thermore, spatially modulated magnetic doping significantly increases the temperature
of the QAH effect in Cr-doped (Bi,Sb)2Te3 up to 0.5 K, due to the improved crystalline
quality and the homogeneity of the ferromagnetism [24]. The effect was observed in
a penta-layer heterostructure with total thickness of 8 nm, in which two Cr:(Bi,Sb)2Te3

layers with a high Cr concentration sandwich a nonmagnetic (Bi,Sb)2Te3 layer and are en-
closed by two other nonmagnetic layers, as shown in Fig. 2.3 (d). Magnetic layers induce
a large exchange coupling to the TSS at the top and bottom (Bi,Sb)2Te3 layers. Hence, the
gapped surface states are located only at the top and bottom surfaces of the heterostruc-
ture, as in uniformly doped samples, which eventually enhances the QAH effect.

It is worth mentioning another approach to introduce ferromagnetism in a TI for a
potentially higher-temperature realization of the QAH effect—magnetic proximity. If a
3D TI film is sandwiched between two ferromagnetic insulator (FMI) layers, which are
perpendicularly magnetized in the same direction, as shown in Fig. 2.2 (a), one may be
able to observe the QAH effect [1, 87] since FMI layers can gap the Dirac surface states of
the top and bottom surfaces. Such an FMI/TI/FMI heterostructure is likely to exhibit the
QAH effect at high temperature due to the high TC of some FMI materials reaching val-
ues above room temperature. The proximity-induced ferromagnetism has been demon-
strated in heterostructures with FMI such as EuS, Cr2Ge2Te6, Y3Fe5O12 and Tm3Fe5O12

[88–94]. However, the observed anomalous Hall resistivity was far from the quantized
value [2]. The reason is probably the weak bonding between TI and FMI layers, and
consequently, the weak exchange coupling resulting in a small magnetization gap. As
the surface states of TIs usually derive from s and p orbitals, the 3d or 4 f states of FMIs
should strongly hybridize with them in order to induce a large exchange gap [1]. Hence,
a suitable choice of the FMI yielding strong hybridization with the s and p orbitals of Bi,
Sb and Te is the right direction towards the high-temperature realization of the QAH ef-
fect [1, 2]. Moreover, it was reported that the TSS may relocate into the subsurface region
of the TI upon formation of the FMI/TI interface, which significantly reduces the mag-
netic proximity effect [95, 96]. The solution to that is the insertion of FMI layers in the
subsurface regions of a TI film, for example, as shown in Fig. 2.3 (d).

2.4.2 Origins of magnetism in doped TIs

To resolve the problem of the low temperature required for the QAH effect, a comprehen-
sive understanding of the microscopic origin of the ferromagnetism and the electronic
states inducing the FM coupling in magnetically doped TIs is necessary, which is one of
the goals of the current thesis. In particular, establishing microscopic differences between
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Figure 2.4: (a) Temperature dependence of the magnetization M(T) of Sb2Te3 thin films with
varying Cr concentration measured whilst cooling in a 20 mT applied out-of-plane field. The
observed transition temperatures are marked by dashed lines. Taken from Ref. [97]. (b) Mag-
netic moment per Cr ion as a function of temperature estimated from SQUID measurements with
an applied field of 100 Oe in Cr-doped Bi2Se3 thin films. The inset shows the magnetic satura-
tion moment per Cr ion as a function of Cr concentration x. The dashed curve is a guide to the
eye. Taken from Ref. [98]. (c) XMCD intensities (symbols) and SQUID magnetization data (lines)
obtained for different Cr doping concentrations x and different Sb to Bi ratios in counter-doped
Crx(Sb1−yBiy)2−xTe3 crystals. From the plot of the inverse intensity in the panel on the right, the
transition temperature is estimated, which shows that TC increases with x, whereas an increase
in Bi/Sb ratio strongly reduces it. (d) XMCD spectra of Crx(Sb1−yBiy)2−xTe3 crystals at the Cr L23
edges in a magnetic field of 0.1 T at 5 K, which reveals the increase of Cr magnetic moment with
higher Cr concentration. The arrow indicates a small intensity at the energy of the Te M5 edge. (e)
XMCD spectra of the same system measured at the Sb M4,5 edges, compared with Cr-free sample
(Sb0.5Bi0.5)2Te3. The XMCD signal is due to an induced spin polarization in the Sb p-states, in-
dicating significant pd hybridization between the host 5p states and the dopant 3d states. Panels
(c-e) are taken from Ref. [80].

the strongly correlated V and Cr impurities in (Bi,Sb)2Te3 using an element selective local
probe sensitive to the magnetic ground-state properties, such as XMCD, would help with
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evaluating the relevance of the various proposed models of FM coupling [27, 28, 71, 73, 74]
and eventually provide better control of the QAH effect, as it is discussed in Chapter 4
and 5.

Magnetically doped TIs are actually diluted magnetic semiconductors (DMS) in the
low carrier density regime, which are characterized by complicated magnetic properties
and strong disorder [1]. Interplay among chiral edge states, magnetic structure and disor-
ders plays a key role in understanding the QAH effect. As was already mentioned, for the
emergence of the QAH effect and other properties of MTIs, the formation of a magnetic
exchange gap in the TSS is essential. The gap is induced by an interaction between the
electrons in the TSS and the spontaneous magnetization, and described by the mass term
mσz ≡ −JnS⟨Sz⟩σz in Eq. 2.3, where J is the exchange coupling between the z component
σz of the spin of the Dirac electrons and the localized spin S, and nS is the areal density
of localized spins, which have an average z component ⟨Sz⟩. Hence, the size of the gap is
governed by the coupling strength as well as by the effective spin density.

Several mechanisms have been considered in the literature as a possible origin for
ferromagnetism in MTIs, such as the carrier-mediated Ruderman-Kittel-Kasuya-Yosida
(RKKY) mechanism, double and superexchange mechanisms, and the local valence-
electron-mediated Bloembergen-Rowland, or Van Vleck, mechanism. The requirement
of an insulating FM state rules out coupling mechanisms based on free carriers, such
as RKKY-like long-range coupling in many FM DMSs [99, 100]. Hence, in a pioneering
work predicting the QAH effect in magnetically doped TIs, it was hypothesized that
a Van Vleck mechanism may be responsible for the FM coupling between the dopants
[71]: Strong spin–orbit coupling and the topologically non-trivial band ordering in these
materials may lead to a rather large van Vleck susceptibility that is proportional to the
nonzero matrix element of the spin operator between valence and conduction bands, i.e.
χe ∝ ⟨nk| Sz |mk⟩ ⟨mk| Sz |nk⟩, where |mk⟩ and |nk⟩ are the Bloch wave functions in the
conduction and valence bands [44]. Magnetic impurities in MTI can be ferromagnetically
coupled by the large van Vleck susceptibility even in the insulating regime, when the EF

of the material lies in the bulk gap. Although some experimental support for this scenario
has been reported [44, 73, 101], more recent ab initio calculations find that the strength of
the exchange interactions in V- and Cr-doped (Bi,Sb)2Te3 is, in fact, largely independent of
SOC [27, 28], indicating that the Van Vleck mechanism is insufficient to explain the com-
plex ferromagnetic state in these systems. Crucially, a doping concentration-dependent
TC shown in Fig.2.4 for various Cr-doped TIs, investigated by superconducting quantum
interference device (SQUID) magnetometry (for the method description see Section 3.6
in Chapter 3), XMCD (see Section 3.1.2 in Chapter 3), and polarized neutron reflectom-
etry (PNR), is incompatible with the notion of magnetic order dominated by van Vleck
mechanism [80, 97, 98, 102, 103].
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Moreover, alternative mechanisms based on the Zener-type pd-exchange interac-
tion were brought into focus, including double and superexchange [29, 78, 104], see
Fig. 2.4 (d,e). For example, the first-principles calculations by Vergniory et al. [29] have
shown that the long-range magnetic interaction is mainly mediated out of plane by the
double exchange mechanism via chalcogen atoms and in-plane by the indirect exchange
coupling via free carriers, i.e. RKKY, similar to traditional DMSs [105–107]. In this con-
text, spin-polarized first-principles calculations predict a reduced exchange interaction
with increasing d-shell electron occupation nd [29], which seems to agree with the obser-
vation of a more robust FM order with a higher TC in the case of V doping as compared
to Cr [8].

Comparative theoretical studies of different dopants show that the exact configuration
of the TM impurity 3d states [25–30] is essential for the magnetic coupling and requires its
experimental determination, which can be accomplished by means of experimental meth-
ods used in the thesis, such as XMCD and resonant photoelectron spectroscopy (resPES),
together with multiplet ligand-field theory (MLFT) calculations. For instance, in V-doped
TIs, impurity bands caused by the V 3d states are found near the EF and Dirac point of
the system [29, 30, 104, 108]. These states appear to stabilize the magnetic ordering. So
far, however, a comprehensive understanding of how this behavior is related to the local
impurity electronic structure is still absent.

As for the aforementioned d-shell electron occupation nd (and the electron configura-
tion in general), often it is inferred from the nominal valence of the dopant in a simplified
ionic picture [8, 76, 109]. But even in comparatively more ionic oxides this picture is of
limited use since the effects of charge transfer—and the electronic correlations in the d-
shell—cannot be neglected [110, 111]. Earlier x-ray absorption spectroscopy (XAS) and
XMCD studies already indicated the covalent character of Cr doping in (Bi,Sb)2(Se,Te)3

[112, 113], yet within a pared down atomic multiplet model considering only one ligand
hole.

Thus, despite the broad interest in MTIs after the experimental observation of the
QAH effect in both Cr- doped and V-doped systems, the microscopic origin of the fer-
romagnetism remains to be clarified with further theoretical and experimental investiga-
tions, which is one of the central goals of the current thesis.

2.4.3 Rare Earth Doping of TIs

Recently, many reports have been published dealing with samples, in which rare earth
ions (RE) instead of TM were used as dopants in order to benefit from their large, localized
magnetic moments [114–118], which might result in a larger exchange gap in the TSS
since its size is directly dependent on the size of the magnetic moment [86, 102, 114]. The
large magnetic moment of the RE elements, originating from the unpaired 4 f electrons
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Figure 2.5: (a) SQUID measurements of M(H) loops for selected Dy and Ho doped films at 2 K,
and a Gd doped film at 5 K. The field was applied in-plane. All three loops show qualitatively
the same behavior, no remanent magnetization and no loop opening, indicative of the absence
of ferromagnetic long-range ordering. (b) Temperature dependence of the magnetization. The
plot shows the zero-field-cooled magnetic susceptibility χ for a Dy doped film with a doping con-
centration of x = 0.113 as a function of the temperature. The inset shows a comparison of the
inverse magnetic susceptibility for the three selected Dy, Ho, and Gd doped films at low temper-
atures from 2 to 15 K. The straight lines represent linear Curie-Weiss fits to the experimental data,
all yielding small negative Weiss temperatures. (c) Comparison of the magnetic moment per RE
ion as function of RE concentration at base temperature. For the Dy doped films, a surprising
concentration dependence of the effective magnetic moment was found, while Gd and Ho mo-
ments show no concentration dependence. (d) ARPES spectra of Dy-doped Bi2Te3 sample with
x = 0.113. The measurements were carried out at base temperature (20 K) and room temperature
(300 K) as shown in the top and bottom panel, respectively. The spectra show a ∼ 85 meV wide
gap, which persists up to room temperature. All panels are taken from Ref. [114].
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[119], would also allow for a decrease in the doping concentration for the same gap size,
thereby preserving crystal quality by reducing the number of defects and leading to a
more stable QAH effect at a higher temperature. The highest effective magnetic moment
of 12.6µB was observed at 2 K for (DyxBi1−x)2Te3 with x = 0.023 [120]. However, the
magnetic moment of the Dy ions was found to be strongly concentration dependent, in
contrast to Gd and Ho dopants in Bi2Te3 thin films, possessing an effective magnetic
moment of ∼ 7µB (close to the maximum free ion value) and of ∼ 5.15µB (half of the
theoretical maximum moment), respectively [114], as shown in Fig. 2.5 (c). Despite these
large magnetic moments, most investigations found no long-range FM order down to 2
K, see Fig. 2.5 (a) and (b), and thus no gap opening in the TSS [117, 121, 122]. Only in the
case of Dy-doping above a critical doping concentration a sizable gap has been reported
in angle-resolved photoemission spectroscopy (ARPES), which appears to persist up to
room temperature [115], as seen in Fig. 2.5 (d). This gap is observed despite the absence of
long-range magnetic order, and could originate from short-range FM fluctuations caused
by inhomogeneous doping and aggregation of magnetic dopants into superparamagnetic
clusters [116], as in the case of Cr-doped Bi2Se3 [123]. First principle calculations using
density functional theory (DFT) suggest that Eu and Sm ions can introduce stable long-
range ferromagnetic order in Bi2Se3 [124]. This, however, was experimentally confirmed
only for Sm ions [125].

Using antiferro- rather than ferromagnetism has also been studied as an avenue to
gapped surface states in layered van der Waals compounds. Recently, the realization of
such an antiferromagnetic (AFM) topological insulator in MnBi2Te4 has been reported
[31, 40]. It is well known that RE chalcogenides such as EuTe can exhibit AFM order
[126, 127]. Therefore, it appears promising to take advantage of the larger RE moments to
enhance the effect on the TSS in Bi2Te3, just like in the case of FM order.

Whereas MnBi2Te4 is a stoichiometric compound and the AFM order there is intrin-
sic, here we rather rely on RE doping of Bi2Te3 to induce antiferromagnetism, not least to
circumvent RE solubility issues. The general feasibility of this approach has been demon-
strated for CezBi2−zTe3 [128], SmzBi2−zTe3 [129] and GdzBi2−zTe3 [130]. As determined
by magnetometry [128–130], the onset of AFM interactions is achieved even at low RE
concentrations (in case of Sm z = 0.025 already suffices). However, x-ray absorption spec-
troscopy (XAS) and x-ray magnetic circular dichroism (XMCD) investigations addressing
the character of the magnetic moments and the impact on the TSS are scarce [131] and
limited to temperatures nearly an order of magnitude above the AFM onset temperature,
which calls for further investigations.

In Chapter 6 we provide a comprehensive investigation of the surface and bulk mag-
netic (by means of XMCD and SQUID) and electronic (by means of resPES and ARPES)
properties of one of such systems, namely Bi2Te3 thin films doped with Eu ions.
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Figure 2.6: (a) Different members of the family of layered van der Waals materials
(MnBi2Te4)(Bi2Te3)n, in which the SLs are separated by a stack of n quintuple layers (QLs) of non-
magnetic Bi2Te3. The number of QLs n defines the magnetic configuration of the system, such
that increasing n weakens the interlayer AFM coupling and eventually leads to the FM configura-
tion. (b) Spin-resolved electronic structure of the MnBi2Te4(0001) surface illustrating 88-meV-wide
band gap. The size of the coloured circles that comprise the data reflects the value and sign of the
Cartesian projections of the spin-vector s. The green areas correspond to the bulk band structure
projected onto the surface Brillouin zone. The inset shows the tight-binding calculated electronic
band structure of the S-preserving (1011) surface. The regions with a continuous spectrum corre-
spond to the 3D bulk states projected onto the 2D Brillouin zone. (c) Dispersion of MnBi2Te4(0001)
measured using ARPES at 17 K with a photon energy of 28 eV. Two almost linearly dispersing
bands form a Dirac-cone-like structure with strongly reduced intensity at the crossing point. The
energy distribution curves (not shown) reveal an energy gap of about 70 meV at the Γ point that
separates the upper and lower parts of the cone. (d) Field-dependent magnetization curves for the
two directions, measured at 2 K (blue) and 300 K (red) indicating a 3D AFM order below TN ∼ 24
K with a spin-flop transition at µ0HSF ∼ 3.5 T, which is in line with an out-of-plane easy axis of
the magnetization. Panels (b-d) are taken from Ref. [31].
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2.4.4 Intrinsic magnetic topological insulators

In the previous sections we have considered doping on the TIs as a common approach
to introduce ferromagnetism, which is one of the prerequisites for observation of novel
quantum effects, such as the QAH effect [1, 8, 9, 44, 69] and the topological magnetoelec-
tric effect [19–22]. Since the discovery of the QHE, the QAH effect remains one of the few
topological quantum effects unambiguously observed in experiments [8, 9]. Requiring no
external magnetic field and high carrier mobility, as well as being relatively simple and
clear in its physics, the QAH effect is promising for applications in the field of spintronics.
Despite the remarkable progress in the growth of magnetically doped TIs and complex
heterostructures with them, hitherto the QAH effect has only been demonstrated in the
(sub-)kelvin range [8, 9, 132]. The most plausible reason for the suppression of the ob-
servation temperature is the inhomogeneous ferromagnetism, which is inevitably intro-
duced by the randomly distributed magnetic dopants. Inhomogeneous ferromagnetism
in a QAH system implies disorder in the magnetic exchange gap, to be specific, the sam-
ple contains regions with small magnetic gap size, as well as many regions without FM
ordering even below the nominal TC. Chiral QAH edge states passing through such re-
gions would be strongly scattered into bulk or surface states [133]. Eventually, dissipation
to chiral edge states occurs, which deteriorates the QAH effect and results in the overall
transport properties of the MTI deviating from precise quantization. Effects of magnetic
disorder can be suppressed only at very low temperature or under a strong magnetic field,
which explains why the QAH effect in doped TIs require such low temperature. The ev-
idence for inhomogeneous ferromagnetism in magnetically doped (Bi,Sb)2Te3 films was
found using STM, nano-SQUID, and transport measurements [134–137]. For example,
the spatial distribution of the exchange gap in a single crystal of Cr0.08(Bi0.1Sb0.9)1.92Te3

with TC = 18 K was characterized at T = 4.5 K by STM [134]. The conductance spectra
acquired at different positions on the surface indicate that the gap size ranges between
9 meV and 48 meV. Hence, although the QAH effect is quite robust against lattice disor-
der, it can be greatly influenced by magnetic disorder and the improvement in the spatial
uniformity of the ferromagnetism plays a vital role in the realization of a large gap in the
surface state.

The aforementioned issue with inhomogeneous ferromagnetism can be solved with a
new and efficient means of incorporating magnetisms into TIs, i.e., using intrinsic mag-
netic topological insulators (IMTI) – stoichiometric, well-ordered magnetic compounds,
which offer uniform and large magnetic exchange gaps as a result of homogeneous sur-
face magnetic ordering. Recently, MnBi2Te4 (MBT) was theoretically identified as the
first candidate for IMTI, and was subsequently widely scrutinized, both experimentally
and theoretically. It consists of Te-Bi-Te-Mn-Te-Bi-Te septuple layers (SLs), which can be
viewed as intercalating a MnTe bilayer into a Bi2Te3 QL, as seen in Fig. 2.6 (a). Within the
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SLs, the Mn atoms carrying the magnetic moment are arranged periodically and couple
ferromagnetically with an out-of-plane easy axis (along the c-axis). The SLs are separated
by a van der Waals gap, and Mn moments in neighboring SLs couple antiferromagneti-
cally, resulting in A-type antiferromagnetism below a Néel temperature of TN ∼ 24 K, see
Fig. 2.6 (d). The magnetic properties are provided mainly by the 3d states of Mn, while
the topologically nontrivial properties are dominated by the p states of Bi and Te.

In fact, MBT has already been investigated in the early years for finding a potential
candidate for achieving the QAH effect at higher temperatures [138, 139]. However, it
was first considered as a trivial magnetic insulator [16, 140]. Later, ab initio calculations of
the band structure of MBT based on the A-type AFM ground state showed a single band
inversion at the Γ point exhibited when introducing spin–orbital coupling, indicating that
MBT is a topologically nontrivial rather than a trivial insulator [22, 31, 32]. It was shown,
that such 3D AFM TIs can also be classified with a Z2 invariant on the basis of combined
time-reversal Θ and the primitive lattice translation T1/2 symmetry, i.e. S = ΘT1/2 sym-
metry [141]. Z2 = 1 was found for MBT, confirming its topologically nontrivial nature
[31]. First principle calculations showed a 88-meV-wide band gap at the (0001) surface
of the MBT, where the S symmetry is broken and the out-of-plane magnetization of the
near-surface ferromagnetic layer opens a Dirac point gap [31], see Fig. 2.6 (b). This gap
is larger than the ones in the previously discussed magnetically doped TIs, and it favors
the realization of a high-temperature QAH effect. In contrast, the S-preserving surface
is gapless, as expected for a TI, see the inset of Fig. 2.6 (b). The band gap in the TSS of
about 70 meV at the Γ point was experimentally observed in ARPES measurements [31],
as shown in Fig. 2.6 (c). However, the increase of the temperature above TN does not
lead to the Dirac point gap closing at MBT (0001) [31], so the energy gap might not origi-
nate from the magnetic order. On the contrary, some high-resolution ARPES experiments
have reported the top and bottom surfaces as having a gapless surface state [142–145]
with only a small evolution with temperature, which is obviously inconsistent with the
theoretical predictions for the surface gap opened by the out-of-plane magnetic moments.
It was argued, that the observation of gapless surface states can be explained by spatially
dependent magnetic moments on the surface [142]: the AFM coupling between the sur-
face layer and the underlying layer may be weaker than the AFM coupling of the bulk
state, which leads to fluctuation of the magnetic moment on the surface, forming a series
of magnetic moment domains with the same or opposite directions, where the opposite
magnetic moments induce gapped surface states with gaps of opposite sign. Hence, gap-
less edge states crossing the energy gap appear between the domains [53], resulting in
the observation of the gapless surface state in the ARPES experiment. Further more spa-
tially resolved spectroscopy measurements, such as scanning tunneling spectroscopy and
point-contact technology, are required to verify the aforementioned hypothesis.

Furthermore, it was reported that the topological nature of MBT can be manipulated
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Figure 2.7: (a) ρyx and (b) ρxx as a function of magnetic field, measured at 1.4 K in a five-SL
MnBi2Te4 flake. Up and down sweeps of the magnetic field are shown in red and blue, respec-
tively. A nearly quantized Hall resistance ρyx = 0.97h/e2 is observed at zero magnetic field, and
ρxx reaches 0.061h/e2. (c) |ρyx| as a function of temperature obtained under external magnetic
fields of 7.6 T (red) and 0 T (blue). Assuming the quantization criterion of ρyx = 0.97h/e2, a
quantization temperature of 6.5 K was obtained under an external magnetic field of 7.6 T. (d) Peri-
odic sequence of Bi2Te3 QLs and MnBi2Te4 SLs in a magnetic superlattice MnBi2Te4/Bi2Te3. (e) A
nearly square zero-field quantized σxy hysteresis loop measured at 1.9 K. The inset illustrates the
out-of-plane magnetization, with 1D chiral channels on the edges of a 3D TI. Both surfaces con-
tribute to the Hall conductance σxy − 0.5e2/h with the same sign, resulting in a total σxy = ±e2/h,
as discussed in Section 2.4. (f) The corresponding longitudinal conductance σxx. Panels (a-c) are
adopted from Ref. [42] and panels (d-f) are adopted from Ref. [146].

by tuning the magnetism and the thickness of this material. For example, the single SL
of MBT is a topologically trivial (quasi-) 2D ferromagnet [37]. Based on the A-type AFM
structure, even-layer MBT is a topologically nontrivial fully compensated antiferromag-
net. The upper and lower surfaces contribute half quantum Hall conductance with op-
posite signs, giving zero net Hall conductance. This configuration is known as axion
insulator state and it exhibits the topological magnetoelectric effect [22]. On the other
hand, odd-layer MBT with three or more layers is an uncompensated antiferromagnet
exhibiting net magnetization and nonzero Chern number. It has been suggested that
MBT thin films with such a magnetic configuration can exhibit a high-temperature QAH
effect. Indeed, the QAH effect was recently reported for five-SL thin flakes of MBT with
a nearly quantized Hall resistance of ρyx = 0.97h/e2 and a longitudinal resistance of
ρxx = 0.061h/e2 at 1.4 K under zero magnetic field, see Fig. 2.7 (a) and (b). A better
plateau of 0.998h/e2 was obtained upon increasing the out-of-plane magnetic field to 2.5
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T. A higher external magnetic field of 7.6 T, which drives the system from an AFM to a
FM regime, appears to further enhance the robustness of the QAH effect, increasing its
onset temperature to 6.5 K, as shown in Fig. 2.7 (c). Later, a QAH effect with consid-
erably higher onset temperature was reported in seven-SL thin flakes of MBT [147]. A
well-quantized Hall plateau of ρyx = 0.98h/e2 at 1.9 K was observed by applying a small
gate voltage Vg = 6.5 V, along with a nearly vanishing resistance of ρxx = 0.012h/e2.
Nevertheless, a strong out-of-plane magnetic field is still required to reach a fully polar-
ized magnetic state of the sample and obtain a nearly quantized Hall resistance. Most
recently, a nearly quantized Hall conductance was observed at zero-field and 1.9 K in a
300 nm MnBi2Te4/Bi2Te3 superlattice consisting of SLs roughly separated by four QLs
[146], see Fig. 2.7 (d). The superlattice exhibits FM properties with TC ∼ 13 K. A nearly
square zero-field quantized σxy hysteresis loop and the corresponding change in σxy are
shown in Fig. 2.7 (e) and (f).

Generally speaking, MBT is a member of the larger family of layered van der Waals
materials (MnBi2Te4)(Bi2Te3)n (n = 0, ..., 4) [148], in which the SLs are separated by a stack
of n quintuple layers (QLs) of non-magnetic Bi2Te3 [148–151], as shown in Fig. 2.6 (a).
Increasing n weakens the interlayer AFM coupling and FM properties develop, promising
a further substantial increase of the QAH effect onset temperature. Hence, the magnetic
properties of this family of IMTIs are highly tunable by the number n of Bi2Te3 layers.
Whereas in MnBi4Te7 (n = 1) AFM order is still established at a low temperature of
about 13 K [149], further increasing n beyond 2 or 3 seems to decouple the SLs [150, 151],
eventually leading to non-interacting (quasi-) 2D ferromagnetic layers. Obviously, for the
QAH effect, it is desirable to realize an IMTI with a zero-field FM state. However, the
exact n at which the transition from AFM to FM state occurs is disputed. Most studies
report a complex metamagnetic behavior in MnBi4Te7 and MnBi6Te10 [149, 151–155] and
a clear FM state only for n ≥ 3 [151, 153, 156].

A comprehensive study of MnBi4Te7 combining crystal growth, magnetic bulk char-
acterization, photoemission, electron and x-ray spectroscopy with density functional
theory calculations revealed two main phase transitions—one at 13 K (paramagnetic to
AFM) and the other one at 5 K (AFM to FM-like), with both ordered phases exhibiting a
strong out-of-plane anisotropy [149], in line with the recent report which evidenced the
anisotropy-controlled transition from an A-type collinear antiferromagnet to a fully satu-
rated metamagnetic state in weakly coupled magnetic multilayers of (MnBi2Te4)(Bi2Te3)n

[152]. Whereas all experimental reports appear to be compatible with FM ordering
within the SLs and with out-of-plane oriented moments, different interlayer ordering
can be stabilized as a function of temperature and magnetic field [37, 148, 149, 153].
This rich magnetic phase diagram indicates the presence of competing magnetic orders
in (MnBi2Te4)(Bi2Te3)n, which, in combination with the topological surface states, may
provide a versatile platform for tunability between different topological regimes.
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In particular, it was established by single-crystal x-ray diffraction (XRD) that (MnBi2Te4)
(Bi2Te3)n, n = 0, ..., 2 features inherent magnetic defects [33, 149, 157], namely statistical
Mn/Bi intermixing and Mn vacancies in the cationic atomic positions. It was soon recog-
nized that this antisite disorder has strong impact on the magnetic properties [158, 159].
For example, based on scanning tunneling microscopy (STM), XRD, and theoretical cal-
culations (DFT) it was suggested that intermixing of Mn and Sb is decisive to render a
related compound MnSb2Te4 both ferromagnetic with TC ≈ 45–50 K and topologically
non-trivial [160]. Also, for the (MnBi2Te4)(Bi2Te3)n family vastly ranging values for the
antisite intermixing and vacancy concentrations caused by different synthesis conditions
are concomitant with a variation of magnetic properties [153–155, 161, 162]. In Chapter 7
we address this issue and show that carefully engineered intermixing plays a crucial role
in accomplishing robust FM order and therefore could be the key towards enhanced QAH
effect properties.
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Chapter 3

Experimental and theoretical methods

In this chapter the experimental and theoretical methods most relevant to this thesis are
introduced. We will shortly describe the core level spectroscopy methods employed to
characterize the electronic and magnetic properties of our samples, including x-ray ab-
sorption spectroscopy (XAS), x-ray magnetic circular and linear dichroism (XMCD/XMLD)
and x-ray photoemission spectroscopy (PES). Further we will discuss the experimental
aspects of XAS and XMCD measurements and the data acquisition and evaluation proce-
dure. Next we will introduce the magneto-optical sum rules and describe the multiplet
ligand-field theory (MLFT) calculation within the cluster model, used to interpret the
XAS and XMCD line shapes and determine the ground state electronic and magnetic
properties of magnetic topological insulators (MTIs). Finally, the superconducting quan-
tum interference device (SQUID) magnetometry employed to characterize bulk magnetic
properties of our samples will be addressed.

3.1 Core level spectroscopy

The term core-level x-ray spectroscopy refers to a group of spectroscopic methods that
investigate the properties of a system by exciting the core electrons of its component
atoms with high-energy x-ray photons produced by modern synchrotron sources (see
Section 3.2.1). If the photon energy is high enough to excite these electrons into unbound
states they can be detected as photoelectrons in photoemission spectroscopy (PES). How-
ever, if the photon energy matches the energy difference between the core and a shallower
energy level, the excitation can occur between these two states, resulting in a variety of
absorption spectra and their derivatives, such as magnetic circular and linear dichroism.
The created core holes (the absence of core electrons, see Fig. 3.1 (b)) are unstable and
interact with other core and valence states, which eventually causes its decay after certain
lifetime (∼ 10−15 seconds) with the system dissipating the absorbed energy via emis-
sion of photons or nonradiative Auger decay. Measuring the energy and momentum of
the emitted particles allows one to deduce various properties of the system’s ground or
excited state.
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Figure 3.1: (a) A representative XAS spectrum with the three main regions labeled. (b) Schematic
representation of core level spectroscopy at the L2,3 edges. The initial state includes a fully occu-
pied 2p shell and a partially filled 3d valence shell. An incoming photon of certain energy and
polarization excites a core electron into a valence shell leaving behind a core hole. This is the final
state for XAS. The system is left in a highly energetic state after the absorption of a photon. The
core hole is unstable and interacts with other core and valence states.

In this sections we will focus the discussion on those spectroscopy techniques, which
are the most relevant for this thesis, namely XAS, XMCD and PES.

3.1.1 X-ray Absorption Spectroscopy

The measurement of the absorption of the x-rays as a function of the incoming beam en-
ergy is called X-ray Absorption Spectroscopy (XAS). XAS is a very powerful type of spec-
troscopy, which provides information about the ground-state properties of the system.
It is element specific and can likewise be applied to solid-state samples, molecular com-
plexes, gases and liquids [163]. It can be used to study surfaces, interfaces, buried layers,
and impurities at low concentrations, such as those studied in this thesis. By choosing the
right excitation energies, element-specific quantities can be determined, such as the num-
ber of electrons (or holes) in specific shells, and in the case of magnetic ions the atomic
spin- and orbital magnetic moments. Moreover, solid state properties influencing the lo-
cal atomic environment can be analyzed, such as crystal fields, the orbital symmetry and
the magneto-crystalline anisotropy.

In 1913 Julius Hedwig and Maurice de Broglie working independently reported the
observation of an x-ray absorption spectrum [164, 165]. The first application of syn-
chrotron radiation using soft x-rays for an absorption measurement started in 1954. How-
ever, XAS spectroscopy became increasingly popular starting from the 1980s with the
advent of synchrotron radiation sources providing an intense, continuous spectrum of
polarized light, as discussed in section 3.2.1.
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Numerous processes may take place when a photon is absorbed by a material, de-
pending on how the photon energy relates to the edge. In order to demonstrate some of
these processes, in Fig. 3.1 (a) we show a fictitious absorption edge representing a typical
x-ray absorption spectrum. There are three regions in the spectrum, which can be distin-
guished. Below the edge of interest, when the photon energy hν is lower than the binding
energy EB of the core level, the corresponding electron cannot be excited and the absorp-
tion governed by what are typically called background processes. This pre-edge region
might contain contributions from the excitation of less energetic core levels, i.e. the tails
of the lower energy absorption edges. When the photon energy is equal or slightly above
(up to approximately 50 eV) the EB the absorption leads to excitation of core electrons into
the empty states. This region is often called the Near Edge X-ray Absorption Fine Struc-
ture (NEXAFS) or X-ray Absorption Near Edge Structure (XANES) [166]. The spectrum
here reflects the electronic structure and depending on the edge and material studied it
may be dominated by multiplet effects (like in the case of the L2,3 edges of 3d transition
metals, see Subsection 3.1.1) or it can be a close representative of the unoccupied density of
states (DOS), like in the case of the K edge of oxygen [167]. NEXAFS is strongly sensi-
tive to the local bonding of the absorbing atom. It yields an element-specific information
about the unoccupied states and owing to its polarization dependence can be used to in-
vestigate the local electronic and magnetic properties of the absorbing atom [166]. The
XAS data presented in this thesis is measured in the NEXAFS region.

Further, for higher energies above the edge, the core electron gets sufficient energy to
reach unbound continuum states, which leads to a general decay of the absorption. This
is the extended region (up to several hundred eV above the absorption edge) which is
referred to as Extended X-ray Absorption Fine Structure (EXAFS) [168]. While the pre-
edge region is essentially structureless, the are oscillation-like structures appearing in the
extended region, which result from the scattering of the excited electron at neighboring
atoms. Therefore, EXAFS spectrum allows for extraction of the local structure around the
absorber. Indeed, it is widely used to determine the distances, coordination number, and
species of the neighbors of the absorbing atom by analyzing these oscillatory interference
patterns.

Light-matter interaction

Let us first consider the absorption process sketched in Fig. 3.1 (b). When electromagnetic
radiation (x-ray) with photon energy E = hν penetrates the matter under investigation,
its intensity I0(E) decays with penetration depth t due to the interaction between the
photons and the absorbing material according to the Beer-Lambert law [169, 170]

I(E, t) = I0(E)e−µ(E)t. (3.1)
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Here I(E, t) is the detected intensity and µ(E), which is inversely proportional to the x-ray
penetration length λx, is the linear x-ray absorption coefficient (attenuation coefficient). In
general, µ(E) depends on the photon energy E = hν and it is a material-specific quantity.
For a certain material composed of one element, it can be written as

µ(E) = ρaσabs(E) =
(

ρmNA

A

)
σabs(E), (3.2)

where ρa is the atomic number density [atoms/volume], ρm is the atomic mass density
[mass/volume], NA = 6.02214 · 1023 is Avogadro’s number, A is the atomic mass number
and σabs(E) is the atomic absorption cross-section [169, 170]. Because of this proportion-
ality between µ(E) and the atomic absorption cross-section σabs(E) of a single atom, the
XAS intensities refer to the absorption cross section of corresponding elements.

In a quantum mechanical treatment, the absorption process can be described in terms
of transition probabilities Ti f between an initial state |i⟩ and a final state | f ⟩, which are
both many-body states. In the simplest picture, a photon with energy E = hν is absorbed
by an electron in a core shell of energy Ei and it is excited from its initial state |i⟩ to a final
state | f ⟩ with energy E f = Ei + E and the DOS of the final state ρDOS(E f ), as illustrated
in Fig. 3.1 (b). In this one-electron picture we simply focus only on what happens to the
exited electron [169] and ignore what happens to all other remaining electrons in the atom
during the excitation process. The x-ray absorption cross-sections is calculated by consid-
eration of the time-dependent perturbation of the matter by the electromagnetic field of
the incoming x-rays. Using first-order perturbation theory, the transition probability per
unit time Ti f between initial and final state is given by Fermi’s Golden Rule [171, 172]:

Ti f =
2π

h̄

∣∣∣∣ ⟨ f | Hint |i⟩
∣∣∣∣2δ(E f − Ei − hν), (3.3)

where Hint is the electron-photon interaction Hamiltonian and the delta function assures
energy conservation. The absorption cross-section σabs(E) is obtained from the Ti f by
normalization to the incident photon flux Φ0. Summing over all transitions that can be
reached with the certain energy E = hν of the incident photons, we get the total atomic
absorption cross-section

σtot
abs(E) = ∑

E f −Ei≤E

Ti f

Φ0
. (3.4)

Now it is obvious that the variation of the photon energy can be used to select which
transitions contribute to the XAS signal.

The electron-photon interaction Hamiltonian Hint which enters the transition matrix
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elements Mi f = ⟨ f | Hint |i⟩ in Eq. 3.3 describes the interaction of an external photon elec-
tromagnetic field (expressed by the vector potential A(r, t)) with the material. In a semi-
classical description, this interaction is introduced as perturbation by the canonical re-
placement of the momentum operator p → p − eA(r, t) in the unperturbed Hamiltonian

H0 = p2

2m + V(r), where we considered that electron is subject to an external potential
V(r), which can be the potential of a nucleus for instance. In can be shown, that in dipole
approximation, which assumes that the size of the absorbing atomic shell is small relative
to the incident x-ray wavelength, i.e. |r| ≪ 1/|k| = λ/2π, Hint simplifies to

Hint = − e
m

A · p = − eh̄
im

ϵA0e−iωt · ∇, (3.5)

where A(r, t) is expressed in terms of electromagnetic plane wave with the amplitude A0,
the wave vector k, frequency ω and polarization vector ϵ. As in this thesis we are mainly
probing the L2,3 absorption edges of 3d transition metals using photon energies up to 1000
eV, it is useful to investigate how far the dipole approximation is justified in this energy
range. E = 1000 eV corresponds to a wavelength λ ≥ 1.2 nm. The extension of the
absorbing atomic shell can be roughly estimated from the Bohr model via |r| ≈ 2a0/Z,
where a0 is the Bohr radius and Z is the atomic number. For example, in case of transitions
from the 2p core shell of V (Z = 23) the radius can be estimated as |r| ≈ 0.05 Å. So we
have |r| ≈ 0.05 Å≪ λ/(2π) ≈ 2 Å, from which it follows that the dipole approximation
is valid in the used energy range.

Having applied the dipole approximation, we can evaluate the first-order matrix ele-
ment Mi f = ⟨ f | Hint |i⟩ in Eq. 3.3, which describes the x-ray absorption process1:

Mi f = ⟨ f | Hint |i⟩ ∝ ⟨ f | ϵ · p |i⟩ = m
ih̄

⟨ f | [ϵ · r,H0] |i⟩

= i
m
h̄
(E f − Ei) ⟨ f | ϵ · r |i⟩ = imω ⟨ f | ϵ · r |i⟩ . (3.6)

Here we employed the commutator relation p = m
ih̄ [r,H0] [167], assuming that the final

and initial states are eigenfunctions of the unperturbed Hamiltonian H0. Later we made
use of the relation E f − Ei = h̄ω. Hence, Mi f represents a spatial integral over the product
of two wave functions and the polarization-dependent dipole operator O = ϵ · r.

Thus, within the dipole approximation the x-ray absorption cross-section can be writ-
ten as

1Note that the initial state |i⟩ is a product of electronic and incident photon state, and the final state
| f ⟩ is purely electronic. It can be shown, that by quantizing the electromagnetic field, one can separate the
electronic and photon parts, evaluate the photon part, and obtain the matrix elements in terms of transitions
between two electronic states [169]. From now on we change conventions and describe purely electronic
states by |i⟩ and | f ⟩ with energies Ei and E f , respectively.
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σabs = 4π2αh̄ω

∣∣∣∣ ⟨ f | ϵ · r |i⟩
∣∣∣∣2δ(E f − Ei − h̄ω), (3.7)

where α ≈ 1/137 is the fine structure constant [169]. As in this thesis we are generally
only concerned with spectral shapes, rather than absolute cross-sections, we can rewrite
the equation above as an approximate proportionality relation. Finally, recalling that the
measured XAS intensity is proportional to the absorption cross-section and consequently
also to the transition probability, we have for the XAS intensity

IXAS(h̄ω, ϵ) ∝ ∑
f

∣∣∣∣ ⟨ f | ϵ · r |i⟩
∣∣∣∣2δ(E f − Ei − h̄ω), (3.8)

where we sum over intensities associated with different possible final states.

Matrix elements and selection rules

As one can see from the Eq. 3.8, the intensity of the XAS spectrum is proportional to the
square of the matrix element Mi f ∝ ⟨ f | ϵ · r |i⟩, where the transition operator O = ϵ · r
is written within the dipole approximation, with |i⟩ and | f ⟩ being the initial and final
eigenstates of the unperturbed Hamiltonian H0. Now it makes sense to have a closer
look at this matrix element and investigate the conditions at which it is not vanishing.
Since the many-particle states |i⟩ and | f ⟩ are expected to have some resemblance to those
of a free atom, one generally uses a one-particle basis {ψnlmlms} composed from atomic-
like spin orbitals ψnlmlms(r, θ, ϕ) = Rnl(r)Y

ml
l (θ, ϕ)χms , which are naturally separated into

radial, angular and spin parts. Here the index ms = ±1/2 switches between two spinors
for spin-up and spin-down directions.

First, we notice that the transition matrix element clearly depends on the polarization
ϵ of the incoming x-rays. Therefore, the absorption process is substantially influenced
by the details of light polarization. We are particularly interested in linear and circular
polarized light. In case of linearly polarized x-rays, for the three extreme cases, where
the electric vector E is aligned along x-, y-, and z-axis in the coordinate system of the
sample, the corresponding polarization vectors can be defined as ϵx = ex, ϵy = ey and
ϵz = ez, where ex, ey and ez are Cartesian basis vectors. For the right- and left-circularly
polarized x-rays with wave vector k ∥ ez

1 the polarization vectors can be expressed as
ϵ+1 = ϵR = −(ϵx + iϵy)/

√
2 and ϵ−1 = ϵL = (ϵx − iϵy)/

√
2 , where we have used the

handedness convention of Stöhr [169]. The position vector operator r can be expressed
in spherical basis as rq = rC(1)

q , where for the brevity of notation we used the Racah’s
spherical tensor operators defined as

1z-axis is the quantization axis along which the magnetic field is applied in a typical XMCD experiment.
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C(k)
q =

√
4π

2k + 1
Yml=q

l=k (θ, ϕ), (3.9)

with q = 0,±1 for linearly and circularly polarized light, respectively. Hence, the general
expression for transition operator reads as ϵ · r = r ∑

q
ϵqC(1)

q . It can be shown that, for

example, in the case of circularly polarized light the corresponding transition operator
reads as ϵ±1 · r = ∓(x ± iy)/

√
2 = rC(1)

±1 and for linearly polarized light ϵ0 · r = z = rC(1)
0 .

Let’s first assume that the system consists of a single electron and |i⟩ and | f ⟩ are some
two one-electron states from the one-particle basis {ψnlmlms}, i.e. |i⟩ = |nlmlms⟩ and
| f ⟩ =

∣∣n′l′m′
lm

′
s
〉
. In this basic case the transition matrix element becomes

Mi f ∝ ⟨n′l′m′
lm

′
s|ϵ · r|nlmlms⟩ = δmsm′

s
⟨Rn′l′ |r|Rnl⟩⟨Y

m′
l

l′ |∑
q

ϵqC(1)
q |Yml

l ⟩ =

δmsm′
s
⟨n′l′|r|nl⟩∑

q
ϵq
√
(2l′ + 1)(2l + 1)

l′ 1 l

0 0 0

 l′ 1 l

−m′
l q ml

 , (3.10)

where the last integral over three spherical harmonics we have expressed via the prod-
uct of two Wigner’s 3j symbols [173, 174]. By requiring non-vanishing of each of the 3j
symbols we immediately obtain the two dipole selection rules complementing the spin
conservation:

∆ms = m′
s − ms = 0, ∆l = l′ − l = ±1, ∆ml = m′

l − ml = q = 0,±1. (3.11)

Now we can easily see that the magnetic quantum number is changed according to the
polarization of the incoming x-rays, such that for light linearly polarized along z-axis
(q = 0) the magnetic quantum number in the final state must be the same as in the initial,
while for the circularly polarized light (q = ±1) this number must be either higher or
lower by 1, depending on the helicity. This gives the polarization dependence of the XAS,
which can lead to the observation of dichroism effects, i.e. difference in two absorption
spectra obtained for different light polarizations, which we discuss in Subsection 3.1.2 in
more details.

For spin–orbit coupled state, when the eigenstates should be described by the (j, mj)
quantum numbers instead of (l, ml, ms), the dipole selection rules can be deduced as ∆j =
0,±1 (but not j = 0 → j = 0 transitions) and ∆mj = q. However, for extended final
states (the Bloch-like wave functions in density functional methods), when j is not a good
quantum number, these rules do not necessarily hold [174].
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Figure 3.2: L2,3 edge x-ray absorption spectra for the pure metals Fe, Co, Ni, and Cu plotted on an
absolute cross section scale. Adopted from Ref. [169]

XAS at L2,3 edges of 3d transition metals

The excitation of the 2p core electrons to the unoccupied 3d states is historically called
the L2,3 edge. These excitations are governed by dipole selection rules (see Eq. 3.11) and
found in the ∼ 350 − 1000 eV energy range in case of 3d transition metals. The dipole
selection rules also allow for 2p → 4s excitations, though their contribution to the spectra
is insignificant and excitations to 3d states dominate the spectra.

In Fig. 3.2 as an example, we show 2p XAS spectra for several 3d transition metals.
What one can immediately notice, is that different elements have their absorption edge
at different energies, with heavy elements having it at higher energies. The reason is
that binding energy of the core electron increases with number of protons in the nucleus,
hence also more energy is needed to excite the core electron into the 3d shell. Another
observation one can make is that the edge intensity decreases along the series. This is
due to the higher filling of the 3d states with increasing the atomic number Z. Since the
intensity of isotropic XAS spectrum is directly proportional to the number of the empty
3d states, i.e. the number of 3d holes [169], which is known as charge sum rule. This is
intuitive, since the intensity should increase with more empty final states available for the
transition from the initial state. Furthermore, the spectral shape also depends on the 3d
electron count [111].

There are also some common features that all 2p core level XAS spectra in Fig. 3.2
share. For every spectrum we can notice two sets of peaks (manifolds), for instance, one
around 780 eV and another around 795 eV in case of Co. These two manifolds, split in
energy due to the 2p spin–orbit coupling, are referred to as L3 and L2 edge. One can also
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Figure 3.3: (a) Interpretation of L2,3 edge spectrum within a one-electron picture. The spectral
shape represents the unoccupied DOS. (b) The basic idea of 2p XAS. There is a ground state, which
can be degenerate, and important low excited states. Much higher in energy, there are many final
states. Dipole selection rules determine which of these states can be reached. For each of the initial
state there the set of final states that can be reached is different. Inspired by Ref. [177]

notice that the splitting between L3 and L2 edge increases along the series. This is because
the 2p spin–orbit interaction gets stronger for later transition metal atoms since it relates
directly to the nuclear charge and inversely to the orbital radii [173]. This spin–orbit
splitting is quite important when interpreting spectral shapes, as well as applying sum
rules (see Section 3.4). For the late TMs the L3 and L2 edges are well separated, so there
is not much mixing between the two, while for the early TMs the edges are very close
to each other, which results in XAS intensity of the two edges being affected by coherent
mixing between them [175]. Finally, one more common feature for all spectra in Fig. 3.2 is
that the intensity at the beginning of the spectra is smaller than at the end. This is called
the continuum edge-jump, which is due to excitations into delocalized conduction band
states [176].

In order to understand the features present in L2,3 edge XAS, let us first consider what
one should expect within the one-electron picture (or independent electron approxima-
tion). As mentioned before, in one-electron picture, which is often used to describe the
x-ray absorption process, one simply focuses on only what happens to the exited elec-
trons and neglects the influence of the remaining electrons, assuming that they do not
participate in the process. Fig. 3.3 (a) shows the DOS of an arbitrary insulator. The Fermi
level lies in 3d valence shell where states below EF are occupied and those above EF are
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empty. Fig. 3.3 (a) also shows the 2p core levels at lower energies as two delta functions,
since they are highly localized, resulting in flat bands and delta functions as DOS [177].
These two delta function are split by 2p spin–orbit coupling. In the initial 2p core state,
electron has an angular momentum l = 1 and spin s = 1/2, which results in total angular
momentum j = 1/2 and j = 3/2. So the spin–orbit coupling produces two energy states,
2p3/2 and 2p1/2. Since there are twice as many states with j = 3/2 as there are states with
j = 1/2, the 2p3/2 delta function is shown twice as large as 2p1/2. The separation between
2p3/2 and 2p1/2 states is given by 3/2ζ2p, where ζ2p is 2p spin–orbit coupling constant.
The electronic excitation from 2p3/2 is called the L3 edge, while the excitation from 2p1/2

is called the L2 edge. On the right side of Fig. 3.3 (a) the XAS spectrum expected within
the one-electron picture is shown. The spectrum represents a convolution of the occupied
2p core DOS and unoccupied 3d valence DOS. Since 2p core DOS is represented by two
delta functions, XAS spectrum consists of two unoccupied 3d DOS shifted by 3/2ζ2p. Be-
cause there are 4 states with j = 3/2 and only two with j = 1/2, the intensity at the L3

edge is twice that at L2. Hence, within the one-electron picture the line shapes of L3 and
L2 edges are equal (here we do not consider spin–orbit coupling in the 3d shell). However
if we look at spectra in Fig. 3.2 or any other XAS spectrum in this thesis, we notice that
L2 and L3 edge are typically very different, indicating that the one-electron picture is not
sufficient. Moreover, it is misleading, since it considers the spin-orbit splitting of the 2p
core shell in the initial state, although it is clear that in the initial state, the 2p shell is fully
filled with 6 electrons and therefore there is no observable effect of spin–orbit interaction
[169, 177, 178].

The reason why L2,3 XAS spectra can not be fully described within one-electron pic-
tures is that this picture ignores interactions between electrons, i.e. electron-electron
correlations, including the correlations between the 3d electrons and especially between
created 2p core hole and the 3d electrons/holes in the final state of the 2p XAS process
[177, 179, 180]. The correlation effects in atomic physics are often referred to as “mul-
tiplet effects” [173, 179]. Multiplet effects, combined with the 3d spin–orbit coupling,
completely modify the L3 and L2 edges from their one-electron interpretation [179]. As
a result, L2 and L3 edges are very different from each other. Furthermore, if multiplet
effects are of the same order of magnitude as the 2p spin–orbit coupling, they can result
in significant mixing of the L3 and L2 edges and deviation of their intensity ration from
the regular 2:1 [180]. This, in turn, also complicates the application of sum rule analysis
(see Section 3.4).

Therefore, for the proper description of the XAS process, one should argue in a “con-
figuration picture”, where the whole atomic arrangement of electrons/holes before and
after the excitation process is taken into account. In a configuration picture, an atom is
excited from a ground or initial state configuration to an excited or final state configu-
ration. For the L2,3 edge XAS, the initial state has 2p63dn electron configuration and the
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final state has 2p53dn+1, and the transitions between the configurations are described by
M ∝

〈
2p63dn

∣∣ Pq
α

∣∣2p53dn+1〉.
The final state thus has a 2p53dn+1 configuration. The 2p core hole can be in six dif-

ferent states split by 2p spin–orbit coupling into two groups of four states with j = 3/2
and two states with j = 1/2. If we consider the final state of V3+ ion with 2p53d3 config-
uration, there are also 7 holes in the 3d shell which one needs to take into account. These
7 holes can be in 10 different 3d orbitals. In total there are 6·10!

2·3! = 1814400 different final
states: 6 for the 2p hole, 10 for the first 3d hole, 9 for the second 3d hole, 8 for the third
3d hole and so on divided by 2 because electrons are equivalent. These states present
in the 2p53d3 configuration are spread out over a wide energy range due to multiplet
effects, such as the electron-electron repulsion between different 3d and 2p orbitals. In
general, the multiplet structure depends on the configuration of the element in question,
since Slater integrals which determine the strength of the electron-electron Coulomb and
exchange interactions, as well as crystal fields and spin–orbit coupling constants differ
from element to element. Nevertheless, not all of these multiplets are present in the spec-
trum, which is obvious when looking at the multiplet calculations shown, for example,
in Fig. 4.7. Indeed there are much fewer delta-peaks present in the calculated spectra and
the experimental spectrum also consists of distinct peaks with clear structure. The reason
is the dipole selection rules shown in Eq. 3.11, that restrict the number of accessible final
states.

To conclude, the basic principle of 2p XAS can be briefly summarized as illustrated in
Fig. 3.3 (b). The are different states belonging to the initial 2p63dn configuration, including
ground state (the state with lowest energy) and excited states above it, and there are many
states belonging to the final 2p53dn+1 configuration. Only a few of these final states can
be reached in the 2p → 3d XAS process due to the dipole selection rules. Hence, XAS
is sensitive to the ground state electronic structure [181], and even the ground state spin
configuration [182]. Indeed, small changes in the initial state, for example some shifts in
energy of the states caused by applied magnetic or exchange field, can result in significant
changes in the absorption spectrum, since a different set of final states can be reached for
each initial state [177]. Therefore 2p XAS is very sensitive to small changes in the ground
state.

3.1.2 X-ray magnetic circular dichroism

A difference in absorption of left- and right-circularly polarized x-rays is called circular
dichroism. This effect occurs when the inversion or the time-reversal symmetry of the
material is broken. In the former case, the effect is called x-ray natural circular dichroism
and in the latter case it is known as x-ray magnetic circular dichroism (XMCD). Here, we
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Figure 3.4: (a) Experimental setup for XMCD measurements. (b) Schematic representation of the
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and red arrows, respectively. Adapted from Ref. [111].

will focus on discussion of only XMCD, as it is one of the main spectroscopic method
employed in this thesis.

As we already mentioned, XMCD originates from the time-reversal symmetry break-
ing, for example in a material with spontaneous magnetization like a ferromagnet or in
a paramagnetic system with applied external magnetic field, see Fig. 3.4 (a). XMCD is a
parity even and time odd effect, which means that it reverses also when the magnetiza-
tion is inversed. This fact is of great practical importance, as we will see later. XMCD has
been theoretically predicted in 1975 by Erskine and Stern for the M2,3 edges of Nickel by
expanding consideration from the magneto-optical effects to the x-ray region [183] and
was first observed in 1987 by Schütz et al. at the K edge of Fe [184]. Indeed, XMCD re-
sembles the magneto-optical effects in the visible light region, such as the Faraday effect,
with the difference that XMCD arises from the excitation of a core electron instead of a



3.1. Core level spectroscopy 43

valence electron [111].
In practice, the XMCD spectrum is obtained as the difference between the two XAS

spectra with the incident x-rays helicity vector parallel and antiparallel to the magneti-
zation direction of a material, i.e. difference between XAS spectra measured with left-
(q = −1) and right- (q = +1) circularly polarized light, see Fig. 3.4 (a). The line shape
of the XMCD spectrum reflects the magnetic ground-state properties of the system un-
der investigation. Its analysis by means of magnetic sum rules (see Section 3.4) or MLFT
calculations (see Section 3.5) yields valuable quantitative information on element- and or-
bital specific magnetic moments. Therefore, XMCD is a powerful tool to investigate the
magnetic properties of materials, such as magnetic topological insulators studied in this
work.

The two-step model

In the simple one-electron picture, the basic idea of the XMCD effect can be explained by
a two-step model first introduced by Störn [185]. The first step describes the excitation
of a spin polarized electron from a core shell by circularly polarized x-rays, while in the
second step the excited electron has to find its place in the partially filled valence shell,
which essentially acts as a “spin detector” for this electron [111, 169, 178, 186]. In the
following, we discuss these two steps in more detail.

Let us consider the 2p → 3d XAS process in a magnetic material with the quantiza-
tion axis defined along the magnetization M or the external magnetic field B direction,
as illustrated in the Fig. 3.4 (b). We consider the magnetization direction fixed along the
propagation direction of the incoming x-rays, say along the z-axis of our coordinate sys-
tem (or c-axis of the sample). The first question to address is how a spin polarized electron
is created in the first step of the two-step model. The 2p core state is split into the 2p3/2

(L3 edge) and 2p1/2 (L2 edge) levels, which have opposite spin–orbit coupling (l + s and
l − s). Right- (helicity q = +1) or left- (q = −1) circularly polarized photons transfer
their angular momentum qh̄ to the excited 2p electron. The photon’s angular momentum
can be (partially) transferred to the spin angular momentum of the electron through the
2p spin–orbit coupling (Fano effect [187]) resulting in spin polarized electrons. Due to
opposite spin–orbit coupling of the 2p3/2 and 2p1/2, the spin polarization will be oppo-
site at the L3 and L2 edge. As depicted in Fig. 3.4 (b), from the 2p3/2 level x-rays with
right circular polarization excite 62.5% spin-up electrons and 37.5% spin-down electrons,
while the 2p1/2 level gives 25% spin-up and 75% spin-down electrons. Left-circularly po-
larized x-rays do the opposite at both edges. The core shell can therefore be viewed as an
atom-specific, localized “source” of spin-polarized electrons.

The above preferences in spin polarization of the electron for the left- and right-
circularly polarized x-rays do not automatically lead to XMCD. The XMCD appears if
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there is an imbalance for the spin-up and spin-down electrons (or equivalently holes) in
the 3d valence shell, which is the case of the magnetized sample. In Fig. 3.4 (b) for clarity
we visualized this imbalance using the Stoner band picture, where 3d DOS is exchange
split at the Fermi level with an unequal number of available spin-up and spin-down
holes. Note that the minority electron (majority hole) spin direction is the same as that of
the sample magnetization M. Instead, one can also use atomic model with 3d states split
by Zeeman term, depending on the system under investigation. Thus, in the second step
of the model the exited spin-polarized electrons have to find a place in the partially filled
3d valence shell, and this exchange-split valence shell can be seen as a sensitive “spin
detector” for the spins of excited electrons. The quantization axis of the “spin detector”
is given by the magnetization direction which for maximum XMCD should be aligned
parallel to the propagation direction of x-rays (M ∥ k), since the XMCD magnitude de-
pends on the cosine of the angle between the two axes. Similarly, if there is spin–orbit
coupling in the valence shell, it can act as an “orbital momentum detector” when there
is an imbalance of states with different magnetic quantum numbers m′

l, since according
to dipole selection rules (see Eq. 3.11), only transitions with ∆ml = ±1 are allowed for
circularly polarized x-rays.

Since for the case presented in Fig. 3.4 (b) the occupancy of spin–down states is larger
than that of the spin-up states and the spin is conserved (∆ms = 0 selection rule), the
electrons excited from 2p3/2 (2p1/2) with right-circularly polarized x-rays probe mostly
the spin-up (spin-down) DOS above the Fermi level. Hence, the absorption of right-
circularly polarized x-rays is enhanced at the L3 edge and reduced at the L2 edge with
respect to the exchange-split 3d states. The opposite is valid for left-circularly polarized
light. This difference in the absorption IXMCD(E) = Ileft(E)− Iright(E) defines the XMCD.

One-electron transition probabilities

For a more accurate and quantitative description of the XMCD effect we now use the
atomic one-electron model and calculate the individual transition intensities 2pj=1/2,3/2 →
3d invoking the dipole selection rules as given in Eq. 3.11 as well as the Fermi’s golden
rule for XAS given in Eq. 3.8 with substitution of the matrix element in the form given
by Eq. 3.10. Most elegantly this can be done using Wigner’s 3j symbols [173]. Since the
dipole operator does not act on spin (i.e. ∆ms = 0), the matrix element can be written with
regard to only l and ml. According to the dipole selection rules for circularly polarized x-
rays the transitions occur from 2p states |l, ml⟩ into the 3d states

∣∣l′ = l + 1, m′
l = ml ± 1

〉
.

Hence, using the Wigner’s 3j symbols and considering only the angular part (see Eq. 3.10),
the relevant expression for the possible transition matrix elements are given by

〈
l′, m′

l
∣∣C(1)

±1 |l, ml⟩ = −

√
(l ± ml + 2)(l ± ml + 1)

2(2l + 3)(2l + 1)
. (3.12)
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Next we have to include the spin–orbit coupling of the core level. We need to couple the
orbital and spin components of the core level to the total angular momentum components
mj of the spin–orbit split levels j = l ± s. This can be done using the Clebsch-Gordan
coefficients

∣∣j, mj
〉
= ∑

ml ,ms

Cj,mj|l,ml ,s,ms |l, ml, s, ms⟩ (3.13)

Clebsch-Gordan coefficients can also be described in terms of Wigner’s 3j symbols [111].
In order to get the relative intensity contribution, every transition matrix element from
a |l, ml⟩ state must be weighted by its Clebsch-Gordan coefficient and then squared (ac-
cording to Eq. 3.8 or Eq. 3.3)

I±1
l,ml

∝ |Cj,mj|l,ml ,s,ms

〈
l′, m′

l
∣∣C(1)

±1 |l, ml⟩ |2. (3.14)

Using the Wigner’s 3j symbols this expression can be conveniently written in the follow-
ing form [111]

∑
ml ,mj

(2j + 1)

 l′ 1 l

−m′
l q ml

2  l s j

ml ms −mj

2

, (3.15)

where the first 3j-symbol gives the probability |l, ml⟩ →
∣∣l′, m′

l
〉

and is nonzero for ml =

m′
l − q. The second 3j-symbol gives the core spin–orbit coupling and is nonzero for mj =

ml + ms [111]. For clarity, in Eq. 3.15 we assume that the 3d states are diagonal in
∣∣l′, m′

l
〉
,

without cross terms, calculation of which is required when the m′
l levels are mixed by

crystal field interaction [111].
Fig. 3.4 (c) shows all possible 2p → 3d transitions, where the transition probabilities

for linear z-polarized (q = 0), left-circularly (q = −1) and right-circularly (q = +1) polar-
ized x-rays are given by the displayed integer multiplied by 1/90. For example, accord-
ing to Eq. 3.15 the dipole transition from the core 2p level

∣∣l = 1, ml = −1, mj = −3/2
〉

to
the lowest 3d level

∣∣l′ = 2, m′
l = −2, m′

s = −1/2
〉

with left-circularly polarized light has
nonzero transition probability 1/5. By summing over m′

l we obtain the spin polarization
due to the core spin–orbit interaction (i.e., Fano effect), which was used in the first step of
the two-step model in Fig. 3.4 (b). For example, for spin up electrons excited from the L3

edge, I− : I0 : I+ = 3 : 4 : 5, and from the L2 edge, I− : I0 : I+ = 3 : 2 : 1. Within the
configuration picture we will be dealing with entangled wave functions in intermediate
coupling, with a complexity that demands numerical calculations [111].

Finally, using Eq. 3.12 one can show that for XMCD measurements a change in the
photon helicity relative to the fixed magnetization direction is equivalent to a change of
magnetization direction relative to the fixed photon helicity. This observation has a prac-
tical importance, because the change of polarization requires a change in the optical path
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of the x-rays through the monochromator, which can result in energy shifts complicating
the analysis of experimental data. We will discuss the analysis of XAS and XMCD data in
more detail in Section 3.3.

3.1.3 X-ray Photoemission Spectroscopy

Since in Chapter 6 we discuss the electronic and band structure of Eu-doped Bi2Te3 topo-
logical insulator studied with photoemission—in particular with angle-resolved photoe-
mission (ARPES)—it could be both essential and helpful for the general reader to make
a brief introduction to the method. In this section, the most relevant basic principles of
photoemission are introduced with focus on the applications within this thesis and based
on several reviews and textbooks to which the interested reader is referred for further
details [188–191].

Photoelectron spectroscopy (PES), also known as photoemission spectroscopy, is one
of the most powerful and widely used analytical techniques in solid state physics, al-
lowing insight into the electronic structure of materials. Its basic principle relies on the
measurement of the kinetic energy of electrons which are emitted from a material via the
photoelectric effect, i.e., the emission of electrons upon irradiation of a solid with light,
which was discovered by Hertz in 1887 [192]. The microscopic mechanism of this ef-
fect was later explained by Einstein in 1905 [193], when he introduced the concept of a
quantum of light — the photon. Beginning in the 1950’s, Siegbahn established x-ray pho-
toemission spectroscopy as a routine experimental technique by developing instruments
and methods to analyze the binding energies of electrons in a material [194]. In the 1970’s
angle-resolved photoemission spectroscopy (ARPES) using ultraviolet light was devel-
oped to study the band dispersions of valence states in crystalline solids by measuring
the photoelectron intensity as function of energy and angle [190]. To date, the design and
development of novel photoelectron spectroscopy techniques is ongoing and comprises
hard x-ray PES, spin-resolved PES, two-photon absorption, time-resolved PES and many
other applications.

Instrumentation and basic principle

Photoemission is a photon-in electron-out process. This process can be described with
the one-step model: The incoming photon excites an electron from its initial state (a core
level or a valence Bloch state), into a final state. For the simplicity, the photoemission
process is often divided into three independent and sequential steps within the so-called
three-step model: (i) excitation of the photoelectron inside the solid, (ii) propagation of
the photoelectron to the sample surface, (iii) escape of the photoelectron into the vacuum.
Assuming this model, the probability to measure a photoelectron with kinetic energy Ekin

using photons with energy hν is proportional to the product of the probabilities of the



3.1. Core level spectroscopy 47

Figure 3.5: (a) Schematic diagram of ARPES experiment. A flux of photon with energy hν shines
on the sample. The outgoing photoelectron with kinetic energy Ekin escaping at the polar and
azimuthal angles θ and ϕ are detected by the electron analyzer. (b) Correspondence between the
electronic structure of a sample and the recorded photoemission spectra. (c) Schematic represen-
tation of the momentum conservation of electrons. In the photoemission process, the momentum
parallel to the surface is conserved (ki,∥ = k f ,∥). By contrast, the momentum in the direction per-
pendicular to the surface is not conserved, ki,⊥ ̸= k f ,⊥ (adopted from Ref. [191]).

three sequential steps. The most basic principles of PES can be understood even without
going into the details of each step [188], just by evoking simple arguments of energy and
momentum conservation. A typical photoemission setup is sketched in Fig 3.5 (a). A
sample is placed under ultrahigh vacuum next to an electron analyser. A monochroma-
tized photon beam impinges on the sample and excites electrons. At high enough photon
energy the ejected electrons can escape the sample. These emitted electrons, known as
photoelectrons, are then detected by a hemispherical analyzer. PES measures the result-
ing photocurrent as a function of the kinetic energy and the emission angle. The energy
and momentum of the electrons inside the sample are directly connected to those of the
photoelectrons by the conservation of energy and momentum parallel to the sample sur-
face. As sketched in the energy diagram depicted in Fig 3.5 (b) the kinetic energy Ekin of
the photoelectron in vacuum is connected to the binding energy EB of the electrons in the
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solid and the energy hν of the incident photons by

Ekin = hν − EB − Φ, (3.16)

where Φ denotes the work function, which is a measure of the potential barrier at the
surface preventing the valence electrons from escaping, Ekin is the kinetic energy of a
photoelectron and hν is the photon energy. Fig 3.5 (b) also illustrates how the electronic
structure of the solid translates into the experimentally measured spectra in the indepen-
dent electron approximation. In the spectra the core-level electrons appear as broadened
peaks centered around the respective binding energies. The broadening usually can be
described by a Voigt profile, i.e., a convolution of a Lorentzian resolution (caused by the
finite lifetime of the core hole) and a Gaussian (the instrumental) resolution. In reality,
more complex line shapes result from interactions between the core hole and the remain-
ing electrons. From the shape and the intensity of the core level lines one can study the
elemental composition as well as the chemical structure of the sample.

The valence electrons form bands and appear in spectra as broad features near the
Fermi level, which essentially reflect the density of states (in the independent electron
approximation). Probing the electron emission angle dependence in valence band pho-
toemission, the angle (momentum)-resolved electronic band structure E(k) can be in-
vestigated, which is the main principle of angle-resolved photoemission spectroscopy
(ARPES). For that, PES spectra are measured for a series of emission angles θ, which can
be realized by tilting the sample surface with respect to the analyzer, see Fig 3.5 (a). Such
measurements rely on the fact the photoelectron momentum is conserved in the mea-
surement process, as sketched in Fig 3.5 (c). The photoelectron momentum in vacuum is
determined from the kinetic energy Ekin of the photoelectron

|p| = h̄|k f | =
√

2mEkin. (3.17)

It can be separated into a component oriented parallel to the sample surface p∥ = h̄k f ,∥
and a component perpendicular to the sample surface p⊥ = h̄k f ,⊥

h̄k f ,∥ =
√

2mEkin sin θ and h̄k f ,⊥ =
√

2mEkin cos θ, (3.18)

where m is the free electron mass and θ is the electron emission angle with respect to the
sample surface normal. Within the solid the excited photoelectron has the quasimomen-
tum (or crystal momentum) pi = h̄ki. Then, exploiting the quasimomentum conservation
in a periodic crystal lattice, one can write

k f = ki + G + kph, (3.19)
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where G is a reciprocal lattice vector and kph is the incident photon momentum, which
can be neglected at low photon energies since it is much smaller than the size of the Bril-
louin zone. As the symmetry of the crystal lattice is broken perpendicular to the surface,
quasimomentum conservation holds for the electron momentum parallel to the surface
and does not apply for the momentum component oriented perpendicular

k f ,∥ =
1
h̄

√
2mEkin sin θ = ki,∥ + G∥ + kph,∥. (3.20)

In order to determine ki,⊥, which is not conserved (ki,⊥ ̸= k f ,⊥), one can model the surface
as a potential step of size V0 which the electron has to overcome [190]. Employing a free
electron approximation for the photoelectron final states, ki,⊥ is given by

ki,⊥ =
1
h̄

√
2m(Ekin cos2 θ + V0). (3.21)

V0, often referred to as inner potential, is typically treated as an empirical parameter
which is adapted to the experimental spectra. Note that for angle-integrated measure-
ments or in the case of one- or two-dimensional systems the determination of ki,⊥ be-
comes irrelevant. Using Eq. 3.16, Eq. 3.20 and Eq. 3.21, the energy-momentum relations
of electronic excitations can be inferred from the angle- or momentum-resolved energy
distribution curves of a PES experiment. Therefore, photon-energy-dependent ARPES
measurements are an effective way to probe the electronic structure in the 3D Brillouin
zone. This capability is crucial for studying topological materials [191].

Probing Depth

An important parameter of ARPES is the incident photon energy. In the past years, the
energy range of photons has greatly expanded due to the development of laser and syn-
chrotron light sources. At present, the incident light used varies from vacuum ultraviolet
(VUV) to soft and even hard x-rays. Among these, the most commonly used is VUV
light. The universal curve of the inelastic mean free path (IMFP) of a photoelectron as a
function of its kinetic energy [195] in Fig. 3.6 (a) shows that for incident photon energies
above 20 eV in the VUV region, the IMFP is short (< 0.6 nm), which means that ARPES
is an extremely surface-sensitive technique, and a ARPES signal is mostly representative
of only the topmost surface layer of a sample. On the one hand, this surface sensitivity
is an advantage when the aim is to probe surface states, such as those in topological in-
sulators and Weyl semimetals. However, it requires ARPES experiments to be performed
on atomically clean and well-ordered flat surfaces. To obtain a clean surface and to avoid
surface contamination, samples are usually cleaved in situ and measured in ultrahigh
vacuum (UHV) chambers, but even then, a freshly cleaved surface has a finite measure-
ment lifetime. To obtain more bulk sensitive spectra the universal curve suggests either
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Figure 3.6: (a) The universal curve of the inelastic mean free path of photoelectrons as a function
of kinetic energy (bottom axis) and incident photon energy (top axis; calculated on the assumption
that materials have a typical work function of 4 eV and electrons are located at the Fermi level).
Coloured regions correspond to the typical photon energy ranges of VUV and soft x-ray light
(adopted from Ref. [191]). (b) Photoexcitation channels in resonant photoemission measurements
at the L2,3 absorption edge. The left panel shows direct photoemission from the 3d states. The
right panel shows the two step process of absorption followed by an Auger decay. Note that for
both processes the final state is identical.

to decrease or increase the energy of photoelectrons. The former can be achieved by us-
ing laser light excitation, however, the universality of IMFP for low energies is still under
debate and a strong impact of the final state dispersion in this energy range complicates
this approach. Another option is to employed the hard x-ray regime to increase the PES
probing depth.

Resonant Photoemission Spectroscopy

Now, after we have discussed the basic aspets of PES, in particular ARPES, it is time
to briefly introduce another special technique called resonant PES (ResPES), which we
also employed in Chapters 5 and 6. ResPES allows for a selective enhancement of the
photoemission signal from specific orbitals by tuning the photon energy to an appropriate
absorption threshold, for example 2p → 3d x-ray absorption threshold, i.e. L2,3 edges.
These kind of measurements are possible due to the availability of light sources with
tunable photon energies over a wide spectral range at synchrotron radiation facilities
discussed in section 3.2.1.

In the ResPES, additionally to the direct photoemission process, when the 3d electrons
are excited by the photon beam and escape the solid as photoelectrons (see Fig. 3.6 (b)),
another Auger-like channel: 2p core electron might be excited to a 3d level, the excited
state may subsequently decay to the ground state by direct recombination which is ac-
companied by the emission of an Auger electron. It should be noted that the final states
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of both channels are identical and the escaping electrons also have the same kinetic energy

2p63dn → 2p63dn−1 + e− (direct PES),

2p63dn → 2p53dn+1 → 2p63dn−1 + e− (Auger decay),

where e− denotes the ejected photoelectron. The probability amplitudes of both channels
interfere quantum-mechanically (constructively or destructively) and depending on the
exact photon energy can give rise to an enhanced 3d spectral weight. If the photon en-
ergy is increased above the absorption threshold, the coherence in the intermediate state
2p53dn+1 is lost and the final states of the two channels differ. Thereby, the Auger de-
cay becomes incoherent and does no longer interfere with the direct PES channel [196].
In general, the resonant photoemission intensity in second-order perturbation theory is
given by the following expression

w = 2π ∑
f

∣∣∣∣ ⟨ f | HR |i⟩+ ∑
m

⟨ f | HA |m⟩ ⟨m| HR |i⟩
Ei − Em + iΓm/2

∣∣∣∣2δ(E f − Ei), (3.22)

where |i⟩, | f ⟩ and |m⟩ are the initial, the final and the intermediate state, Γm is the life-time
width of the core-exited state. HR and HA denote the radiative (photoabsorption) and
Coulomb (Auger) contributions to the interaction, respectively. The first term in Eq. 3.22
represents the direct photoemission process, whereas the second term accounts for the
Auger decay channel [197]. Evaluating the squared sum yields a mixed term between the
two channels inducing the interference. It can be seen that the resonant behavior arises
when the denominator of the second term tends to zero, which occurs when Ei = hν + Eg

(Eg is the energy of ground state) is equal to the Em, in other words when the energy of
the incident photon is equal to the difference in the energy between the intermediate and
ground states, hν = Em − Eg.

How effectively the resonant enhancement indeed works can be judged, for exam-
ple, from the comparison of angle-integrated on- and off-resonance spectra of V L2,3 in
Fig. 5.11. Thus, one can analyze the partial density of states employing ResPES and se-
lecting appropriate absorption edges.

3.2 Experimental aspects of XAS and XMCD measurements

Now, after we have discussed the theoretical aspects of x-ray absorption spectroscopy
(XAS) and x-ray magnetic circular dichroism (XMCD), it is time to briefly review the ex-
perimental requirements for measuring XAS and XMCD spectra. Conceptually, x-ray ab-
sorption spectroscopy is a photon-in photon-out process and it can be described in three
steps: (i) irradiation of a sample with photons, (ii) interaction of photons with matter, and
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Figure 3.7: (a) The historical development of the brilliance of the available x-ray sources (adopted
from Ref. [198]). (b) Schematic setup of a synchrotron radiation source with a listing of the main
components: electron gun, linear accelareator (LINAC), booster ring, storage ring with bending
magnets and other insertion devices, and the beamline including the optics and the experimental
hutch. Electron trajectory and emission profile for (c) a bending magnet and (d) an insertion device
(adopted from Ref. [199]).

finally (iii) collection of the emitted photons and analysis of their properties. The basic
setup for these three steps is relatively simple and requires just three main components,
namely a photon source, a sample, and a detector. Nevertheless, in the real experiment
performing the aforementioned steps is a highly non-trivial task, and the listed setup
components in reality constitute very complex devices, which have been in constant de-
velopments during the past decades.

The present section is meant to provide a brief description of the appropriate light
source required for XAS and XMCD experiments, namely a synchrotron radiation source.
After that we will give a more detailed description of the XMCD beamlines used for
the investigations presented in this thesis: BOREAS beamline at the ALBA synchrotron
radiation facility (Barcelona, Spain), UE46 PGM-1 beamline at BESSY II (Berlin, Germany)
and I10 beamline at Diamond (Didcot, UK). Finally, we will discuss the common detection
modes for XAS, namely transmission, electron yield and fluorescence yield modes.

3.2.1 Synchrotron radiation

The measurement of x-ray absorption spectra requires a source of high-intensity x-ray
beams with tunable photon energy. In the case of L2,3 edges of transition metals and M4,5

edges of rare-earth elements the required spectrum ranges from about 400 to 1500 eV.
Additionally, x-ray magnetic circular dichroism experiments require circularly polarized
light with a high degree of polarization. These can only be achieved by the use of a syn-
chrotron light source and is not feasible using a standard laboratory x-ray tube sources.
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Several aspects of an x-ray source determine the quality of the x-ray beam it produces
and these aspects can be combined into a single quantity, so called brilliance [170, 174].
The term “brilliance” collectively describes the spatial and spectral distribution of the
photon flux and it is often used to compare different x-ray sources. Fig. 3.7 (a) shows
such comparison of various x-ray sources, including laboratory sources (sealed tube, ro-
tating anode) and the devices employed at synchrotrons (bending magnet, wigglers and
undulators). Typically, the maximum brilliance from third generation undulators is about
10 orders of magnitude higher than from a rotating anode.

The fundamental parts of a typical modern synchrotron radiation source are sketched
in Fig. 3.7 (b). To achieve the necessary high energies, the electrons must be accelerated
in steps. First, electrons emitted from an electron gun are pre-accelerated in a linear ac-
celerator (LINAC) to about 100 MeV. Then they are inserted in a booster ring, where they
are further accelerated until they reach a kinetic energy typically of a few GeVs. Next,
the relativistic electrons are injected periodically into a storage ring, which consists of
arced and straight sections, as seen in Fig 3.7 (b). In the storage ring the huge numbers
of electrons are accelerated using radio-frequency cavities and are kept in a stable orbit
using various dipole and quadrupole magnets. Synchrotron radiation is emitted when a
relativistic electron beam is deflected in arrays of dipole bending magnets (see Fig 3.7 (c))
placed at the arcs. These deflected relativistic electrons emit highly collimated light with
an angular spread θ ∼ 1/γ around the motion direction (tangential to their orbit in the
storage ring), where Lorentz factor γ = Ee/mc2 is the electron energy in units of the rest
mass energy, which is typically around 10−4, or ∼ 0.1 mrad.

In the modern (third-generation) synchrotrons there are periodic assemblies of mag-
nets, called insertion devices (see Fig 3.7 (d)), that are placed in the straight sections of
the storage ring. The insertion devices consist of arrays of dipole magnets that produce
magnetic fields with alternating directions and force the electrons to follow an oscilla-
tory path. Common insertion devices can be classified into two classes: a wiggler and an
undulator. A wiggler can be considered as a series of bending magnets as the electron
gets deflected similarly at each turn. In such a way, the intensity of generated radiation
relative to a bending magnet is enhanced by a factor of 2N, where N is the number of elec-
tron oscillation periods. In an undulator the electrons follow a less modulated path, such
that the radiation from each oscillation period can overlap and constructively interfere,
boosting the intensity further by a factor of N2. Moreover, the use of undulators allows
for excellent polarization tunability of the emitted x-rays by changing the lateral shift of
different magnetic rails placed next to each other, such that shift of 0◦ gives linear polar-
ization and 90◦ gives circular polarization. In order to tune the energy of emitted x-rays
to the range of interest in an experiment, for example V or Cr L2,3 edges, the amplitude
of the electrons oscillation is modified by changing the gap between the magnetic dipole
arrays [170, 198, 200].
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Figure 3.8: (a) Overview of beamline UE46 PGM-1 with the two endstations. (b) View of the High-
Field Diffractometer and (c) experimental geometry of the UHV-chamber.

The radiation generated by the bending magnets or insertion devices further trans-
ported by specially designed front ends and beamlines to the experimental hatch in the
experimental hall, where one conducts experiments. These beamlines have very different
properties depending on the scientific questions to be studied. However, in most cases
the front end of a beamline consists of several optical components for collimating and
focusing the x-ray, including mirrors and a monochromator. Monochromator selects the
desired wavelength of x-rays from the polychromatic beam. In the case of hard x-rays,
the monochromator is based on crystal optics. The incoming beam is diffracted on a crys-
tal and the wavelength of the diffracted beam is given by Bragg’s law nλ = 2d sin(θ).
The energy of the x-ray beam can be varied by changing the angle θ between the beam
propagation and the crystal surface. In the case of soft x-rays the wavelengths are much
larger and crystals with large d-spacing are required. Therefore, for the soft x-rays artifi-
cial gratings are used instead of crystals [174].

Although various beamlines and experimental setups may share some similarities in
their design and key components, they usually differ substantially in technical details
depending on the scientific questions to be studied. In the present work, we mainly per-
formed XAS and XMCD experiments on the diluted magnetic compounds in the soft
x-ray region. Therefore, in the following subsection, as an example, we give a brief intro-
duction to a design of the beamlines and end stations designed for such experiments.

3.2.2 Bessy UE46 PGM-1 beamline

Some of the XAS and XMCD measurements presented in this thesis (Chapters 5 and 7)
were performed at the High-field Diffractometer of UE46 PGM-1 beamline (see Fig. 3.8)
at BESSY II synchrotron facility located in Berlin, Germany. The beamline is equipped
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with a plane grating monochromator with 1200 mm−1 grid and an APPLE2-type elliptical
undulator with a tunable polarization. The combination delivers a resolving power R =

E/∆E of about 104 at photon energies ranging from 120 to 2000 eV.
The high-field diffractometer, used in this work, is one of the two stationary end sta-

tions available at the beamline (see Fig. 3.8 (a,b)). It is designed for XAS/XMCD and res-
onant soft x-ray scattering experiments in magnetic fields up to 7 Tesla at temperatures
down to 4 K. The unique feature of the diffractometer is a superconducting magnet that
can be rotated in vacuum independently from the sample, see Fig. 3.8 (c), which makes it
perfectly suited for XMCD and XMLD experiments in various geometries [201].

The three-stage load lock system enables a fast and convenient transfer of the sam-
ples into a sample holder, directly attached to the cold finger of a liquid He flow cryostat,
which provides temperatures down to 4 K. The end station operates under UHV condi-
tions with typical base pressure in the load lock better then 2 · 10−9 mbar and the pressure
in the measurement chamber down to 5 · 10−11 mbar. The last stage of the load-lock sys-
tem can also be used as a preparation chamber for sample cleaving, annealing, or for a
connection of a mobile vacuum suitcase.

The spectra are typically measured in total electron yield (TEY) mode, using the sam-
ple drain current normalized by the incoming photon intensity. The continuous-mode
scans allow for absorption spectra with a very high signal-to-noise ratios (∼ 104) to be
recorded just under 10 minutes or even less, depending on the absorption edge of interest.
The XMCD spectra are then obtained by properly subtracting absorption data measured
with left and right circular polarization.

3.2.3 ALBA BOREAS beamline

BOREAS (Beamline fOr REsonant Absorption and Scattering experiments) is a soft x-
ray beamline dedicated to the study of the magnetic properties of materials by means of
the techniques based on the dichroism in the absorption (XMCD and XMLD) or on the
resonant scattering of x-rays. Like a Bessy UE46 PGM-1 beamline, it consists of two end
stations.

BOREAS is based on a grating monochromator and covers a very extended photon
energy range, from 80 eV to above 4000 eV, with high flux (1012 photons/s within 150–
1000 eV range) and resolving power (E/∆E > 10000 for 80–1500 eV), together with full
control of the x-ray beam polarization [204]. The degree of circular polarization is above
99.6% at all energies up to 1050 eV, which fully covers V, Cr and Mn L2,3 absorption edges
studied in this thesis. An x-ray absorption spectrum can be acquired routinely in 2–3
min with high accuracy and reproducibility (typically 100–200 eV wide with energy step
smaller that 0.05 eV). The beam size at sample can be adjusted from about 100 × 100 um
to 1 × 1 mm owing to vertical and horizontal refocusing mirror system.
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Figure 3.9: (a) Layout of the BOREAS beamline at the ALBA synchrotron light source facility.
The blue line shows the beampath from the undulator via the optical components of the sample
stage. (b) Photograph of the HECTOR end station. The layout and the photograph is adopted
from Ref. [202]. (c) Experimental setup of the HECTOR UHV-chamber (adopted from Ref. [203]).

The optical layout of BOREAS is shown in Fig. 3.9 (a). It includes a white-beam section
with a plane and toroidal mirror, a monochromator section with two spherical mirrors,
three plane gratings, and an entrance and an exit slit.

The measurements presented in Chapters 4, 5 and 7 were conducted at the HECTOR
(High fiEld veCTOR magnet) endstation shown in Fig. 3.9 (b). The end station operates
under UHV conditions with a base pressure better than 10−10 mbar. The samples are
mounted on a sample holder attached to the cold finger of a variable temperature cryo-
stat (2–350 K). The sample insert is electrically insulated in order to perform drain current
measurements, see Fig. 3.9 (c). The magnet consists of a set of three orthogonal super-
conducting split-coils allowing maximum fields of up to 6 T in the horizontal plane along
the beam direction and 2 T in the horizontal and vertical plane perpendicular to the x-ray
beam.

3.2.4 Diamond I10 BLADE beamline

The data presented in Chapter 6 was measured at the High Field Magnet end station at
I10 BLADE (Beamline for Advanced Dichroism Experiments) beamline of Diamond Light
Source [205]. BLADE delivers asoft x-ray beam in the energy range from 400 to 2000 eV.
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Two APPLE II undulators produce photons with linear or circular polarisation. A high
energy resolution E/∆E > 7000 is achieved using a plane grating monochromator.

The High Field Magnet end station operates under UHV conditions and equipped
with a superconducting split-pair coil with a uni-axial magnetic field of 14 T along the
incident beam direction. The sample can be cooled by variable temperature inserts down
to 3 K.

3.2.5 Detection methods

In order to utilize the features of XAS, it is necessary to measure the photon energy-
dependent absorption coefficient µ(E). There are various possibilities of doing so (see
Fig 3.10) and depending on the measurement conditions and especially on the samples
themselves, some of them may be more suitable than others.

According to the Eq. 3.1, the most obvious and direct way to determine µ(E) is to
measure the transmitted x-rays intensity and relate it to the intensity of the incoming
light for varying energies. This measurement mode is referred to as transmission mode
and it is schematically sketched in Fig. 3.10 (a). The major advantage of transmission
mode is that only it allows to measure the absolute absorption cross sections (see Eq. 3.7).
Moreover transmission experiments are not exclusively sensitive to the surface only, but
probe the entire sample, and there can be no effects due to yield variation [174, 206]. XAS
experiments in transmission mode are standard for hard x-rays [174]. However, this mea-
surement mode imposes serious technological challenges for most materials in the soft
x-ray regime because of the stronger absorption of soft x-rays by matter [206], i.e. due
to the short penetration length λx = 1/µ of soft x-rays of the order of ∼ 100 nm, which
requires very thin samples. Moreover, the samples for transmission measurements need
to be spatially homogeneous to avoid non-linear effects [206]. Usually no one works with
free standing samples thinner than ∼ 1 micron. The thin films investigated here are thin-
ner than 100 nm, but they are deposited on thick substrates, making the measurements in
transmission mode not possible.

Alternatively, the absorption coefficient µ(E) can be determined using yield tech-
niques, which take advantage of what occurs after an x-ray is absorbed, i.e. of secondary
effects. When the core electron is excited by an absorbed x-ray photon into a valence shell
leaving behind a core hole, the system is left in a highly exited state. The created core hole
is unstable and it decays after certain lifetime (of the order of ∼ 10−15 s). The two dom-
inant decay processes involve the emission of either a photon (radiative process) or an
Auger electron (nonradiative process) which leave the atom in addition to direct photo-
electron produced by continuum absorption. These two decay processes are competitive
and strongly depend on the core-hole shell and the atomic number Z [208]. The detection
of the emitted photons and electrons as a measure of the absorption coefficient is called
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Figure 3.10: (a) Common detection modes for XAS that are described in the text. With the trans-
mission detection one measures µ(E) by relating the intensity of photons that pass through the
sample to the intensity of the incoming photons. In the electron yield modes (TEY and PEY) pri-
mary Auger or secondary electrons are detected. In the fluorescence yield modes (TFY, PFY and
IPFY) emitted photons are detected. Adopted from Ref. [207]. (b) Qualitative description of the
TEY detection mode. The length scales involved in the TEY detection are illustrated: electron
escape (or sampling) depth λe, x-ray penetration length λx(E) = 1/µ(E) (also called the x-ray at-
tenuation length) and x-ray penetration depth λx cos θ, where θ is the x-ray incidence angle from the
surface normal.

the fluorescence yield (FY) and electron yield mode. In the present thesis we employed
both detection modes. Therefore, we discuss them in more details.

Electron yield

In general, any process which is a true measure of the number of created in the absorption
process core holes can be used for quantification of x-ray absorption spectroscopy, as the
x-ray absorption cross section of an atom is proportional to the number of core holes
[169, 209]. In the Auger decay process, the core hole created during the absorption is filled
by an electron from a higher shell which is accompanied by the emission of a third (Auger)
electron, see Fig. 3.10 (b). The energy of the emitted Auger electron is independent of
the energy of the incoming photon. It will have a kinetic energy dependent on which
levels are involved in the decay process [208]. Therefore, the number of emitted Auger
electrons is proportional to the number of created core holes and simply by detecting
these Auger electrons as the incident x-ray energy is scanned one can obtain an XAS
spectrum. From the universal curve shown in Fig. 3.6 (a) one can find that, for instance,
500 eV Auger electron has the mean free path of ∼ 10 − 20 Å, which is much shorter than
the x-ray penetration length (λx in Fig. 3.10 (b)) into the sample. So the Auger electrons
deliver information from the topmost ∼ 10 − 20 Å, which makes the electron yield a
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very surface sensitive method. Note that Auger electrons can be directly detected as they
are emitted from the sample surface (after overcoming the work function), by using a
channeltron electron multiplier [111]. In this way, when emitted electrons of a particular
kinetic energy are selected, detection method is called partial electron yield (PEY) or,
alternatively, Auger electron yield (AEY).

Additionally, the scattering of the primary Auger electron in the sample produces sec-
ondary electrons resulting in a cascading electron avalanche, as depicted in Fig. 3.10 (b).
When all electrons, including primary photoelectrons, Auger and secondary electrons
escaping from the sample surface are collected regardless of their energy, the detection
method is known as total electron yield (TEY). Often TEY is conveniently obtained by
measuring the electric current draining from the sample to the electrical ground by means
of a picoammeter, as sketched in Fig. 3.10 (a). Primary electrons contribute the least to the
TEY signal, which is dominated by secondary electrons. Hence, the TEY method takes
advantage of the avalanche of low kinetic energy secondary electrons produced through
inelastic electron-electron scattering from the primary high-energy Auger electrons. The
emission of electrons may be facilitated by an electric field, for example, by applying
a negative voltage on the sample with respect to ground. The strong secondary electron
emission and the easiness of their detection renders TEY as the preferred and most widely
used detection method in the soft x-ray range. Since the creation, migration, and escape
of secondary electrons are highly material-dependent, the probing depth1 and related
surface sensitivity of TEY is certainly also material-dependent. It is typically estimated
taking the AEY probing depth as the lower boundary and ∼ 10 nm as the upper bound-
ary. For example, in case of Ni L3 edge (853 eV) in Tb/Ni(110) the mean probing depth of
25 Å was estimated [210], while for the same edge in Dy/Ni(110) it was found to be 60 Å
[211]. For O K edge in Ta2O5 the mean probing depth was estimated around 19 Å [210].

As we have already mentioned above, it is common and more convenient to measure
the sample drain current instead of collecting the elections emitted from the sample. This
is the method that we used for our measurements. To determine the absorption coefficient
from the drain current, the relation between these two quantities must be known. This re-
lationship depends on the various length scales of the sample, as well as on measurement
geometries. The two important length scales are the x-ray penetration depth λx cos θ and
the electron escape (or sampling) depth λe, as illustrated in Fig. 3.10 (b). It has been quan-
titatively demonstrated that TEY is linearly proportional to the µ(E) if the electron escape
depth is much smaller that the x-ray penetration depth, i.e when λe ≪ λx cos θ, where
λx = 1/µ is the x-ray penetration length [166, 169, 212]. This length depends strongly
on the photon energy. For Fe L2,3 resonant edges it ranges between ∼ 6000 Å in the

1Assuming that the contribution from layers below the sample surface decays exponentially toward the
bulk, one typically defines the probing depth as the average length from which the fraction 1− (1/e) ≈ 2/3
of the total signal originates [169].
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pre-edge and 800 Å in post-edge region [169]. If λe ≫ λx cos θ, all incident photons will
be converted into photoelectrons and TEY will be proportional only to the incident pho-
ton intensity I0 and not to the µ(E), resulting in the completely saturated signal. When
λe is comparable to λx cos θ, the intensities of the largest absorption peaks are reduces
compared to the rest of the spectrum. This is known in literature as the saturation ef-
fect [111, 169, 209]. Note that as the x-ray incident angle θ increases, approaching more
grazing incidence, the x-ray penetration depth λx cos θ is reduced, resulting in larger sat-
uration effect at grazing angles as compared to normal incidence.

Fluorescence yield

Besides the Auger decay, the fluorescent decay of the core hole can be also used to deter-
mine the x-ray absorption coefficient. In the fluorescent decay process, a core hole is filled
by the valence or shallow core electron with emission of a photon whose energy corre-
sponds to the energy difference of the levels. Detection of such photons as a measure of
µ(E) is then called fluorescence yield (FY). As with electron yield, FY may be measured in
total or partial modes. If all emitted photons are detected, the method is called total flu-
orescence yield (TFY), whereas if only photons of certain energy are detected, it is called
partial fluorescence yield (PFY). FY is usually measured with a photodiode placed close to
the sample, as illustrated in Fig. 3.10 (a). PFY measurements requiring an energy-selective
detector to register photons only within a certain energy range.

The amount of fluorescent decay increases with energy and a comparison with the
Auger decay shows that the latter is dominant for all core levels below 1 keV [174]. In
3d metals, the probability for a 2p hole to decay via Auger process is more than 99%
[111, 213], whereas the K edges show strong fluorescence. Since inelastic interaction of
photons with matter can be neglected, the mean free path of the photon created in the
fluorescent decay is of the same order of magnitude as that of the incoming x-ray. For
metals in the soft x-ray range, it is typically of the order of ∼ 100 nm, leading to probing
depths larger than for electron yields. That is why TFY detection is regarded as a bulk-
sensitive method.

However, FY is very susceptible to certain types of distortions, which make it a nonlin-
ear function of the absorption coefficient. One of such distortions is due to the saturation
effects, which commonly occur for the systems with high concentration of the absorbing
elements or when the specific edge absorption is very strong compared to the background
absorption (see Fig. 3.1). In such case, the x-ray penetration length is less than or of the
order of the escape depth. Since FY has larger escape depth, it is more prone to satura-
tion than TEY. As a result, the highest peaks in the FY spectra appear suppressed with
respect to the lower peaks, making the data mostly unusable. As for diluted systems,
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FY detection is in general found to be a good measure of the x-ray absorption coefficient
[208, 213].

Another issue of FY is so-called self-absorption [213], which occurs when emitted pho-
tons are reabsorbed by sample on their way to the detector. This leads to a reduction of
the recorded signal. When the fluorescent decay of a core hole takes place at the energy
which is strongly reabsorbed, the FY spectral shape will be distorted in a rather compli-
cated manner with the distortion varying at different parts of the XAS spectrum. This
kind of distortions are less understood than saturation and are very difficult to correct
for.

Finally, it has been shown that FY spectra differ from the “true XAS spectra” not only
due to saturation effects and self-absorption, but also due to the inherently built-in dis-
tortions of the fluorescence decay process [213, 214]. The reason behind these distortions
is a large variation in the fluorescence decay depending on the symmetry of the final state
in the absorption process, since fluorescence decay is governed by electric-dipole transi-
tions, which are strongly state dependent [111]. Hence, the fluorescence decay strongly
varies over the spectrum, which in case of 2p XAS results in the L2 edge having stronger
fluorescence than the L3 edge [174, 213].

Apparently, saturation and self-absorption effects together with the intrinsic distor-
tions make the FY rather unsuitable for the quantitative analysis using the sum rules
[111, 214], which are discussed in Section 3.4.

Recently, a new method to measure the absorption coefficient, which is also bulk sen-
sitive but free of saturation or self-absorption effects, has been introduced [215, 216]. This
method, called inverse partial fluorescence yield (IPFY), also measures fluorescence pho-
tons, but here the non-resonant x-ray emission from a different element with a lower
energy edge than the absorption edge under investigation, is detected. So, essentially,
one uses secondary atoms as a set of x-ray transmission detectors dispersed throughout
the sample. The inverse of this signal is shown to be proportional to the absorption cross-
section and free of self-absorption or saturation effects [215]. However, this method is
not always applicable, since it requires an available lower energy edge, that is sufficiently
apart from the absorption edge of interest.

3.3 XMCD data acquisition and evaluation

As we showed in Section 3.1.2 the XMCD spectrum is obtained by the substraction of the
two XAS spectra measured with different circular polarization of x-rays, i.e. IXMCD =

Ileft − Iright. In general, the intensity of the XAS spectra depends on the photon flux at
the beamline, the absorption cross section of the relevant element and the fraction of
this element in the sample volume that is probed with the given detection method (see
Section 3.2.5). At the same time, the size of the XMCD signal relative to the intensity
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Figure 3.11: Illustration of the XAS and XMCD data evaluation. The case of V-doped (Bi,Sb)2Te3
magnetic topological insulator is shown as an example. The data is acquired at remanence and
low temperature T ∼ 5 K. The evaluation procedure is discussed in the main text.

of the isotropic XAS spectrum depends on the magnitude of sample magnetization, the
degree of circular photon polarization and the angle θ between the photon propagation
direction and the sample magnetization direction, see Fig. 3.10 (b). The photon flux and
the degree of circular polarization was not the issue at the beamlines used to measure
XAS/XMCD in the present work. Also the cross sections of the elements probed here
were high enough. Furthermore, the investigated magnetic topological insulators have
high magnetization and were mostly measured at normal incidence geometry. Therefore,
neither the signal-to-noise ration of XAS spectra, nor the intensity of the XMCD signal
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Figure 3.12: (a) Comparison of the XMCD spectra before (black curve) and after corrections (green
curve). (b) Comparison of the integral of XMCD spectra before corrections with the integral of raw
XMCD signal.

was of serious concern in the current work.
Generally speaking, the experimental conditions at which the data is acquired, such

as the magnitude of applied magnetic field, temperature of the sample, as well as the
angle of incidence, which can be varied at the experimental end station, are essential.
Many important conclusions about the physical properties of the sample can be drawn
by analyzing the XMCD data measured in dependence of these conditions. Therefore, in
the current work we widely employed them.

After the acquisition of the experimental XAS/XMCD data, it is important to correctly
analyze and present it for the further sum rule analysis and MLFT simulations. The rela-
tive alignment of the two XAS spectra, Ileft and Iright, considerably affects their difference,
IXMCD. A misalignment of the spectra can result in spurious spectral features. The rele-
vant for us source of misalignment is the relative shifts in energy and intensity, as well
as a scaling between to spectra. If the spectra are shifted in energy relative to each other,
a derivative-like difference is obtained, which can be confused with a real XMCD signal.
This is especially important for weakly magnetized samples with small XMCD signals
and/or for measurements at high temperatures close to the critical one. The energy shift
may occur due to a bad reproducibility of the monochromator position during the sub-
sequent measurements or/and due to the thermal drifts altering the characteristics of the
beamline. If there is a relative shift in the intensities of the two spectra, it can result in a
constant difference signal that is superimposed on the true XMCD. Another source of the
offset in the intensities is a contamination of the sample surface, that might contribute to
the XAS signal as a constant continuum background. Contamination can produce a time-
dependent change of the background intensity. The acquisition of XAS spectra consecu-
tively in quartets (Ileft, Iright, Iright, Ileft) or even octets can help to average out potential
time-dependent changes. Therefore, we recorded the spectra in that manner.

In the following, we illustrate in Fig. 3.11 the analysis of XAS spectra using as an
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example the absorption at V L2,3 edges of the magnetically doped topological insulator
V:(Bi,Sb)2Te3 discussed in Chapters 4 and 5. Data for other systems were analyzed in
a similar manner. The spectra of V were recorded at remanence (B ∼ 0.02 T) and low
temperature (∼ 5 K) in TEY mode, under normal incidence conditions. Therefore, no
TEY saturation effect corrections were required (see Section 3.2.5). The normal incidence
also assures a maximum XMCD signal, as the easy axis of the system is along the c-axis
(normal to the film surface). The objective of this detailed description of the evaluation
procedure is, on the one hand, to ensure the transparency of the data shown in the fol-
lowing chapters, and to emphasize the care that must be taken to obtain reliable results,
on the other.

(i) First of all, the absorption spectra measured in TEY mode are always normalized
to the incoming photon flux I0, which usually shows an energy and time dependence.
I0 is usually measured by the absorption of a gold mesh reference placed in front of the
sample. In this way one accounts for synchrotron- or energy-dependent variations of the
photon flux. Panel #1 in Fig. 3.11 shows XAS spectra for left- (blue curve) and right-
circularly (red curve) polarized x-rays after the normalization to I0.

(ii) Next, the offset between two spectra along the y-axis, indicated in the inset of
panel #1, is corrected. The effect of such an offset can be seen in Fig. 3.12, where it results
in a slight intensity shift of the raw XMCD spectrum (black curve). Offset correction is
critical to the application of the sum rules, especially the orbital sum rule, in which the
XMCD spectrum is integrated. If the XMCD spectrum is shifted, then this introduces an
additional slope into the integrated XMCD spectrum, as shown in Fig. 3.12 (b). The offset
corrections cannot be performed by just subtracting the shift in the y-axis, one has to find
the multiplicative relation between the two spectra. In the following, be briefly show the
correction procedure.

The measured XMCD signal is given by IXMCD = k− Ileft − k+ Iright, where k− and k+

are the constants defining the proportionality of the TEY signal and the absorption sig-
nal. On the other hand, the polarization-averaged absorption spectrum is given by the
IXAS = (Ileft + Iright)/2 and the true XMCD is XMCD = Ileft − Iright. Hence, one can iso-
late the Ileft = IXAS + XMCD/2 and the Iright = IXAS − XMCD/2. Finally, one can write
IXMCD = (k− − k+)IXAS +

k−+k+
2 XMCD. If the constants k− and k+ are equal, then there

will be no offset observed in the measured XMCD signal. However, if they are different,
then the fraction of IXAS will be added to the measurements. This can be clearly seen in
Fig. 3.12 (a), where the residuals (red curve) between raw and corrected XMCD signal
resemble the XAS spectrum. Thus, the correction of the XMCD signal is given by the fol-
lowing expression XMCD = IXMCD(E) + cIXAS(E). Since XMCD only occurs at resonant
energies, the correction factor c is evaluated such that

∫
pre−edge(IXMCD(E) + cIXAS(E)) dE

in a defined pre-edge region (sometimes pre- and post-edge regions) becomes minimized.
The pre-edge region is denoted by an orange background color in panel #2 of Fig. 3.11.



3.4. Magneto-optical sum rules 65

(iii) The next step is the subtraction of the linear background by fitting the spectra in
pre-edge region with a linear function, as seen in panel #3 of Fig. 3.11. In this way, one
obtains a pair of absorption spectra Ileft and Iright together with the corresponding XMCD
spectrum, as illustrated in panel #4. The resulting XMCD spectrum (green curve) is ready
to be used in the sum rule analysis.

(iv) For the application of the sum rules one also needs total XAS spectrum, i.e. Ileft +

Iright. It is necessary to separate the resonant absorption intensity due to the dipole transi-
tion we are interested in, 2p → 3d, from transitions into higher unoccupied states or into
the continuum, appearing in the XAS spectrum as the continuum edge-jump, see panel
#5 of the Fig. 3.11. In the case of the 3d transition metals, the latter can be described by
an ad hoc two step-like function. The simulation of the continuum edge-jump remains,
however, rather arbitrary and approximative, which can result in systematic errors in
the estimated spin and orbital magnetic moments. As a two-step-like function one can
use the theoretical off-resonant absorption spectrum provided by Chantler [217], scaled
to match with the measured XAS spectrum at pre- and post-edge regions. Alternatively,
one can use a Shirley background [218]. After correcting for the continuum edge-jump,
the total XAS spectrum shown in panel #6 can be further used in sum rule analysis or
in comparison with the theoretical spectra simulated by MLFT cluster calculations. The
general idea of the sum rules is discussed in Section 3.4, and the specific details of the
application of the sum rules are given in the corresponding experimental sections of the
thesis. An example for the application of the sum rules is given in Fig. 5.10 for the case
V L2,3 of doped MTI and in Fig. 7.13 for Mn L2,3 of intrinsic MTI. One can also normalize
the XMCD spectrum in panel #4 to the total XAS spectrum in panel #6 in order to obtain
the sample magnetization information on a per atom basis. Moreover, these two spectra
can be used for the XMCD asymmetry analysis discussed in Chapter 7.

Finally, in Fig. 3.12 (a) we show the XMCD spectum before (black curve) and after
(green curve) the corrections, together with the difference between the two (red curve).
Although one might think that the difference between them is insignificant and could be
neglected, Fig. 3.12 (b) illustrates the considerable change in the integrals of the spectra,
which can introduce significant error in the magnetic moments estimated by the sum rule,
especially the orbital moment.

3.4 Magneto-optical sum rules

Previously we have qualitatively discussed the basic principles of the XMCD. However,
the considerations made so far can be developed further to acquire quantitative infor-
mation from XMCD and XAS spectra, such as the ground-state expectation values ⟨Lz⟩
and ⟨Sz⟩ and, thus, the respective magnetic moments µ of the valence shell. In Section
3.5 we will discuss one of such approaches based on the comparison of calculated within
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multiplet ligand-field theory (MLFT) XAS and XMCD spectra with the measured spectra.
We will show how based on such comparison one can deduce information about opera-
tor values of the ground-state of the system under consideration. This actually implies
that all interactions that influence the ground-state and the spectrum are incorporated
correctly, which is far from trivial. Often it becomes quite hard to get a good fit to the
experimental spectra within the MLFT calculation: It becomes even harder when the sys-
tem has a symmetry lower than octahedral (Oh) and therefore more parameters to model
the crystal field (and covalency) should be considered in calculations. Fortunately, be-
sides the MLFT calculations there is another method to derive information from XAS and
XMCD spectra. B. T. Thole, P. Carra et al.. [219, 220] have derived sum rules that relate
the integrated XAS and XMCD spectral weights of a specific shell to expectation values
of some operators of the ground state. These relations are very powerful since they are
simple and ready to use.

The first magnetic sum rule, derived by Thole et al. in 1992 [219], relates the integrated
signal of the XMCD to the ground state expectation value of the orbital magnetic moment,
⟨Lz⟩. In 1993 Carra et al. [220] derived a second sum rule for XMCD, spin sum rule, which
relates the branching ratio of the XMCD to the expectation value of the spin magnetic
moment, ⟨Sz⟩, and the magnetic dipole term, ⟨Tz⟩, in the ground state. Experimentally,
the sum rules have been first confirmed by Chen et al. [221] for the transition metals iron
and cobalt.

The derivation of the sum rules relies on several approximations and their application
is only possible under certain assumptions, which we will discussed later in this section.
In the following we discuss spin and orbital sum rules in more details.

3.4.1 Spin and orbital sum rule

The original sum rules have been derived within a localized picture, i. e. single ions in a
crystal field with a partially field valence shell [219, 220, 222]. Later they have been red-
erived within a one-electron approximation [223]. It has been shown that the sum-rules
are an intrinsic property of the dipole operator. They do not depend on the assumptions
made on the local symmetry and they are independent of the framework in which one
is working, namely, many-electron theory or one-electron theory [177, 224]. While the
theoretical derivation of the magnetic sum rules in a general way is sophisticated and is
thus not reproduced here, their application and the resulting formulas are rather simple.
In its form for general edges as developed by Thole and Carra the orbital sum rule is∫

j++j− dE(I+ − I−)∫
j++j− dE(I+ + I− + I0)

=
1
2

l(l + 1) + 2 − c(c + 1)
l(l + 1)(4l + 2 − n)

⟨Lz⟩, (3.23)
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and the spin sum rule is∫
j+ dE(I+ − I−)− [(c + 1)/c]

∫
j− dE(I+ − I−)∫

j++j− dE(I+ + I− + I0)
=

l(l + 1)− 2 − c(c + 1)
3c(4l + 2 − n)

⟨Sz⟩

+
l(l + 1)(l(l + 1) + 2c(c + 1) + 4)− 3(c − 1)2(c + 2)2

6lc(l + 1)(4l + 2 − n)
⟨Tz⟩, (3.24)

where c is the orbital quantum number of the initial state and l the one of the final state,
⟨Sz⟩, ⟨Lz⟩, ⟨Tz⟩ are the expectation values of the spin operator, orbital operator, and the
magnetic dipole operator, respectively. ⟨Tz⟩ corresponds to the asphericity of the charge
density of the l valence shell and cannot be separated from ⟨Sz⟩. Later on, we will show
how one can estimate ⟨Tz⟩. The number of unoccupied final states in the valence shell
which contains n electrons is given by nh = (4l + 2 − n). The two spin–orbit split edges
are denoted by j+ and j−. The I± are normalized cross-sections for left/right polarized
photons propagating perpendicular to the magnetization axis, and I0 for linear polar-
ization parallel to the magnetization. In experimental spectra, we usually measure the
left and right polarized spectra only, therefore we use the I+ + I− + I0 ≈ 3/2(I+ + I−)
approximation. Note that I± are normalized such that I±j±(E) = 1

4π2αh̄ω
σ±

j±(E), see Eq. 3.7.
For different absorption edges, the sum rules exhibit different numerical factors,

whereas the general structure of the equations is always the same. The orbital sum rule
states that the integral of the XMCD spectrum over both spin–orbit-splitted absorption
cross sections j± is proportional to the orbital magnetic moment morb = −⟨Lz⟩. The spin
sum rule yields that the spin moment mspin = −2⟨Sz⟩ is obtained from the difference
of the integrated signals of two separated, spin–orbit-splitted absorption cross sections.
The sum rules yield the magnetic moment per atom. In the present thesis results of the
application of the sum rules to experimental data are given in units of Bohr magnetons
µB.

Eqs. 3.23 and 3.24 become more accessible when considered for specific edges. The
magnetic properties of 3d transition metals, such as V, Cr and Mn, investigated in the
thesis are probed at the L2,3 absorption edges (2p → 3d transition). Using c = 1 and l = 2
for L2,3 edges the sum rules become readily

⟨Lz⟩ = 2nh

∫
L3+L2

dE(I+ − I−)∫
L3+L2

dE(I+ + I− + I0)
,

2⟨Sz⟩+ 7⟨Tz⟩ = 3nh

∫
L3

dE(I+ − I−)− 2
∫

L2
dE(I+ − I−)∫

L3+L2
dE(I+ + I− + I0)

. (3.25)
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For the sum rule analysis, Chen et al. [221] introduced the alternative notation

p =
∫

L3

dE(I+ − I−), q =
∫

L3+L2

dE(I+ − I−), r =
∫

L3+L2

dE(I+ + I−), (3.26)

which together with the assumption I+ + I− + I0 = 3/2(I+ + I−) rewrites the sum rules
as

morb = −⟨Lz⟩ = −4
3

q
r

nh, mspin = −2⟨Sz⟩ = −6p − 4q
r

nhC + 7⟨Tz⟩. (3.27)

Here we also introduced a correction factor C, which will be discussed later.
As one can notice, in order to apply sum rule analysis, the value of nh is required.

Sometimes, the ambiguity in the definition of the number of 3d holes might introduce
uncertainty in the estimated mspin and morb. Therefore, Wu et al. [225] proposed to use
the ratio of the orbital and spin sum rules

⟨Lz⟩
2⟨Sz⟩+ 7⟨Tz⟩

=
2
3

∫
j++j− dE(I+ − I−)∫

j+ dE(I+ − I−)− 2
∫

j− dE(I+ − I−)
(3.28)

or
morb

mspin − 7⟨Tz⟩
=

1
(9/2)(p/q)− 3

. (3.29)

In this way the orbital to spin magnetic moment ratio is expressed as a function of only
the branching ratio, p/q, of the XMCD signal. In this ratio, uncertainties of the number of
holes nh and the degree of circular polarization (assumption that I++ I−+ I0 ≈ 3/2(I++

I−)) cancel out.
As for the M4,5 edges (3d → 4 f transition) of rare earth elements, like Eu studied in

Chapter 6, c = 2 and l = 3 and the sum rules read

⟨Lz⟩ = 3nh

∫
M5+M4

dE(I+ − I−)∫
M5+M4

dE(I+ + I− + I0)
,

2
3
⟨Sz⟩+

1
2
⟨Tz⟩ = nh

∫
M5

dE(I+ − I−)− 3
2

∫
M4

dE(I+ − I−)∫
M5+M4

dE(I+ + I− + I0)
(3.30)

or
morb = −⟨Lz⟩ = −2q

r
nh, mspin = −2⟨Sz⟩ =

5p − 3q
r

nhC + 6⟨Tz⟩. (3.31)

The practical illustration of the sum rules application for L2,3 edges of 3d transition metals
can be seen in Fig. 5.10, while for the M4,5 edges of rare earth element it can be seen in
Fig. 6.3.
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3.4.2 Limitations of the sum rules

Deriving the sum rules Thole and Carra made several assumptions, which need to be well
understood if one wishes to apply the sum rules carefully [226, 227]. The most important
assumptions (especially for L2,3 and M4,5 edges) are discussed in the following.

(i) First of all, dipole-allowed transitions c → l = c − 1 have been neglected. For 3d
transition metal compounds, for example, this would be 2p → 4s transitions. A mixture of
the two transition channels will hinder the application of the sum rules. Unfortunately, in
the x-ray absorption spectra the contributions from the two channels cannot be separated.
However, comparing the radial matrix elements for 2p → 3d and 2p → 4s transitions,

one finds ||⟨4s|r|2p⟩||2
||⟨3d|r|2p⟩|| ≈ 1/50 ratio, which means that transitions into d-like final states are

dominant and account for 98% of the absorption process at the L2,3 edges [226, 228]. This
allows for applying the sum rules considering entirely 2p → 3d transitions.

(ii) A second approximation concerns the fact that the sum rules are derived based
on the assumption that transitions occur between a pure c4c+2ln initial configuration and
a pure c4c+1ln+1 final configuration, which are 2p63dn and 2p53dn+1 for the case of L2,3

edges. However, the initial and final states in principle can not be described by pure
configurations, and configuration interactions should be considered. It has been argued
by Thole et al. that configuration interactions, at least in case of Gd and Ni, should not
change the conclusion concerning the sum rules significantly [229].

(iii) Next simplifying assumption by theory is that energy dependence of the wave
functions has been neglected. In particular, it is assumed that the radial matrix elements
are constant over the absorption edge, which is not exactly true. Indeed, the radial matrix
element is energy- and spin-dependent and needs to be considered when using the sum
rules [230]. Wu et al. showed that the radial matrix integrals at the Ni L2,3 in the metal
vary linearly with photon energy from the bottom to the top of the d band by 30% due to
a change in spin–orbit interaction [225]. Since this change is proportional to the ⟨Lz⟩, the
effect on the orbital sum rule is not dramatic. However, the effect on the spin sum rule
can be larger [225, 226]. Such effects are usually absent in the strongly localized f shell of
the rare earths, which have narrow band widths.

(iv) So far we have been only dealing with electric dipole transitions. Higher-order
transitions, such as electric quadrupole transitions, usually have very small contributions
to the cross-sections and can be safely neglected. However, for magnetic dichroism, the
electric quadrupole terms can be large, like in the case for the 3d transition metals K edges
or the L2,3 edges of rare earth elements. Therefore, before applying electric dipole sum
rules one needs to make sure that the quadrupolar transitions are well identified and well
separated in energy from the electric dipole transitions. There are other sum rules for
electric quadrupole transitions [222].

(v) Finally, there is another important assumption relevant to the elements studied in
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Figure 3.13: Example of V XAS/XMCD L2,3 partial excitations from the 2pj=1/2 and 2pj=3/2 or-
bitals illustrating considerable overlap of the two manifolds (jj mixing).

this thesis: It is assumed, that the two spin–orbit split edges j+ and j− (for example L2,3

edges) do not interfere. Thus, the spin sum rule is strictly valid only if the core angular
momentum j is a good quantum number. Although this might sound reasonable, there
are a large class of systems whereby j of the core-hole is not a good quantum number.
There is a strong interaction between the core hole and the valence electrons. This interac-
tion mixes states with different j of the core hole, and the effect is referred to as jj mixing.
For the rare earth elements in less than half-filled 4 f shells, the deviation from the spin
sum rule was shown to increase from ∼ 60% in case of Ce3+ to ∼ 230% for Sm3+, while in
a half-filled (like Eu2+ discussed in Chapter 6) and more than half-filled 4 f shells it is less
than ∼ 10% [231]. Nevertheless, the spin sum rule holds reasonably well if the core spin–
orbit splitting is much larger than the core-valence interaction, which is the case for Fe,
Co, and Ni L2,3 edges (∼ 10% deviation of the spin moment value [221, 232]). However,
this is not the case for the early 3d TM elements, such as V, Cr and Mn, where strong core
hole and the valence electrons interaction redistributes the L2,3 transition channels and
leads to considerable disagreement of the spin magnetic moment value obtained from
the application of spin sum rule. This effect has been encountered and analyzed for V, Cr
and Mn L2,3 edges in the preset thesis.

To estimate how strong the jj mixing can be, in Fig. 3.13 we show, as an example,
decomposed excitations from the j = 1/2 and j = 3/2 sub-shells of the 2p orbitals of
V ion. One can notice essential overlap between the two manifolds, often leading to the
error in sum rule analysis. It should be noticed, that these two contributions do not just
overlay and add up to the total spectrum, but rather interact and lead to slightly modified
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Table 3.1: Spin sum rule correction factor C and the expectation values of the magnetic dipole
operator ⟨Tz⟩ estimated from cluster-model-based theoretical spectra.

V3+ 2p63d2 Cr3+ 2p63d3 Mn2+2p63d5 Eu2+ 3d104 f 7

C 1.2 1.7 1.4 1.06

⟨Tz⟩ 0.08h̄ 0.5 · 10−3h̄ 0.2 · 10−3h̄ −0.004h̄

multiplet structure.
In order to take into account the jj mixing between 2p3/2 and 2p1/2 manifolds (as

well as 3d5/2 and 3d3/2) we followed the approach of Refs. [233, 234] and introduced the
correction factor C as shown in Eqs. 3.27 and 3.31. We formally applied the spin sum rule
to our cluster-model-based theoretical spectra and derived the values of C by comparison
with the spin momenta directly calculated for the ground state of the same model. The
correction factors C for the relevant elements are shown in Table 3.1.

3.4.3 Evaluation of the magnetic dipole term

The calculation of the spin magnetic moment by means of the spin sum rule shown in
Eq. 3.24 requires the expectation value of the magnetic dipole operator ⟨Tz⟩. ⟨Tz⟩ cor-
responds to the asphericity of the charge density of the l valence shell (3d for transition
metals and 4 f for lanthanides). The expectation value of magnetic dipole term provides
detailed information on the anisotropy of the electron spin-density distribution distorted
by the spin-orbit interaction or the crystal-field effect [235].

Many authors often neglect this term for 3d electrons, arguing that it results only in a
small correction. However this is true only under certain circumstances. In 3d transition
metal systems with cubic symmetry and a weak 3d spin–orbit coupling (compared to the
crystal-field and the exchange splitting) the magnetic dipole term is usually much smaller
than the spin moment and can be neglected [235]. Nonetheless, this is certainly not the
case in 4 f and 5 f metals [236], where its contribution can be larger than that of ⟨Sz⟩ [237].
Its contribution also increases considerably with lowering the symmetry or reducing the
dimensionality of the system [235].

In the limit of small 3d spin–orbit interaction the magnetic dipole term can be written
as ⟨Tz⟩ = ⟨Sz⟩⟨Qzz⟩, where Q is an electric quadrupole operator with a vanishing trace
(Qxx + Qyy + Qzz = 0) [238]. Therefore, for the systems with non-cubic symmetry the
contribution of the ⟨Tz⟩ to the spin sum rule can be eliminated by averaging over XMCD
measurements in three orthogonal directions. Alternatively, one can perform “magic an-
gle” measurement, when the magnetic field is applied at angle (54.73 deg) with the surface
normal where the Q contribution vanishes.
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In general, the magnetic dipole operator is given as

T = ∑
i

Si − 3ri(ri · Si), (3.32)

where i runs over all electrons, Si and ri are the spin angular momentum and radius
vector of the ith electron [177]. One only needs the value of Tz. We write it in spherical
harmonics:

Tz = ∑
i
(1 − 3ẑ2)Si

z − 3ẑx̂Si
x − 3ẑŷSi

y = ∑
i
−2C(2)

0 Si
z −

1
2

√
6(−C(2)

1 S−
i + C(2)

−1S+
i ), (3.33)

where C(k)
q are defined in Eq. 3.9, Sx = 1

2(S
+ + S−), Sy = i

2(−S+ + S−).
Knowing the ground state of the system from our MLFT calculations we can readily

estimate the expectation value of the magnetic dipole term ⟨Tz⟩. Our estimations of ⟨Tz⟩
done for V ion show that it’s contribution to the mspin is small but not negligible, while
for Cr and in the particular case of Mn2+ (d5) and Eu2+ ( f 7) with the half-filled valence
shells, its contribution to the mspin is indeed negligible, see Table 3.1.

3.4.4 Summary

Despite many theoretical limitations the sum rules are powerful tools to extract direct
quantitative information from XAS/XMCD spectra. When applied carefully, properly ac-
counting for the theoretical and experimental complications, the sum rules can provide
very useful information, such as the orbit and spin contributions to the total magnetic mo-
ment. This information is obtained in non-destructive and element-specific way, with the
sensitivity to buried interfaces and sub-monolayer coverages. In general, sum rules are
applicable to all magnetic materials, such as 3d, 4d and 5d transition metals, lanthanides
and actinides [111].

Since XMCD intensity scales with the magnetization, whereas the isotropic XAS in-
tensity remains constant, there is an alternative method to obtain the quantitative infor-
mation on the magnetic moments based on the asymmetry of the experimental XMCD.
This method is discussed in more details in Chapter 7.

3.5 Multiplet ligand-field theory calculations

Now that we have described in detail the experimental techniques utilized in the current
work to obtain extensive information about the materials of interest, it is time to discuss
how to extract this information from the measured spectra. One way, obviously, is to
compare the measured spectra with those of another well understood material found in
the literature, which sometimes allows one to understand some electronic and magnetic
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properties of the system under investigation. However, often there is no suitable reference
system available for such a comparison and therefore a theoretical interpretation of the
spectra is necessary. Here we discuss one of such theoretical approaches used to analyze
XAS and XMCD spectra of the magnetic topological insulators studied in the current
work.

The properties of a quantum many-body system are governed by a microscopic
Hamiltonian. Even modern computer facilities cannot handle Hamiltonians including
all possible interactions between pairs of particles constituting solid. To circumvent this
issue, we have to develop meaningful approximations, which capture key features of the
system under investigation and give valuable insight into its properties. As an example,
L2,3 edge transition metal spectra, in contrast to ligand K edge spectra, are dominated by
local effects and usually very well described using small local clusters limited to merely a
single cation surrounded by its nearest-neighbor ligands. Therefore, in the current work
this kind of cluster model was employed in order to interpret our XAS and XMCD results
on magnetic topological insulator. For that purpose, we considered the basic building
block, TM-Te6 octahedra, consisting of the central transition metal cation surrounded by
six tellurium ligands, as illustrated in Fig. 4.1 (a) for V-doped (Bi,Sb)2Te3 MTI. Moreover,
we consider only those orbitals of the cluster, which are relevant for the interpretation
of core-level spectra, such as 3d and 2p orbitals of the TM cation to capture the resonant
transitions and the ligand orbitals, which comprise in our cases the 5p orbitals of the Te
anion.

The fundamental principle of such cluster model calculations can be found in the mul-
tiplet ligand-field theory (MLFT), which was originally developed in quantum chemistry
to describe the electronic structure of TM and rare-earth compounds [239]. The reasons
why these calculations, which are not ab initio and consider only the local symmetry of
an ion, lead to such an excellent agreement with experiment [240–242] are that within
the MLFT calculations the initial and final states of the XAS process are both taken into
account and electron correlations, spin–orbit coupling, crystal field and charge transfer
effects are included. This means that detailed information concerning the initial state
(ground state) can be obtained once the experimental spectrum has been reproduced.
Thereby, MLFT cluster calculations are an essential tool, which allows the extraction of
important microscopic parameters relevant to describe the electronic and magnetic struc-
ture and corresponding physics of magnetic topological insulators.

3.5.1 Model Hamiltonian

The model Hamiltonian of the TM-Te6 cluster, which includes the relevant for us interac-
tions, can be written as
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H = HCoul +HCF +HSO +Hp-d hopping, (3.34)

where the four terms represent the electron-electron interactions, the crystal-field poten-
tial, the electron spin-orbit interaction, and interaction of the TM ion with surrounding
ligands. In the given form, H can be solved using exact diaganization, which is for ex-
ample implemented in programs such as Quanty [243–245]. In the following we discuss
each term of the model Hamiltonian in more details.

Coulomb interactions

The many-body Hamiltonian in Eq. 3.34 comprises a one-particle and a two-particle
part. The two-particle part includes only one term–the electron-electron interactions,
i.e Coulomb interactions, which we will consider first. The inclusion of Coulomb in-
teractions substantially changes the spectrum of the eigenstates, which in turn leads to
a more complex set of transitions as observed in XAS spectrum (splitting of the multi-
plets, see Section 3.1.1). The electron-electron Coulomb interaction term HCoul in second
quantization is gives by

HCoul =
1
2 ∑

ii′ jj′
Uii′ jj′c†

i c†
i′cjcj′ , (3.35)

with the Coulomb interaction coefficients

Uii′ jj′ = δσiσj δσi′σj′

∞

∑
k=0

Rk
ii′ jj′×

q=k

∑
q=−k

(−1)qδq,mj−mi δq,mi′−mj′ ⟨limi|C(k)
−q

∣∣ljmj
〉
⟨li′mi′ |C(k)

q

∣∣∣lj′mj′
〉

, (3.36)

where the angular part is given directly by the Wigner-Eckart theorem and the radial
parts are expressed by so-called Slater integrals

Rk
ii′ jj′ = e2

∫ ∞

0

∫ ∞

0

rk
<

rk+1
>

Rnili(r)Rni′ li′ (r
′)Rnjlj(r)Rnj′ lj′

(r′)r2r′2drdr′ (3.37)

with r< = min(r, r′) and r> = max(r, r′), which can be further separated into so-called
direct Slater integrals Fk(ii′) = Rk

ii′ii′ for the direct contribution of the Coulomb interaction
and exchange Slater integrals Gk

ij = Rk
ijji for the exchange part of the Coulomb interaction.

More details on Slater integrals are given by Cowan [173] and Ballhausen [239]. In our
model, we fully account for the 3d − 3d and 2p − 3d electron-electron interactions. For
example, the 3d − 3d contribution (l = 2) has the following form:
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Udd
ii′ jj′ =

l

∑
k=0

ak(i, i′, j, j′)F(2k)
dd , (3.38)

where all ak are known coefficients specific to the set of the d orbitals so that Udd is fully
determined by the three Slater integrals F0

dd, F2
dd, and F4

dd

Udd = F0
dd − 2/63(F2

dd + F4
dd). (3.39)

In a similar way, the 2p − 3d part depends on three other parameters, controlling direct
(F2

pd) and exchange (G1
pd, G3

pd) Coulomb interactions between 3d and 2p orbitals

Upd = F0
pd − 1/15G1

pd − 3/70G3
pd. (3.40)

The Slater integrals themselves are usually calculated, considering certain approxima-
tions. For an isolated atom, their values can be calculated within the Hartree–Fock ap-
proximation with the use of Cowan’s code [173] and, if necessary, later refined by fitting
to experimental data. For a solid, they can be calculated in a similar fashion by using
the localized Wannier orbitals as the basis functions [245]. The values for F2

dd, F4
dd, F2

pd,
G1

pd, and G3
pd for 3d and 4d transition metals are tabulated in Ref. [177]. We also list them

for our considered ions in corresponding experimental parts. It is noteworthy that the
F0 integral usually cannot be determined reliably due to the screening by the conduction
electrons [246]. Since the F0 results in a rigid shift of the absorption spectrum as a whole,
which is fitted in our calculations anyway, this theoretical challenge does not entail any
practical consequence for our considerations.

We should note that when comparing to experiments, these calculated Fk and Gk val-
ues are subject to different renormalizations due to the screening effects in solids. Empir-
ically, a scaling factor β ∼ 0.8 is enough to reproduce experimental spectra for transition
metal compounds [240, 247]. However, if covalency is not treated appropriately in the
model, one typically needs to reduce the Slater integrals further. This can be understood
semi-classically in terms of the so-called nephelauxetic effect: Due to interaction with the
ligands, the transition metal orbitals are getting more delocalized, such that their elec-
trons are further apart from each other, and their mutual repulsion is reduced [174].

Spin–orbit coupling

Next we consider the spin–orbit interaction which also enters our model Hamiltonian.
Most generally, within the central field approximation, spin–orbit interaction is given by

HSO = ζ ∑
i

li · si, (3.41)



76 Chapter 3. Experimental and theoretical methods

where the sum runs over all electrons i. Spin–orbit coupling is nonzero only for partially
filled shells, which in our case is the 3d and the 2p shell in the final state configuration
(2p5dn+1). Hence, the spin–orbit interaction reduces to two constants ζ2p and ζ3d, deter-
mining the strength of the spin–orbit coupling in the 2p and 3d shells, respectively

HSO = ζ2pL2p · S2p + ζ3dL3d · S3d. (3.42)

The spin–orbit coupling lifts the degeneracy between states with different quantum num-
ber J2. A more detailed insight into the spin–orbit coupling can be found elsewhere
[173, 239]. The values for ζ3d and ζ2p are constants that have been calculated for all tran-
sition metal ions within the Hartree–Fock approximation [177]. Those relevant for us are
also listed in the corresponding experimental parts.

Crystal field splitting

Next we want to discuss the effect of the surrounding ligands on the central TM ion.
Looking at the middle panel of Fig. 3.14, one can see the typical six-fold octahedral coor-
dination of the TM ion by Te ligands. The simple approach is to model these ligands as
point charges. Then the 3d electrons of interest are only subject to an electrostatic poten-
tial which leads to a splitting of the energy levels of the central TM ion. This treatment
of ligands is known as the crystal field model [180], which was applied to the analysis of
L2,3 edge XAS spectra in the 1980s [182, 247].

Fig. 3.14 illustrates the effect of the crystal field of different symmetries on the 3d or-
bitals. Within a one-electron picture, we see that all five 3d orbitals are initially degener-
ate. However, when the central ion is subjected to a crystal field of octahedral symmetry
Oh, the 3d orbitals split in energy into two groups. The two 3d orbitals (dz2 and dx2−y2 de-
noted as eg orbitals), which have the angular lobes pointing towards the ligands, are more
strongly affected by the crystal field, while the other three orbitals (dxz, dxy, dyz denoted
as t2g orbitals) are directed between the ligands and are less affected by crystal field. This
means the eg orbitals have higher energy (Eeg = 6Dq) than the t2g orbitals (Et2g = −4Dq),
resulting in the energy splitting between them known as the crystal field splitting. In the
highly symmetric Oh case the crystal field is fully described just by one parameter 10Dq,
which is often determined by fitting to experimental data. If the symmetry is reduced,
the TM 3d levels will split further. For example, in the case of trigonal symmetry C3v, one
of the t2g orbitals from the Oh case splits off to a1g orbital. The rest mix together to form
two eg groups. In order to describe such crystal field splitting one needs already three
parameters, 10Dq, Dσ, and Dτ [239]. A more comprehensive description of crystal field
model, including the crystal field parameters and specific expressions for the energies of
the one-electron states in case of various crystal field symmetries, can be found elsewhere
[177, 239].
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Figure 3.14: Crystal field symmetries relevant for this work. The specific arrangements of neigh-
boring ligand atoms lead to the energetic splitting of the TM 3d orbitals into different groups. The
angular wavefunctions of different 3d orbitals are also shown.

In the case of the relevant for the current work Oh symmetry, the crystal field term in
Hamiltonian can be written as

HCF = ∑
m

ϵmc†
mcm (3.43)

with

ϵm =

+3
5(10Dq) for eg,

−2
5(10Dq) for t2g.

(3.44)

Covalency

The last term in the model Hamiltonian to consider, i.e. Hp-d hopping, describes the co-
valency effects, which arises from the hopping of electrons between the ligand and the
transition metal. Within our cluster model this is the term which mixes different ligand
to metal charge-transfer configurations (specific arrangements of the electrons within the
cluster). The strength of the mixing depends on the hopping integrals and the energy
difference between the transition metal 3d orbitals Ed and the ligand orbitals EL. In the
following we discuss this term in more details.
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Figure 3.15: (a) The tight-binding Hamiltonian resulting from on-site energies and hopping terms.
(b) The tight-binding Hamiltonian after basis transformation. The upper left 10 × 10 matrix de-
couples from the rest of the system. Ligand 5p and 3d orbitals as well as hopping between them
show Oh symmetry.

Previously we considered a simple crystal field model, where the ligand atoms were
approximated by point charges. This model is quite suitable for some relatively ionic
systems [174]. However, for the proper description of covalent systems, this model needs
to be improved. The natural way of improving it is to include not only the electrostatic
effects of the ligands, but also covalency effects, which arise from the hopping of electrons
between the ligand and the TM site. For that, we have to extend our basis (consisting of
2p and 3d orbitals of the TM) to include some of the ligand orbitals. In our cluster model
shown in Fig. 3.14 it is sufficient to include only Te 5p orbitals.

The electron hopping between the ligands and the central transition metal in the clus-
ter model is treated within a tight-binding approach. The Tm-Te6 cluster we are con-
sidering contains five 3d orbitals and 6 × 3 = 18 Te 5p orbitals resulting in a 23 × 23
tight-binding Hamiltonian, as illustrated in Fig. 3.15 (a). The hopping, or equivalently
the overlap, between two atomic orbitals at different sites can be expressed in the Slater–
Koster parameters. For our cluster model with Oh symmetry only two covalent hopping
integrals (Slater–Koster parameters) pdσ and pdπ between the TM 3d and ligand 5p or-
bitals are needed. Additionally, there will be hopping between pairs of ligand 5p orbitals
similarly parametrized by the overlaps ppσ and ppπ. These hopping parameters define
the off-diagonal elements of the tight-binding Hamiltonian. The diagonal terms of the
Hamiltonian are given by the on-site energies of every orbital. Fortunately, we can signif-
icantly simplify the 23 × 23 tight-binding Hamiltonian by a unitary basis transformation,
which blockdiagonalizes the Hamiltonian. Ligand orbitals then consist of linear com-
binations of atomic orbitals with the same symmetry as the TM ion. The Hamiltonian
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Δ+2Udd

Initial state XAS final stateE
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Figure 3.16: (a) Schematic diagram showing the on-site energies of the various configurations for
the initial state and XAS final state when the hybridization (Veg ) is zero. (b) Definition of 10Dq
and 10DqL in MLFT. TM 3d and Te 5p atomic orbitals (black) split under the influence of an
octahedral potential Oh in orbitals with eg (red) and t2g (blue). Due to hopping, bonding (σ, π)
and antibonding (σ∗, π∗) energy levels appear (green).

after such transformation is illustrated in Fig. 3.15 (b). One can notice, that the upper
left 10 × 10 matrix block decouples from the rest of the system, which means that we can
diagonalize it separately and don’t have to consider the entire 23 × 23 matrix. Hence, we
limit our model to only five Te 5p orbitals, which interact with the TM ion, whereas the
other 13 ligand orbitals have no overlap with the TM 3d orbitals. As we fixed the five 3d
orbitals during the basis transformation, we see that the d block (yellow squares) still has
Oh symmetry with crystal field splitting parametrized by 10Dq. One can also notice, that
the ligand block (orange squares), has the same structure as the d block. Moreover, the
hoppings between ligands and 3d orbitals (green squares) also have the same structure.
Therefore, similar to 10Dq parametrizing the splitting of 3d orbitals, for ligand orbitals
we shall call this parameter 10DqL = 2Tpp = 2(ppσ − ppπ) [245], see Fig. 3.16 (b). In the
following, we will consider the positively defined Veg = −

√
3pdσ and Vt2g = 2pdπ to de-

scribe the hopping terms between the 5p orbitals at the ligand sites and the TM 3d orbitals
of eg and t2g symmetry, respectively. The reduction of the Hamiltonian by unitary basis
transformation is crucial for efficient MLFT calculations since it leads to a crucial gain of
computational convenience [245].

We can improve our TM-Te6 cluster model to better account for covalency effects
by adding more configurations. Besides the nominal ion configuration 2p63dn we con-
sider additional ligand to metal charge-transfer configurations 2p6dn+kLk and mix them
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together using the hopping integrals discussed above. This is knows as configuration-
interaction scheme. Here, Lk denotes k holes in the Te 5p orbitals, which means that
k electrons have moved from the ligand orbitals to the TM 3d orbitals. For the V- and
Cr-doped MTI systems studied in this thesis, it was sufficient to consider three additional
charge-transfer configurations dn+1L, dn+2L2 and dn+3L3, see Fig. 3.16 (a), while for the in-
trinsic MTI system studied in Chapter 7 already two charge-transfer configurations were
enough. Hence, with our basis set the ground state wavefunction can be written as the
linear combination of the different configurations:

|ΨGS⟩ = |Ψn⟩+ |Ψn+1⟩+ ... + |Ψn+k⟩ , (3.45)

where |Ψn+k⟩ = ck

∣∣∣dn+kLk
〉

and ⟨Ψn+k|Ψn+k⟩ = c2
k gives the weight of each configu-

ration. In the same manner, the XAS final state is described by a linear combination of
p5dn+1, p5dn+2L, p5dn+3L2 and p5dn+4L3.

The configuration-interaction scheme is shown in Fig. 3.16 (a) for the initial state and
XAS final state on the system. Here we use the energy definitions introduced by Zaanen
et al. [248] to calculate the on-site energies of the TM ion and the ligands. First, looking
at the initial state configurations, one can notice that the ionic configuration is lowest
in energy, and the first charge-transfer configuration 3dn+1L is higher in energy by an
amount equal to the parameter ∆1. ∆ is called the charge-transfer energy, which is defined
as the energy required to transfer an electron from the ligands to the TM ion, i.e. ∆ =

E(dn+1L)− E(dn). The next configuration 3dn+2L2 is another unit of ∆ above the second
configuration because it involves another charge-transfer process, but also has a unit of
Coulomb repulsion energy Udd due to the interaction between the two extra 3d electrons
present in this case. Similar explanations apply for the next configuration, as well as for
final states of the XAS. Each time a charge-transfer process happens, we add a unit of
∆, and for every extra pair of electron-electron interactions, we add a value of on-site
Coulomb repulsion Udd. One can notice another parameter Upd for the final state, which
describes the Coulomb interaction between the 2p core hole created in the XAS process
and 3d electrons.

As we have already mentioned the amount of configurations mixing, i.e the weights
of different charge-transfer configurations, depends not only on the covalent hopping
integrals, but also on the on-site energies of the shells. The on-site energies Ei

3d, Ei
L of the

3d and ligand shell in the initial state are given by

1This does not always have to be the case. Some covalent materials can exhibit negative charge transfer
energies, as those studied in Chapter 4.
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Ei
3d =

10∆ − n3d(19 + n3d)Udd/2
10 + n3d

,

Ei
L = n3d

(1 + n3d)Udd/2 − ∆
10 + n3d

. (3.46)

For the final state

E f
3d =

10∆ − n3d(31 + n3d)Udd/2 − 90Upd

16 + n3d
,

E f
2p =

10∆ − (1 + n3d)(n3dUdd/2 − (10 + n3d)Upd)

16 + n3d
,

E f
L =

(1 + n3d)(n3dUdd/2 + 6Upd)− (6 + n3d)∆
16 + n3d

. (3.47)

Hence, the on-site energies in all three shells of our model are controlled by charge-
transfer parameter ∆ and the Coulomb parameters Udd, Upd. Therefore, in order to repro-
duce the experimental spectrum one has to find the proper values for these parameters, as
well as for covalent hopping integrals Veg and Vt2g . Adopting published results [249–252],
we fix Udd/Upd to 0.83 and pdσ/pdπ to −2.0, which also allows us to reduce the number
of parameters and speed up fitting of the experimental spectra.

Magnetic interactions

Since we want to interpret the XMCD spectra measured on magnetic samples with and
without applied external magnetic field, we have to include the corresponding magnetic
interaction terms in our model Hamiltonian. In our local cluster model the magnetization
of the sample is treated in the context of mean-field theory by introducing an exchange
field term acting on the spin

Hex = JSz (3.48)

with the spin operator Sz and the Heisenberg exchange J which one can estimate as J ∼
kBTC, using the critical temperature, such as Curie or Néel temperature, obtained from
experiment. This term in our calculations, as long as it is relatively small, does not change
the line shape of the XAS spectra, but it changes the magnitude of the XMCD spectrum.
In our cluster calculations the local magnetic moments are assumed fully saturated, i.e.
we obtain the maximum XMCD strength.

In the model the external magnetic field is accounted for by the Zeeman term in the
Hamiltonian HZeeman = µBBz(glLz + gsSz), where Bz in the magnetic field applied along
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the z- axis (c-axis of our samples). This term hardly changes the spectral shape in the
magnetic field range (≲ 6 T) available at the beamlines.

3.5.2 Calculation of the spectrum

After constructing a proper model Hamiltonian for the initial and the final state of our
system, we diagonalize the Hamiltonian in the many–electron configuration interaction
basis, which gives us all the eigenfunctions and eigenvalues of the system. The XAS spec-
trum then can be calculated using the Fermi’s golden rule for XAS given in Eq. 3.8, i.e.
by evaluating the matrix element between the initial state and all final states invoking
the dipole selection rules in Eq. 3.11. This way we will obtain the spectrum as a set of
delta-peaks (see Fig. 4.7), which after proper broadening can be compared with an exper-
imental spectrum. Traditionally 2p XAS spectra are broadened with a Lorentzian function
in order to capture the lifetime of the excited state, plus a Gaussian function to describe
the experimental broadening. The experimental broadening is constant, with a typical
value of 0.2− 0.4 eV full-width half-maximum (FWHM), while the lifetime broadening is
considered energy-dependent.

A close look at Fig. 3.3 reveals that often one can have excited states very close in
energy to the ground state. If the energies of these states are within a few kBT from
the ground state, then they will be populated due to thermal excitations according to
Boltzmann statistics. Therefore, it is often very important to take this detail into account.
To do so, we simply need to carry out calculations for each relevant initial state, weighting
the overall intensity by the Boltzmann factor. Thus, for temperature dependent XAS, we
have

IXAS(h̄ω, ϵ, T) = ∑
i

1
Z

exp
(
−

Ei − Eg

kBT

)
Ii
XAS(h̄ω, ϵ), (3.49)

where Z = ∑i exp
(
− Ei−Eg

kBT

)
is the partition function, Eg is the ground state energy, and

all other symbols are defined as before.
Diagonalization of a many-particle Hamiltonian is not an easy task to solve by hand.

Even in the case of one ionic configuration, the initial state configuration consists of10

n

 = 10!
(n−10)!n! individual states (45 in the case of 2p63d2 of V3+), and the final state

configuration 2p53d3 consists of

6

5

 10

n + 1

 states (720 for 2p53d3 of V3+). By allowing

for additional charge-transfer configurations, even more individual states are included.
Fortunately, computer algorithms do the work for us. To perform the actual calculation
we used the Quanty software package developed by Prof. M. W. Haverkort [243–245],
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Figure 3.17: Flowchart of the ab initio MLFT calculations.

which offers a convenient and flexible way to program this quantum mechanical prob-
lem in second quantization. Quanty uses Lanczos iterative algorithm [253] for diagonal-
ization of the Hamiltonian and calculation of the spectrum. It is important to realize that
the spectra produced in Quanty are calculated with respect to a basis formed by the angu-
lar parts of the many-electron wavefunctions, i.e. the radial functions are not accounted
for.

3.5.3 Ab initio MLFT

MLFT calculations discussed above are performed by fitting the input parameters to the
experimental data. Among these parameters are the scaling parameter β for the Hartree–
Fock values of the Slater integrals, the charge-transfer ∆, the Coulomb interaction ener-
gies Udd and Upd, covalent hopping integrals Vt2g and Veg , and the crystal-field splitting
parameter 10Dq. Despite being a great help for understanding and interpreting experi-
mental results, this approach is, however, not completely satisfactory and, over the years,
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numerous theoretical methods have therefore been developed to obtain MLFT parame-
ters ab initio. In Chapter 7 we will show one such ab initio method, which allows one
to notably reduce the number of the input fit parameters, such as the Slater integrals,
crystal-field and covalent hopping parameters. Then the only remaining fit parameters
in our model are ∆, Udd and Upd. The theoretical aspects of the approach are compre-
hensively explained elsewhere [245, 254]. We start the ab initio MLFT calculations with
conventional density function theory (DFT) calculations in local-density approximation
(LDA) for the the proper experimental crystal structure using the FPLO package [255].
Therefrom we compute a set of Wannier functions which we use to obtain the one body
terms (such as CF and hybridization parameters) needed to set up the local MLFT cluster
calculation. Many-body effects beyond LDA are subsequently treated on the MLFT level
using Quanty. Schematically this approach is illustrated in Fig 3.17. More details in the
particular case of the intrinsic MTI MnBi6Te10 are discussed in Chapter 7.

3.5.4 MLFT fit to experiment

The most straightforward way to fit the MLFT parameters to experimental data can be
realized by minimizing the quadratic deviation between the experimental spectrum S(ω)

and the modeled spectrum M(ω) = R(ω) + Bg(ω), consisting from the resonant R(ω)

and background Bg(ω) parts:

χ(p1, ..., pk) =

E2∫
E1

(S(ω)− R(ω, p1, ..., pk)− Bg(ω))2 dω =

∥S(ω)− R(ω, p1, ..., pk)− Bg(ω)∥2 , (3.50)

where p1, ..., pk represent the remaining parameters that are to be optimized by matching
the theory to experiment. The resonance part R(ω) in our fits is obtained directly from
the MLFT calculation by convolving raw MLFT spectra with a Lorentzian and Gaussian
to account for the effects of finite life-time and experimental resolution.

Whereas R(ω) is produced in a physical and a well controlled manner, an estimate of
a similar quality for Bg(ω) may be difficult to achieve. Besides modeling the continuum
step Bg(ω) with arctan(x), in some cases, an empirical Shirley-like background

Bg(ω) =

ω∫
E1

α(ω)R(ω′)dω′ ≈ α

ω∫
E1

R(ω′)dω′ (3.51)

can be used as an adequate approximation. There are, though, no good reasons for as-
suming the scaling parameter α to be a universal energy-independent constant, same for
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all resonant edges. Moreover, there are known systems, where the resonant peaks appear
at energies notably lower than that of the continuum step, which clearly invalidates the
general applicability of Eq. 3.51 and further complicates the correct modeling of Bg(ω).

It is, however, clear that errors in Bg(ω) cannot be simply ignored. If an estimate for
the Bg(ω) were not correct, then S(ω)− Bg(ω) would contain artifacts, which in the best
case could result in a poorly looking fit. In a worse case, they may falsify the resulting fit
parameters, since R(ω) would be accounting for what it is not responsible for.

Fortunately, the information about the resonant structure of the ion that we want to
capture with our MLFT calculation is mostly contained in the “wiggly” spectral features,
the features to which contribution of the smooth Bg(ω) is mostly negligible. Therefore
a better fitting algorithm, instead of minimizing χ as defined in Eq. 3.50, should put an
extra weight to these “wiggly” features and tone down, or even completely ignore, the
smooth ones, thus evading the problems with correct background modeling.

In practice, we achieve this by expanding S(ω), R(ω) and Bg(ω) in a Fourier series
and summing the Fourier components up to a particular n = m to from what we will call
a “low frequency” part, while leaving the rest of the series in a “high frequency” part. For
example for S(ω) we would write

S(ω) =
s

∑
n=0

mSn(ω) +
+∞

∑
n=m+1

Sn(ω) = SLF(ω) + SHF(ω). (3.52)

Here and in the following we use the sine-cosine form with odd n indexing the cosine
and even n the sine components:

Sn(ω) =


sn cos

(
2π

E2−E1
n
2 ω

)
, n = 0, 2, 4, ...

sn sin
(

2π
E2−E1

n−1
2 ω

)
, n = 1, 3, 5, ...

(3.53)

Since the Fourier components of different n are orthogonal to each other this allows for
a similar splitting of the merit function into a low and high frequency parts (which in its
essence is based on the Parseval’s theorem):

χ(p1, ..., pk) =

∥∥∥∥∥+∞

∑
n=0

Sn(ω)− Rn(ω, p1, ..., pk)− Bgn(ω)

∥∥∥∥∥
2

=

+∞

∑
n=0

∥Sn(ω)− Rn(ω, p1, ..., pk)− Bgn(ω)∥2
def
=

+∞

∑
n=0

χn =

m

∑
n=0

χn(ω) +
+∞

∑
n=m+1

χn(ω) = χLF(ω) + χHF(ω). (3.54)



86 Chapter 3. Experimental and theoretical methods

In a conventional fit one would weigh all the Fourier contributions χn to the total merit
function equally. Since Bg(ω) unlike R(ω) is a smooth function, for a sufficiently large
n > m the contribution of Bgn(ω) to χn becomes negligible, regardless of how good or
bad the model for Bg(ω) is. Therefore, considering only these high frequency compo-
nents we can mitigate possible deficiencies in the modeled Bg(ω).

Owing to this self-correcting property of the fitting algorithm we used the simple
arctan(x) for background Bg(ω) with the optimal cutoff value of m set at (E2 − E1)/W,
where W ∼ 1 eV parameterizes the sharpest features allowed in the true background.
The corrected approximation for Bg(ω) was then obtained by assuming a perfect fitness
for the low frequency components, i.e. χn = 0 for n ≤ m and hence

Bgopt(ω) ≈ BLF(ω) =
m

∑
n=0

Bn(ω) =
m

∑
n=0

Sn(ω)− Rn(ω). (3.55)

3.6 Superconducting quantum interference devices

Since the goal of doping topological insulators with various transition metal and rare-
earth elements is to induce long-range magnetic order and open a surface band gap rel-
evant for the QAH effect, detailed investigation of the magnetic properties of MTIs is
important. Previously we have discussed the XMCD method, which allows for element-
specific investigation of magnetic properties. Often XMCD measurements are performed
in TEY detection mode, which is surface sensitive with probing depth typically in the 1-5
nm range for the L2,3 edges [174, 208]. However, there are other techniques, which allow
for studying bulk magnetic properties, such as superconducting quantum interference
device (SQUID) magnetometry. In contrast to XMCD, SQUID magnetometry is a bulk-
averaging method and not element-specific. This section gives a brief overview of the
SQUID magnetometry method, which we employed in Chapters 6 and 7 of the current
thesis to study bulk magnetic properties of MTIs. For a more detailed look one should
consult the literature on this topic [256–258].

Magnetometry in general refers to measuring the magnetization or the magnetic mo-
ment of a sample. Since both are vectorial quantities, magnetometry often measures only
one component of the magnetization vector. In many cases, magnetometry is performed
in an applied magnetic field and mostly the projection of magnetization onto the field
direction is measured.

The SQUID magnetometer is a commercially available lab-based device, which allows
a fully automated measurement of sample magnetization as a function of magnetic field
and/or temperature [256]. A SQUID magnetometer uses the Josephson effect to measure
extremely small variations in magnetic flux created by mechanically moving the sam-
ple through a superconducting pick-up coil which is converted to a voltage. Typically, a
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Figure 3.18: Principle of SQUID magnetometer. Adopted from Ref. [259].

SQUID is a ring of superconductor interrupted by one or more Josephson junctions, as
schematically shown in Fig. 3.18. A Josephson junction is a thin insulating layer which
interrupts a superconductor. Since the junction is non-superconducting only a tunnel
current is able to flow through it. The electrical current density through a weak electric
contact between two superconductors depends on the phase difference δ of the two su-
perconducting wave functions. Moreover, the time derivative of δ is correlated with the
voltage across this weak contact:

U =
h̄
2e

(
dδ

dt

)
. (3.56)

A superconducting loop will contain flux only in multiples of the flux quantum nΦ0,
where n is an integer, see Fig. 3.18. A change in flux applied to the loop will cause currents
to oppose that change, leading to a change in the relative phase δ, which according to
the Eq. 3.56 gives rise to a voltage. Therefore, such a structure can be used to convert
magnetic flux into an electrical voltage, which is the basic working principle of a SQUID
magnetometer.

SQUID can be operated as either rf or dc SQUID. The prefix rf or dc refers to whether
the Josephson junction is biased with an alternating current rf or a dc current. Nearly
all commercial SQUIDs are dc due to their lower noise. The most widely used SQUID
magnetometer is offered by Quantum Design. SQUID magnetometry measurements pre-
sented in Chapters 6 and 7 were carried out using a 7-T Quantum Design MPMS 3 SQUID
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vibrating sample magnetometer, capable of applying a 7 T field to the sample and oper-
ating from room temperature down to 1.5 K.

While the commercial SQUID is fully automated and often user-friendly, there are
several possible pitfalls and artifacts of SQUID. Here we summarizes some of the most
important ones, in particular, if low magnetic fields or small magnetic signals are to be
detected, like in the case of diluted magnetic compounds, exhibiting soft ferromagnetic
properties.

As we have already mentioned before, SQUID magnetometers are typically equipped
with a superconducting magnet, whereas the strength of magnetic fields generated by the
magnet is simply calculated from the current in the coils [256, 257]. A known issue of all
types of superconducting magnets is the remanent field originating from trapped mag-
netic flux pinned at defects in the material of the superconducting coil [260]. It is directed
antiparallel to the last experienced strong field by the magnet. Recording a magnetization
curve up to high magnetic fields, this residual field can not be avoided or corrected since
the commercial SQUID magnetometers do not measure the magnetic field at the location
of the sample. Therefore, it leads to residual hysteresis for diamagnetic samples and an
inverted hysteresis loop for paramagnetic samples.

In many cases, samples measured in SQUID come with a substrate, which can be
diamagnetic or paramagnetic. Due to the larger volume of the substrate compared to a
thin magnetic film, already at moderate external magnetic fields the diamagnetic moment
of the substrate exceeds the ferromagnetic moment of the film because the diamagnetic
moment increases linearly with field while the ferromagnetic moment quickly saturates
with fields and stays constant. Therefore, in order to derive the magnetic properties of the
sample, it is necessary to subtract a large diamagnetic background from a large measured
signal to extract the small magnetic moment of interest. This entails that the accuracy and
reproducibility of a single measurement has to be sufficient for a reliable extraction of the
small ferromagnetic component.

In addition, there is another possible pitfall in SQUID: As already mentioned, the
field is never directly measured so that the nominal and the actual field experienced by
the sample are different. Consequently, if one calculates the diamagnetic contribution
of the substrate from the nominal field, this results in small discrepancies to the actual
diamagnetism due to the actual magnetic field experienced by the sample.

And finally, to derive the magnetization M = m/V, which is the more relevant quan-
tity, one has to divide the magnetic moment m by the sample volume V. However, the
sample volume has to be measured independently, which in general is not trivial, es-
pecially for a thin film on a diamagnetic substrate. Moreover, in many publications the
result of mangetometry are often provided in µB/atom, which means that the number of
atoms in the actual sample has to be determined independently as atoms/cm3. The un-
certainties of determining volume, density, or number of atoms in the sample may easily
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become larger than the actual uncertainty in the measured total moment of the sample
[256, 258].

Despite the aforementioned pitfalls, SQUID magnetometry is very useful and conve-
nient technique for a rather quick lab-based (compared to XMCD requiring synchrotron
radiation facility) magnetic characterizations of samples. Magnetic hysteresis loops M(H)

measured with SQUID are useful for extracting critical parameters such as saturation
magnetization and coercive field. By measuring hysteresis both in-plane and out-of-
plane, one can also determine the magnetic anisotropy of the sample. Temperature de-
pendent measurements M(T) are used to determine critical temperatures such as the
Curie temperature TC and the Néel temperature TN by fitting the measured data to the
Curie–Weiss law, as will be shown in Chapter 6.
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Chapter 4

Comparing magnetic ground state
properties of the V- and Cr-doped
topological insulator (Bi,Sb)2Te3

As we have discussed in Chapter 2, an insulating ferromagnetic (FM) ground state is
a fundamental prerequisite for the quantum anomalous Hall (QAH) effect observed in
magnetic topological insulators (MTIs). Ferromagnetism can be achieved by doping topo-
logical insulators (TIs) with various transition metal atoms (TM), such as V, Cr, Mn or
Fe [75–77, 81, 82, 85]. However, the QAH effect has been only observed in the V- and
Cr-doped (Bi,Sb)2Te3 systems [8, 9, 24, 137, 261], with V-doping providing a more robust
FM order and higher TC, which is in turn favorable for realizing the QAH effect at higher
temperatures [262]. Since the nature of FM coupling is not yet well understood [137],
establishing microscopic differences between the strongly correlated V and Cr impurities
would help with evaluating the relevance of the various proposed models of FM coupling
[27, 28, 71, 73, 74] and eventually provide a better control of the QAH effect [8, 262].

Despite the fact that vanadium, rather than chromium, doping is the more promis-
ing avenue to optimized QAH properties [8], only qualitative XAS and XMCD studies
of Vz(Bi,Sb)2−zTe3 have been published so far [30, 78, 263–265]. To better understand
the difference between the two dopants, in the present chapter we provide a compre-
hensive XAS and XMCD comparison of V- and Cr-doped (Bi,Sb)2Te3 thin films, grown
on Si(111) using molecular beam epitaxy (MBE). We model the detailed line shapes of
the V and Cr spectra collected from freshly prepared surfaces with multiplet ligand-field
theory (MLFT) calculations and determine their correlated many-particle ground states.
Our analysis by MLFT goes beyond existing studies by allowing several charge-transfer
states. It allows us to bypass XMCD sum rules and directly determine the values of both
the orbital and spin moments, which are in good agreement with published magnetom-
etry results [8, 263]. We find a strongly covalent ground state of the magnetic impurities
dominated by the coherent superposition of one and two Te-ligand-hole configurations,
with negligible contributions from a purely ionic 3+ configuration. The strong charge
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Figure 4.1: (a) Crystal structure of V/Cr-doped Sb2Te3 consisting of stacked quintuple layers along
the c-axis (Te-Sb-Te-Sb-Te), separated by van der Waals gaps. (b) The V/Cr impurity substitutes
Sb, which is surrounded by six Te atoms. The impurity atom has a slightly trigonally distorted Oh
symmetry. The grey sticks are shown to highlight the octahedron and are not generally representa-
tive of chemical bonds. (c) Schematics of the experimental geometry for the XMCD measurements.
The polarized and monochromatized photons are absorbed by the sample in a magnetic field ap-
plied parallel to the direction of the incoming beam. The X-ray absorption spectra are obtained by
measuring the drain current (TEY). (d) Typical sample and the copper top-post glued on a sample
plate. (e) Sample plate mounted in the copper sample holder inside of the UHV chamber and
the samples cleaved by knocking off the post. An electrical contact can be achieved by placing a
droplet of conducting glue between the sample and the plate (d) or by gluing the whole assembly
with a conducting silver epoxy (e). Adapted from Ref. [79].

transfer from the ligands found in this work indicates the importance of Te 5p states for
the magnetic coupling and, thus, the QAH effect in magnetically doped TIs. Parts of the
data presented in this chapter were published in Ref. [79] and Ref. [108].

4.1 Samples and experimental details

The samples investigated consist of about 9 nm thick Crz(Bi1−xSbx)2−zTe3 and VzSb2−zTe3

films with x = 0.9 and z = 0.1, grown by MBE on H passivated Si(111) substrates. The
samples were grown by Dr. Martin Winnerlein and Dr. Steffen Schreyeck from the de-
partment of Prof. Laurens W. Molenkamp, Universität Würzburg. The detailed growth
conditions can be found elsewhere [68, 266]. After the growth of the films, a 100 nm Te
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cap layer was deposited in situ, in order to protect the surface from contamination during
sample transport. The morphology, thickness, and crystallinity of the layers were charac-
terized by atomic force microscopy (AFM) at ambient conditions, X-ray reflectivity (XRR)
measurements and X-ray diffraction (XRD).

The XAS and XMCD measurements at the V and Cr L2,3 absorption edges were per-
formed using the high field cryomagnet end station HECTOR of the BOREAS beamline
at the ALBA synchrotron radiation facility (Barcelona, Spain) [204]. The detailed descrip-
tion of the end station in given in Chapter 3. The samples were glued with conducting
silver epoxy onto Cu sample holders and mounted on the cold finger of a helium flow
cryostat (see Fig. 4.1 (d, e)). Prior to the measurements, the Te capping layer was mechan-
ically removed in the fast-entry chamber at a pressure of ∼10−9 mbar. The sample was
then transferred into the spectroscopy chamber operated under UHV conditions, with a
base pressure in the 10−11 mbar range. The effectiveness of this method to expose a clean
sample surface was demonstrated using Bi2Te3 before [267]. We collected spectra encom-
passing the oxygen edge at the beginning and at the end of the measurements for each
sample, which demonstrate that the surfaces have not changed throughout the experi-
ment.

XAS measurements were carried out at 2 K by measuring the total electron yield
(TEY) via the sample drain current normalized by the incoming photon intensity, giv-
ing a probing depth of 3–5 nm [174]. Circularly polarized X-rays with close to 100%
polarization were used in normal incidence with respect to the sample surface and par-
allel to the applied magnetic field, as schematically illustrated in Fig. 4.1 (c). The area
probed by the beam (about 100 × 80µm2) is much smaller than the sample size. The
raw XAS spectra Ileft and Iright measured with the helicity vector antiparallel (left) and
parallel (right) to the fixed magnetic field of 3 T were scaled with respect to each other
to have the same intensity at energies far from the resonances. We define the average
XAS as Iavg = (Ileft + Iright)/2. Since only the resonant part of the spectra enters the
sum rules, we subtract the background including the continuum edge jumps from the
raw spectra: Ires

left/right = Ileft/right − Ibg. The normalized XMCD signal then becomes
IXMCD = (Ires

left − Ires
right)/(Ires

left + Ires
right). To cancel out any experimental drifts, for each

XMCD we actually measured eight spectra in a row by altering the polarization accord-
ing to the pattern LRRL LRRL.

4.2 Multiplet ligand-field theory calculations

In this work XAS and XMCD spectra for the V and Cr L2,3 (2p → 3d) absorption edges
were calculated within the configuration-interaction scheme (see Section 3.5 in Chapter 3),
considering a cluster consisting of the central transition metal cation surrounded by six
tellurium ligands, as depicted in Fig. 4.1 (a, b). We consider the nominal 2p63d2 (V3+) and
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2p63d3 (Cr3+) configuration and further employ three additional charge-transfer states
dn+1L, dn+2L2 and dn+3L3 to account for covalency effects (see Fig. 3.16). Here Lp denotes
p holes in the Te 5p orbitals. In this manner, we go beyond existing atomic multiplet
theory calculations performed for Cr in Bi2Se3 [112, 268] and in Sb2Te3 [113], where only
states with one ligand hole dn+1L were considered, as well as beyond crystal field multi-
plet calculations for Cr in Bi2Te3 [269]. It has been demonstrated that for highly covalent
compounds (as those investigated in this work) the reduced basis calculations, in which
at most one hole is allowed at the ligand site, overestimate the ionic character [270]. This
is further confirmed by the results of this work. To fit the experimental XAS and XMCD
spectra, we introduce the following fit parameters in the MLFT calculation: the scaling
parameter β for the Hartree–Fock values of the Slater integrals; the charge-transfer (CT)
energy ∆ it costs to bring one electron from the ligand p to the TM d shell; the Coulomb
interaction energies Udd between the valence 3d electrons and Upd between the 2p core
electron and 3d electron; covalent hopping integrals Vt2g and Veg between the p orbitals
at the ligand sites and the TM 3d orbitals of t2g and eg symmetry, respectively. Apart
from the above terms, we also consider the crystal-field splitting parameter 10Dq. We
assume V or Cr to substitute Sb or Bi on the cation sites and describe the crystal field
in octahedral (Oh) symmetry, with the C4 axes of the octahedron along the TM–Te bonds
(see Fig. 4.1 (b)). There is a slight distortion from a perfect octahedral (Oh) to trigonal (C3v)
symmetry. Within a point charge model, the distortion would result in an energy splitting
of the t2g orbitals (see Fig. 3.14) of less than 2 % as compared to 10Dq. This is much smaller
than the energy resolution of the XAS experiment and justifies our approximation.

As discussed in Chapter 3, we fix Udd/Upd to 0.83 and pdσ/pdπ to −2.0, which also
allows us to reduce the parameter space and speed up fitting. Spin–orbit coupling was
kept at its Hartree–Fock value. The simulations were performed using the Quanty soft-
ware package for quantum many-body calculations, developed by Prof. M. W. Haverkort
[245]. The spectral contributions from each of the split ground state terms to the ab-
sorption spectra were weighted by a Boltzmann factor corresponding to the experimental
temperature of T ≈ 2 K. The mean field effective potential was accounted for by introduc-
ing an exchange field term acting on the spin. We estimated the exchange field from the
Curie temperature (TC = 45 K for the V-doped sample and TC = 20 K for the Cr-doped
one, as shown in Fig. 4.3). Since the experiments were performed in an external magnetic
field of 3 T, this was also included in the Hamiltonian. To account for the instrumental
and intrinsic lifetime broadening, the calculated spectra were convoluted with a Gaussian
function of 0.3 eV FWHM and with an energy-dependent Lorentzian profile of 0.2–0.3 eV
FWHM.
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Figure 4.2: Experimental and calculated L2,3 XAS and XMCD spectra. (a) Cr0.1(Bi0.1Sb0.9)1.9Te3
film. (b) V0.1Sb1.9Te3 film. The top panels show experimental X-ray absorption data, obtained as
described in section 4.1 (left circular polarization, Ileft, light blue line; right circular polarization,
Iright, dark red line; averaged over both polarizations, Iavg, bold black line). Polarization-averaged
spectra calculated by the MLFT cluster model described in the text are shown as a dash-dotted
line; to facilitate the comparison with experiment, in panel (a) we show Cr data (thin black line)
corrected for the Te contribution using a Cr-free reference sample (Teref, dotted grey line). The
bottom panels show the corresponding normalized experimental (IXMCD, solid green line) and
calculated XMCD spectra (dash-dotted green line). The insets show the contributions of different
configurations to the ground state. The dashed vertical lines are drawn as a guide to the eye,
highlighting the position of particular features in the spectra. The peak intensity of the calculated
XAS spectrum was normalized to one. Taken from Ref. [79].

4.3 V and Cr L2,3 XAS and XMCD

In Fig. 4.2 we compare the measured and calculated L2,3 edge XAS and XMCD spectra
for both the Cr- and V-doped samples. The Cr L2,3 edges largely overlap with Te M4,5

spectral features, which complicates the detailed comparison of experimental X-ray ab-
sorption spectra with calculations. To demonstrate this, we have highlighted the Te M5

peak in Fig. 4.2 (a). The overlap with Te M4,5 features, which extend to higher energies
beyond the shown energy range, is the main reason for the strongly sloping background
in the measured XAS. To simplify the visual comparison we have subtracted the Te M4,5

spectrum measured in a Cr-free reference sample (Fig. 4.2 (a), grey dotted line). With the
Te contribution eliminated, it is now obvious that at the main Cr L3 peak the spectrum
shows a double peak structure. It should be noted that this double peak feature is not
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Figure 4.3: Temperature dependence of the remanent (10 mT) XMCD signal at the V (red circles)
and Cr (blue circles) L3 edges, from which the corresponding Curie temperatures can be estimates
as TV

C ∼ 45 K and TCr
C ∼ 20 K. The XMCD signal at T = 2 K has been normalized to 1.0. Taken

from Ref. [79].

due to oxidation of Cr ions on the surface: Such oxidized surface Cr was reported for the
Cr:Bi2Se3 system, its main contribution to both XAS and XMCD being ∼1.5 eV higher in
energy [268]. Here we see no sign of oxidized surface Cr, which testifies to the purity of
the sample surface. There is no indication of oxidized vanadium in the XAS data of the
V-doped sample, either. It is noteworthy that the vanadium spectrum reveals a significant
shoulder structure at the low-energy flank of the L3 main peak. Overall, despite the high
experimental resolution, both the Cr and V spectral line shapes are rather broad, showing
no sharp multiplet structure, which is an indication of the strong covalency of the systems
[174].

The corresponding normalized XMCD spectra at the V/Cr L2,3 edges, displayed in
the bottom panels of Fig. 4.2, demonstrate a persistent ferromagnetic state at low temper-
atures and a sizable magnetic moment carried by the TM 3d states. In Fig. 4.3 we show the
strength of the XMCD signal as a function of temperature measured in the remanent state
(10 mT). The thermal demagnetization curves indicate that the V-doped sample exhibits
more robust ferromagnetism, with the Curie temperature (TC ∼ 45 K) more than twice as
high as that of the Cr-doped sample (TC ∼ 20 K), in good agreement with previous works
[8, 80]. The higher TC is favorable to achieve a stable QAH state at higher temperatures
[8, 262].

Fig. 4.4 (a, b) shows low-field magnetic hysteresis curves at the V and Cr L3 edges,
taken at 2 K, with the magnetic field applied perpendicularly to the sample surface. For
both systems we observe a "square-shaped" hysteresis loop, exhibiting a relatively high
remanence, as expected for an out-of-plane anisotropy, and coercive fields of HC(V) ∼ 200
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mT and HC(Cr) ∼ 20 mT. The low coercive fields observed reveal the typical soft ferro-
magnetic properties of dilute systems. Fig. 4.4 (c, d) shows a comparison of V and Cr
L2,3 XMCD spectra for the same samples, measured at saturation (B = 3 T) and in rema-
nence (B = 0.01 T) at low temperature of 2 K. While in V-doped Sb2Te3 the remanent and
saturated spectra almost coincide, demonstrating that V ions remain almost fully satu-
rated when going from saturation to remanence, in the Cr-doped sample the remanent
XMCD is considerably lower than in saturation, indicating ∼ 17% decline of the Cr ions
net magnetization along the surface normal.

The most noteworthy feature in the XMCD line shape of both ions, shown in Fig. 4.2
and Fig. 4.4, is the peak on the low-energy side of the L3 edge, which resembles the one
observed in Cr2Te3 [271], a compound characterized by strong hybridization of the TM
3d band with the ligand 5p band. Moreover, it is notable that the dichroism at both the
L2 and the L3 edge of V is more pronounced as compared to Cr. In general, the line
shape of the XMCD spectrum depends on the spin-polarization of the d band, defined
as an imbalance between number of spin-up and spin-down d holes. The XMCD signal
shows a more asymmetric line shape of the L2,3 edges for small spin-polarizations (and
hence small spin magnetic moments), and a more symmetric line shape for high spin-
polarizations [110]. Overall, our XAS and XMCD data is consistent with previous reports
on (V,Cr):(Bi,Sb)2Te3 [8, 104] thin films, as well as bulk samples [30, 78, 80, 264].

4.4 L-edge sum rule analysis

In the following we report the results of a sum rule analysis we applied to our data. A
detailed description of the sum rules is given in Section 3.4.

The applicability of the spin sum rule depends on the question of how well the con-
tributions of the L3 (j = 3/2) and L2 (j = 1/2) edges are separated in energy. Due to
the strong jj mixing arising from the relatively small spin–orbit coupling in the 2p shell,
there is considerable overlap of these contributions for light TM elements such as V and
Cr. Therefore, in our spectra the cutoff energy Ecutoff separating the j = 3/2 and j = 1/2
contributions is in principle ill-defined, see Fig. 4.5. The correction factor C is introduced
to compensate the resulting deviation. However, the determination of C obviously de-
pends on the choice of Ecutoff and requires further modeling of the data, thus strongly
limiting the usability of the spin sum rule for light TM elements. More details on the
determination of C are given in Chapter 3.

Since the extracted magnetic moments depend in a nontrivial way on the input param-
eters controlling the normalization and background subtraction procedures described in
section 4.1, as well as on the integration energy and the number of 3d holes nh, we vary
the input parameters in a random and uncorrelated way within the assumed confidence
intervals and see how the final results get distributed, see Fig. 4.5 (b, c) and Fig. 4.6 (b, c).
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Figure 4.4: Magnetization curves (Iright − Ileft) taken at the (a) V and (b) Cr L3 edge, at a low
temperature of 2 K, with the magnetic field applied in the out-of-plane direction. (c) V and (d)
Cr L2,3 absorption edges XMCD spectra taken at remanence (B = 0.01 T, red line) and saturation
(B = 3 T, green line), at 2 K.

In this way one is able to account for possible conjoined effects of the input parameters
and produce fair estimates for the uncertainties in mspin and morb.

From the sum rule analysis, we obtain mspin = (2.0 ± 0.3)µB/atom for V and mspin =

(2.3 ± 0.5)µB/atom for Cr. The orbital sum rule reveals an almost negligible value of
morb = (−0.01 ± 0.02)µB/atom for Cr, while that of V is morb = (−0.38 ± 0.05)µB/atom.
Thus, the small morb of the Cr ion does not significantly contribute to the total magnetic
moment, suggesting a quenched Cr 3d orbital magnetic moment. The V ion carries mod-
erate orbital magnetic moment, indicating the partial quenching of morb. The antiparallel
alignment of mspin and morb agrees with Hund’s last rule for less than half-filled shells. It
is worth mentioning that due to the 2p–3d core hole correlation effects in L2,3 absorption
spectra and various approximations made deriving the sum rules, as well as the ambi-
guity in the choice of the integration range and the definition of the number of 3d holes,
the moments calculated using sum rules can strongly deviate from their true values [272].
For this reason, we obtain more reliable spin and orbital magnetic moments by fitting
theoretical spectra to the experimental ones, as will be discussed below.
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Figure 4.5: Sum rule analysis for the V-doped Sb2Te3 thin film. (a) Left- and right-circularly po-
larized XAS spectra of the V L2,3 edges, obtained after the background correction described in
section 4.1 (Ires

left, solid light blue line, and Ires
right, solid dark red line), along with the corresponding

XMCD data (solid green line, lower panel). The dashed lines show the total integrated XAS and
XMCD spectral weight, respectively. The arrows mark the values of r, p and q used in Eq. 3.27. E0
and E1 denote the onset and the end energy of the entire L2,3 edges, and Ecutoff denotes the energy
separating the L3 and L2 contributions. (b) and (c) Distribution of morb and mspin, respectively,
obtained by applying the sum rule analysis 8000 times, as described in the main text. Taken from
Ref. [79].

4.5 MLFT analysis of the V and Cr L2,3 XAS and XMCD
spectra

In order to interpret our XAS and XMCD results and evaluate several physical parame-
ters that control the electronic and magnetic properties of our V- and Cr-doped 3D TI’s,
we have analyzed the experimental spectra using MLFT calculations. The calculated
XAS/XMCD spectra, plotted as dash-dotted lines in Fig. 4.2 (a) and (b), fit well with
the experimental data, reproducing all essential multiplet features of the measured spec-
tra. A good agreement is most notable for the XMCD spectra (green dash-dotted lines).
Special attention was paid to reproduce all spectral features and their relative energy
positions denoted by vertical dashed lines, especially the double-peak feature in the L3

edge. In Fig. 4.7 (a) and (b) we show a separate comparison of the calculated right- and
left-circularly polarized XAS spectra with the experimental L2,3 edges of V and Cr. The
multiplet structure is also displayed. The fact that a single realization of a local cluster
is sufficient to reproduce the form of the experimental spectra rules out the coexistence
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Figure 4.6: Sum rule analysis for Cr-doped (Bi0.1Sb0.9)2Te3 thin film. (a) Left- and right-circularly
polarized XAS spectra of Cr L2,3 edges and corresponding XMCD spectrum. The dashed lines
indicate the integrated total XAS and XMCD spectra. The arrows indicate r, p and q values defined
in the manuscript. As one can notice integration of XMCD over both edges gives almost zero
value of q. (b) and (c) Distribution of morb and mspin, respectively, obtained my applying sum rule
analysis 8000 times.

of distinct impurity valencies on different sites, as well as the simultaneous incorpora-
tion in the van der Waals gap or metallic impurity segregation. Optimized values of the
Slater integrals and spin–orbit coupling constants used in the calculations for V 2p63d2

and Cr 2p63d3 initial state and for V 2p53d3 and Cr 2p53d4 final state are shown in Ta-
ble 4.1. The listed Slater integrals indicate reduction to 65% (V) and 70% (Cr) of their
original Hartree–Fock values. Due to the relaxation of atomic orbitals upon the 2p → 3d
excitation, we used separate sets of Slater integrals and the spin–orbit coupling constants
ζ3d for initial and final states, which improves the agreement between the calculated and
experimental spectra.

The parameters used for the calculations best reproducing our data are listed in Ta-
ble 4.2. It is well known that complex nonlinear fits [273] may be weakly sensitive to
some of the fit parameters [274]. In our particular case we were fitting simultaneously
XAS and XMCD spectra, which greatly mitigates these kind of problems. For example,
XAS is weakly sensitive to the CT energy ∆ and the on-site Coulomb repulsion Udd, but
inclusion of the XMCD into the merit function restores the sensitivity to these parame-
ters. Having pinned down the optimal fit parameters by minimizing the merit function,
we then checked the robustness by varying the parameters around their optimal values
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Figure 4.7: Experimental right- (solid red line) and left-circularly (solid blue line) polarized XAS
spectra of (a) V L2,3 edges and (b) Cr L2,3 edges with corresponding calculated spectra (black dash-
dotted lines). Delta peaks indicate the multiplet structure. A good agreement is observed between
theory and experiment, validating the fitted parameters listed in Table 4.1 and Table 4.2.

in an uncorrelated manner, until a significant deviation between the modeled and mea-
sured data was obtained. In this way we were able to determine the uncertainties of the
optimized fit values and the resulting d-shell occupation nd, orbital and spin moments
(see Table 4.3).

The experimental and theoretical values of the input parameters listed in Table 4.2
are well known for oxides [250, 275, 276]. For our compounds, in contrast to the oxides
with more electronegative O ligands, one would expect a lower CT energy ∆, down to
negative values as in the case of Cr2Te3 [271]. Prior to discussing our MLFT calculations,
for simplicity, we can assume zero hoppings to the Te ligands. In this case, for the negative
energy difference, ∆ = E(dn+1L)− E(dn), not the nominal configuration dn, but the one
with a ligand hole (dn+1L) becomes the actual ground state (see Fig. 3.16).

Indeed, the optimal fit yields ∆ = −2.5 eV for V and ∆ = −2.0 eV for Cr. As expected
from the simplified considerations, these negative CT energies lead to a strong deviation
from the nominal 3+ ionic ground state (see Table 4.3). The effect of the negative CT en-
ergy is so profound that the contribution of the nominal configuration is less than ∼10%.

Furthermore, the nonvanishing hoppings used in the calculation result in considerable
contribution to the ground state from several different configurations, as illustrated in the
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Table 4.1: Optimized Hartree-Fock values of the Slater integrals and spin–orbit coupling con-
stants for V3+ and Cr3+ ions (in units of eV).

ion state configuration F(2)
dd F(4)

dd ζ3d F(2)
pd G(1)

pd G(3)
pd ζ2p

V3+ initial 2p63d2 6.583 4.130 0.027

final 2p53d3 7.133 4.477 0.036 3.937 2.853 1.622 4.650

Cr3+ initial 2p63d3 7.544 4.728 0.035

final 2p53d4 8.117 5.089 0.047 4.568 3.350 1.905 5.668

inset to Fig. 4.2. The small weight of the last configuration indicates that three charge-
transfer states along with the nominal configuration are already sufficient for a correct
microscopic physical model.

The observed considerable contributions of different configurations might in part be
due to the local contraction of the ligand atoms towards the TM ion, compared to the
undisturbed Te–Sb distance. This contraction was demonstrated by ab initio calculations
[26, 277] and observed in extended X-ray absorption fine structure (EXAFS) experiments
[278], which show direct evidence of structural relaxations around TM ions.

The calculated total spin and orbital angular momenta, as well as d-shell electron oc-
cupations are listed in Table 4.3. The resulting number of 3d electrons is nd = 3.47 for V
and nd = 4.33 for Cr, which is much larger than the nominal nd = 2 for V3+ and nd = 3 for
Cr3+ ions. In this context, it is worth noting that our analysis is consistent with a picture,
in which the electronic charge is redistributed within the (V/Cr)-Te covalent bonds and
does not contribute to the free carrier concentration.

For an isolated d-shell with d3, d4 or d5 filling, placed in a crystal field of octahedral
symmetry, one would expect a complete quenching of the orbital angular momentum and
corresponding magnetic moment [279]. In reality, the orbital angular momentum is al-
ways partially unquenched. Among the reasons for the unquenching one would name
spin–orbit coupling and hybridization with ligands. Indeed, for Cr we find an almost
completely quenched orbital magnetic moment morb = −0.03µB, mainly determined by
the contribution of the d4L configuration to the ground state, as can be seen in Table 4.3.
In contrast, we see that both in experiment and theory vanadium consistently exhibits a

Table 4.2: Input parameters for the MLFT calculations obtained from the fit of XAS/XMCD spec-
tra for V0.1Sb1.9Te3 and Cr0.1(Bi0.1Sb0.9)1.9Te3 (in units of eV).

10Dq ∆ Udd Upd Veg Vt2g

V0.1Sb1.9Te3 1.1 −2.5 3.8 4.6 1.1 0.65

Cr0.1(Bi0.1Sb0.9)1.9Te3 1.2 −2.0 3.5 4.2 1.4 0.82
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Table 4.3: Configuration contribution to the ground state (see Eq. (3.45)), electron occupation nd,
z-component of orbital and spin angular momenta in units of h̄, for V- and Cr-doped samples.
The relative errors do not exceed about 10% and were estimated by varying the fit parameters to
obtain statistically significant deviation between the modeled and measured XAS/XMCD spectra.

ion expectation value d2 d3 d4 d5 d6 total

V3+

⟨Ψn|Ψn⟩ 0.049 0.484 0.413 0.054 – 1.000

⟨Ψn|n̂d|Ψn⟩ 0.098 1.452 1.652 0.270 – 3.472

⟨Ψn|L̂z|Ψn⟩ 0.062 0.306 0.169 0.015 – 0.552

⟨Ψn|Ŝz|Ψn⟩ −0.049 −0.565 −0.514 −0.065 – −1.193

Cr3+

⟨Ψn|Ψn⟩ – 0.104 0.500 0.354 0.042 1.000

⟨Ψn|n̂d|Ψn⟩ – 0.312 2.000 1.770 0.246 4.328

⟨Ψn|L̂z|Ψn⟩ – 0.007 0.019 0.004 0.000 0.030

⟨Ψn|Ŝz|Ψn⟩ – −0.156 −0.808 −0.586 −0.059 −1.609

much larger morb = −0.55µB, determined by the contribution of the d3L and d4L2 config-
urations. In view of comparable spin–orbit couplings and hybridization with the ligands,
this may first seem unexpected. However, even in the aforementioned simple model of
quenching [279], the d-shell filling plays a decisive role. In our realistic case, due to the
complex interplay between spin–orbit coupling, Coulomb repulsion and hybridization
to ligands, the resulting effect can only be understood quantitatively. To illustrate this
in more detail, we vary the charge-transfer energy ∆, which affects the d-shell electron
occupation, and plot in Fig. 4.8 the resulting expectation value of the orbital angular mo-
mentum. We clearly see how the increase of ∆ leads to the expected decrease of d-shell
occupation nd and consequently to unquenching of the orbital moment. Hence, the dif-
ference between V and Cr becomes more evident, as the Cr has larger d-shell filling.

Now, we can compare the magnetic moments obtained using the sum rule analysis
with those resulting from MLFT calculations. For V, the sum rule derived moments
mspin = (2.0 ± 0.3)µB/atom and morb = (−0.38 ± 0.05)µB/atom are reasonably close
to the calculated mspin = 2.39µB/atom and morb = −0.55µB/atom. This considerable
morb could be related to the substantial magnetocrystalline anisotropy experimentally ob-
served in V-doped Sb2Te3 [8, 76]. As for Cr, the sum rules provide consistent value for the
orbital magnetic moment morb = (−0.01 ± 0.02)µB/atom, but not for the spin magnetic
moment. The sum-rule derived spin moment for Cr mspin = (2.3 ± 0.5)µB/atom is much
smaller than the calculated one, mspin = 3.22µB, which could be attributed to the am-
biguity in disentangling the overlapping Cr and Te edges. After all, the calculated total
magnetic moments, mtot = −2⟨Sz⟩ − ⟨Lz⟩ = 1.84µB/atom for V and mtot = 3.19µB/atom
for Cr, are consistent with SQUID measurements [8] and recent DFT calculations [26, 30]
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Figure 4.8: d-shell electron occupation nd (blue squares) and expectation value of the orbital an-
gular momentum ⟨Lz⟩ (red circles) of (a) V and (b) Cr as function of the charge-transfer energy ∆.
Taken from Ref. [79].

for these systems.

4.6 pd hybridization – inducing magnetic moment at Te
and Sb site

Our results confirm a strong charge-transfer effect from the host into the TM 3d states,
with an enhanced covalency and a considerable pd hybridization taking place between
TM dopants and host material. The strong pd hybridization is an important indicator
for determining the type of exchange coupling mechanism and understanding ferro-
magnetism in these systems. It could induce magnetic moments at the otherwise non-
magnetic Te and Sb atoms in the host lattice. To confirm this, we have measured XMCD
spectra at Sb and Te M4,5 absorption edges. Fig. 4.9 (a, b) shows XAS spectra (top panels)
and XMCD spectra (bottom panels) measured at Sb M4,5 edges of Cr- and V-doped sam-
ples, respectively. A clear reversal of left- and right-circularly polarized XAS intensities
(blue and red curves, respectively) between Sb M5 and M4 edges indicates a substantial
dichroism at the Sb site. The atomic concentration of Cr and V is identical in the respec-
tive samples, hence we can directly compare the strength of Sb XMCD between Cr- and
V-doped samples. To do so, we have normalized the signal to the area under Sb M4 edge
after accurate background correction. The M4 edge was chosen due to the overlap of
the Sb M5 edge with the O K-edge at 532 eV (the oxygen contamination comes from the
beamline and shows no dichroism), which could lead to less reliable results. Moreover,
for the V-doped sample the Sb M5 absorption edge is close to V L2 edge, which leads to
an overlap of XMCD signals as seen in the low energy tail of the XMCD spectrum in the
bottom panel of Fig. 4.9 (b). Using mean square deviation from zero as a measure for the
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Figure 4.9: XAS and XMCD spectra measured around the Sb M4,5 edges (3d → 5p) of (a)
Cr0.1(Bi0.1Sb0.9)1.9Te3 and (b) V0.1Sb1.9Te3. Top panel: XAS spectra for left- (light blue curve) and
right- (dark red curve) circularly polarized X-rays. Bottom panel: normalized XMCD spectra
(green curve). Taken from Ref. [79].

dichroic strength, we found Sb XMCD to be 20% stronger in the Cr-doped sample than in
the V-doped one.

Fig. 4.10 shows the circularly polarized XAS spectra of the V-doped sample measured
at Te M4,5 edges in an external magnetic field of 3 T. The corresponding XMCD spectrum
plotted in green reveals a small magnetic moment induced at the Te site. Due to the very
small size of the Te XMCD signal, this becomes a very challenging measurement, espe-
cially for thin films, requiring high signal quality and considerable statistics. Remarkably,
here we were able to measure XMCD at M4,5 edges with a robust XMCD line shape show-
ing reversal of XMCD sign between M4 and M5 edges. As illustrated in Fig. 4.2 (a), the
spectra of the Cr-doped sample exhibit XMCD at the Te M4,5 edges as well. However,
the strong energy overlap of the Te M4,5 and the Cr L2,3 edges in this sample hinders the
direct comparison of Te XMCD strength with the V-doped system.

To investigate the presence of magnetic moments at the Sb and Te sites even with rem-
nant magnetization, we measured Sb and Te M4,5 XMCD at saturation and remanence,
as shown in Fig. 4.11, confirming the ferromagnetic character of the ordering. As for the
magnetic-field dependence, measuring the XMCD hysteresis curves in general is very
time-consuming and specially the Te and Sb edges show very weak signal (an order of
magnitude smaller than the V/Cr edges), in addition to large fluctuations and uncertain-
ties at low-fields. We found these measurements for the Te and Sb edges not feasible.
Instead, it is sufficient to measure XMCD at just two fields (saturation 3 T and remanent
0.01 T) to show nonzero intensity at zero magnetic field, indicating spontaneous magne-
tization in both the dopant and the host lattice.
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Figure 4.10: Averaged XAS (black curve) measured at the Te M4,5 edges (3d → 5p) of a V0.1Sb1.9Te3
film. The green curve shows the corresponding XMCD spectrum (Ileft − Iright) measured at T = 2
K and H = 3 T. The inset illustrates the relative magnetic moment orientations of TM ion and
neighboring Te and Sb atoms within the one quintuple layer. Taken from Ref. [79].

In general, the strength of XMCD at Sb and Te sites is expected to depend on the TM
doping concentration and the degree of pd hybridization [29, 30, 80]. One might assume
that Sb has a pure ionic configuration [Kr] 4d10 5s2 5p0 with complete shells, and hence
should exhibit no induced moment. However, this is not fully correct. In the Sb2Te3

systems, similar to the diluted semiconductors [105, 107], the p states are the main charge
carriers. Thus the Sb 5p shell is not empty and exhibits a magnetic moment induced by
the exchange interaction between the V/Cr and the Sb, even though it is of longer range
than that between V/Cr and Te. So the same effect which results in a measurable XMCD
at the Te M4,5 edge also yields a non-vanishing XMCD at the Sb M4,5 edge. This is further
supported by the DFT analysis, showing that the main contribution to magnetic moments
of Sb and Te results from the p states [30, 78, 80].

Further, we notice that the similar intensity of the XMCD signal with opposite signs at
M5 and M4 edges suggests, according to the sum rules, that the total magnetic moments
at Sb/Te sites are dominated by the contribution of the spin magnetic moment. How-
ever, uncertainties in the background determination and in the separation of the spectral
weight of the Sb M5 edge from the weight of the V edges, which lie a few eV below,
prohibit a quantitative statement. The sign of the XMCD signal allows us to derive the
mutual orientation of the moments at the TM substituent and the neighboring Te and Sb
atoms. Keeping in mind that V/Cr L2,3 edges correspond to 2p → 3d transition, whereas
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Figure 4.11: Sb M4,5 XMCD in (a) a Cr-doped and (c) a V-doped sample, measured in remanence
(red line) and saturation (green line) at 2 K. (b) and (d) Remanent and saturation XMCD signal at
the Te M4,5 absorption edges. The Cr L2,3 edges overlay with Te M4,5, hindering the direct com-
parison with the Te XMCD in the V-doped sample. Note that XMCD signals are not normalized,
therefore one should not directly compare the intensities.

Sb/Te M4,5 edges correspond to a 3d → 5p transition, the opposite sign of XMCD for
V/Cr and Sb edges indicates a parallel coupling between V/Cr 3d and Sb 5p moments,
and the same sign of V/Cr and Te XMCD indicates an antiparallel alignment of their mo-
ments [280]. Hence, the relative magnetic moment orientations can be summarized as
(TM,Sb)↑-(Te)↓ (see also the inset of Fig. 4.10), in good agreement with theoretical predic-
tions [30].

4.7 Summary

In this chapter, we have studied the electronic and magnetic properties of V- and Cr-
doped thin films of the TI (Bi,Sb)2Te3. Similar to our earlier works [281, 282], we have
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constructed a MLFT model for the TM dopants in (Bi,Sb)2Te3. By analyzing the exper-
imental XAS and XMCD, we obtained the values for the charge-transfer, Coulomb re-
pulsion and hybridization energies, as well as for the crystal-field and Slater integrals,
which will serve as an important input to future atomic multiplet calculations on similar
systems.

The model clearly shows a strong charge-transfer from the Te ligands to the V/Cr 3d
states, such that the nominally ionic 3+ configuration contributes less than 10% to the
ground state, while the major contribution is due to configurations with one and two
ligand holes. This observation can be understood as a combined effect of a strongly neg-
ative charge-transfer energy and a considerable hybridization between TM 3d and ligand
5p states. The pd hybridization and, hence, the admixture of different configurations
might in part be due to the local relaxation of the ligands toward the TM, as evidenced by
ab initio calculations [277] and EXAFS experiments [278].

The MLFT fits allowed us to circumvent the inadequacy of the XMCD spin sum rule
for the early transition metals and determine the orbital and spin moments directly from
the many-particle ground state. In good agreement with published magnetometry data
[8, 263], we have obtained total magnetic moments of 3.19µB for Cr and 1.84µB for V. In
formal agreement with the expected quenching of the orbital moment for the d3 config-
uration, the orbital magnetic moment on Cr is negligibly small, whereas for V we obtain
−0.55µB. The seeming violation of this expectation is a natural outcome of the d-shell fill-
ing, non-negligible hoppings to the ligands and effects of the spin–orbit interaction. The
unquenched orbital moment could explain the substantial magnetocrystalline anisotropy
observed in V-doped samples [8, 76].

Our measurements further show that not only the magnetic dopants V and Cr carry
a magnetic moment, but also the nominally non-magnetic host atoms Sb and Te possess
spin-derived moments. The magnetism of the Sb and Te atoms suggests that the ob-
served local magnetic coupling mechanism might be in part mediated by Sb/Te 5p states
through pd hybridization, following the Zener-type pd-exchange interaction scenario [27–
30, 78]. Indeed, our work shows that pd hybridization yields a strong entanglement be-
tween charge transfer and magnetic ground state.

We provide a detailed microscopic insight into the electronic and magnetic properties
of the magnetically doped 3D TI. Our results show that V with a d-shell electron occu-
pation of nd = 3.47 exhibits a more robust FM order as compared to Cr with nd = 4.33,
confirming the spin-polarized first-principle calculations by Vergniory et al. [29], which
showed that the effective exchange interaction is reduced with the number of d electrons
per TM atom. The differences in the magnetic ground state between V and Cr imply
differences in the 3d local density of states, as recently observed in scanning tunneling
spectroscopy [283] and resPES [104]. This could point to the origin of the more robust
realization of the ideal QAH state in V-doped systems as compared to Cr-doped systems.
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A deeper insight would require a systematic element-specific study of ground state elec-
tronic and magnetic properties of V and Cr impurities at the thresholds of the QAH effect
and the recently reported metal-insulator transition at mK temperatures [284].
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Chapter 5

The nature of ferromagnetism in the V-
and Cr-doped topological insulator
(Bi,Sb)2Te3

The discovery of the quantum anomalous
Hall (QAH) effect in the magnetic topolog-
ical insulators (MTIs) Cr:(Bi,Sb)2Te3 and
V:(Bi,Sb)2Te3 raised a long-standing debate
about their unexpectedly discrepant mag-
netic properties. Particularly, the magnetic
coupling mechanisms underlying the on-
set of ferromagnetism in this MTIs have
been intensively disputed and a variety of different scenarios have been put forward,
as discussed in Chapter 2. It has been suggested that the variations in magnetic prop-
erties arise from differences in the electronic structure of the two systems [8]. However,
there is still no comprehensive understanding of how these variations are related to the
local electronic structure of the V and Cr impurities.

In this chapter, the open questions of the electronic states inducing the ferromagnetic
(FM) coupling in MTIs are addressed. By combining key experiments, such as resonant
photoemission spectroscopy (resPES) and x-ray magnetic circular dichroism (XMCD),
with theoretical approaches, such as density functional theory (DFT) and multiplet ligand
field theory (MLFT), the fundamental link between local impurity electronic structure and
magnetic coupling in V- and Cr-doped (Bi,Sb)2Te3 thin films is established. Section 5.2
summarizes the results of Dr. Thiago Peixoto et al. [108], which explain the important
role of impurity-state-mediated exchange interactions underlying the magnetic proper-
ties of MTIs. There I have contributed with measurements and MLFT analysis of the
XAS/XMCD data. Next, in Section 5.3 I extend the ideas presented in Ref. [108] with the
systematic analysis of the local electronic and magnetic properties of V-doped (Bi,Sb)2Te3

thin films as a function of impurity concentration.
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5.1 Methods

5.1.1 Sample preparation and characterization

Thin films (about 9–10 nm thick) of Crz(Bi1−xSbx)2−zTe3 and Vz(Bi1−xSbx)2−zTe3 were
grown by molecular beam epitaxy (MBE) on hydrogen-passivated Si(111) substrates and
structurally characterized by Dr. Martin Winnerlein and Dr. Steffen Schreyeck from the
department of Prof. Laurens W. Molenkamp, Universität Würzburg. The growth details
and characterization, e.g. by x-ray diffraction, atomic force microscopy and Hall mag-
netotransport, confirming the realization of the QAH effect in the V-doped samples (for
x = 0.76 − 0.79 and z = 0.1 − 0.2), are published elsewhere [20, 68, 137, 266]. After
the growth, the films were capped by a protective Te layer (about 100 nm), which was
mechanically removed in UHV conditions, prior to the spectroscopic measurements, re-
vealing a chemically clean surface, see Fig. 5.1. Recent results have demonstrated the
effectiveness of this decapping method on Bi2Te3 layers with high pristine quality [267].
The stoichiometries applied in this work are comparable to those that exhibited a stable
and reproducible QAH effect.

5.1.2 XAS, XMCD and resPES

The XAS and XMCD data was acquired at the HECTOR end station, located at the
BOREAS beamline of the ALBA storage ring (Barcelona, Spain) [204]. The detailed de-
scription of the end station in given in Section 3.2.3. The measurements were performed
in total electron yield mode (TEY), under magnetic fields of up to 6 T and at temperatures
down to 5 K.

The resPES experiments were conducted at the ASPHERE III end station located at
beamline P04 of the PETRA III storage ring of DESY (Hamburg, Germany) by Philipp
Kagerer and Dr. Thiago R. F. Peixoto from the group of Prof. Friedrich Reinert, Universität
Würzburg. The on-resonant and off-resonant valence band photoemission spectra were
taken at hνon = 514.8 eV and hνoff = 508 eV for V-doped samples, and at hνon = 575.6 eV
and hνoff = 560 eV for Cr-doped ones, according to the respective XAS spectra in Fig. 5.2.
The energy resolution of the resPES measurements was typically better than 67 meV. All
experiments were performed in ultrahigh vacuum (UHV) at pressures below 3 × 10−10

mbar.

5.1.3 DFT calculations

The DFT calculations necessary for the understanding of electronic and magnetic prop-
erties of V and Cr impurities were performed by Dr. Philipp Rüßmann from the group
of Prof. Stefan Blügel in Forschungszentrum Jülich. The Sb2Te3 and Bi2Te3 bulk crystals
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were simulated using the experimental bulk lattice structure (see ref. [285] for Sb2Te3

and ref. [286] for Bi2Te3). The electronic structure was calculated within the local density
approximation (LDA) [287] to DFT by employing the full-potential relativistic Korringa-
Kohn-Rostoker Green’s function method (KKR) [288, 289] with exact description of the
atomic cells [290, 291]. The truncation error arising from an lmax = 3 cutoff in the an-
gular momentum expansion was corrected for using Lloyd’s formula [292]. The V and
Cr defects, together with a charge-screening cluster comprising the first two shells of
neighboring atoms (consisting of about 20 surrounding scattering sites), were embedded
self-consistently using the Dyson equation in the KKR method [289] and have been cho-
sen to occupy the substitutional Sb/Bi position in the quintuple layers and structural re-
laxations were neglected, while keeping the direction of the impurity’s magnetic moment
fixed along the out-of-plane direction. The shift in the Fermi level occurring in (Bi,Sb)2Te3

was accounted for by adjusting the self-consistently computed Fermi level (EF) of the host
systems in the impurity embedding step. The exchange interactions among two impuri-
ties were computed using the method of infinitesimal rotations [293], which map the
exchange interaction to the Heisenberg Hamiltonian H = 1

2 ∑⟨ij⟩ Jij
−→s i · −→s j.

5.1.4 MLFT calculations

Theoretical XAS and XMCD spectra for the L2,3 (2p → 3d) absorption edges of V and Cr
ions were calculated by means of a configuration interaction (CI) cluster model, consider-
ing the central TM ion surrounded by six ligands (Te anions). We take into account all the
2p − 3d and 3d − 3d electronic Coulomb interactions, as well as the SOC on every open
shell of the absorbing atom. We consider nominal 2p63dn (n = 2 for V3+ and n = 3 for
Cr3+) configurations and further include three more charge-transfer (CT) states dn+1L,
dn+2L2 and dn+3L3 (L1 denotes a hole in the Te 5p orbitals) to account for hybridization
effects. To perform the CI calculation, the following fit parameters were introduced: scal-
ing parameter β for the Hartree–Fock values of the Slater integrals, the CT energy ∆, the
Coulomb interaction energy Udd between the 3d electrons, the hybridization energy Veg

and the octahedral crystal field parameter 10Dq. The simulations were performed us-
ing the Quanty software for quantum many-body calculations, developed by Prof. M.
W. Haverkort et al. [245]. We assume V/Cr ions embedded in the cation sites and de-
scribe the crystal field in Oh symmetry, with the C4 axes of the octahedron along the
V–Te bonds. The spectral contributions from each of the split ground state terms to the
absorption spectra were weighted by a Boltzmann factor. The calculated spectra were
broadened by a Gaussian function to account for the instrumental broadening and by an
energy-dependent Lorentzian profile for intrinsic lifetime broadening. More details are
given in Chapter 3.
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Figure 5.1: XPS spectra measured for the surface chemical analysis of the freshly cleaved
samples used in this study, namely V0.1(Bi0.32Sb0.68)1.9Te3 (red curve, taken at hν = 750 eV),
Cr0.1(Bi0.1Sb0.9)1.9Te3 (blue curve, taken at hν = 750 eV) and V0.1Bi1.9Te3 (black curve, taken at
hν = 715 eV), for the surface chemical analysis. All main host elemental core level peaks are iden-
tified, showing pristine intrinsic line shapes and respective plasmon features, and no traces of
oxidation or any other contamination. Auger MNN complexes from Te and Sb are also identified.
The comparatively low cross section and low concentration of the V and Cr impurities preclude
the observation of their peaks. Minute traces of oxygen (O 1s) and carbon (C 1s) are detected, most
likely from the residuous gas inside the UHV chamber. The inset shows the schematic diagram of
the cap layer removal technique. Adapted from Ref. [108].

5.2 Effect of impurity states on the magnetism in MTIs

5.2.1 Surface chemical analysis of the samples

We start with the surface chemical analysis of the samples conducted by Peixoto et al.
[108]. After decapping the samples under UHV conditions (typically p < 1× 10−8 mbar),
XPS survey scans were performed in order to confirm the complete mechanical removal
of the protective Te capping layer, and guarantee the chemical cleanness and pristine
quality of the surface. In Fig. 5.1 the XPS survey scans of freshly decapped samples used
in this study, taken at various photon energies within the soft x-ray range, are shown.
The sharpest peaks are the main core level lines of all the elements of the host compound,
namely Te 3d, Sb 3d, Bi 4 f , Te 4d, Sb 4d and Bi 5d, which exhibit typical line shapes for the
pristine systems, with no sign of oxidation, demonstrating a successful exfoliation of the
Te cap. The Auger MNN complexes of Te and Sb are also identified, showing the expected
shift with photon energy (i.e. appearing at constant kinetic energy). Each spectrum is
normalized to the Te 3d peaks. The V and Cr 2p peaks can not be distinguished due to
their comparatively low excitation cross section in the soft X-ray range in comparison
to the host elements, and due to their very low concentration. Weak oxygen (O 1s) and
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Figure 5.2: XAS (upper panels) and XMCD (lower panels) spectra of (a) V0.1(Bi0.32Sb0.68)1.9Te3 and
(b) Cr0.1(Bi0.1Sb0.9)1.9Te3 thin films, respectively, at the V and Cr L2,3 edges, taken at temperatures
above (light colored curves) and below (dark colored curves) TC. The contribution of the Te M4,5
edges to the Cr L2,3 spectrum in (b) was subtracted according to a reference spectrum measured
on an undoped sample, and is also shown. The XMCD spectra (black circles) were measured
in the remanent state, at 5 K, demonstrating a FM state for both systems. The small dip in the
pre-edge of the Cr L3 XMCD is attributed to the induced magnetic moment in the Te atoms. The
corresponding dashed curves are spectra calculated by MLFT. (c) Temperature-dependence of the
inverse remanent XMCD signal at the V (red circles) and Cr (blue circles) L3 edges, from which
TC(V) ∼ 35 K and TC(Cr) ∼ 18 K are estimated. (d) Hysteresis loops taken at the V and Cr L3
edges, at 5 K, with the magnetic field applied in the out-of-plane direction, exhibiting coercive
fields of HC(V) = 40 mT and HC(Cr) = 20 mT, respectively. Adapted from Ref. [108].

carbon (C 1s) peaks are detected, most likely coming from the residual gas inside the
UHV chamber or outgassing from the sample surroundings, shortly after the mechanical
exfoliation. These findings confirm the effectiveness of the ex situ mechanical removal
method and guarantee a pristine surface quality of the van der Waals epitaxial thin films
[267] studied here.

5.2.2 Electronic and magnetic ground state of V and Cr

The results presented here are from the study of Peixoto et al. [108]. Fig. 5.2 shows the
XAS and XMCD spectra at the V and Cr L2,3 edges, measured on V0.1(Bi0.32Sb0.68)1.9Te3

and Cr0.1(Bi0.1Sb0.9)1.9Te3 above and below the Curie temperature TC. No energy shifts
or changes in the branching ratio are observed at the L2,3 edges with varying tempera-
ture across TC, in contrast to the previous reports where an apparent energy shift was
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interpreted as evidence of the van Vleck mechanism [101]. For the Cr case, we also show
the intrinsic line shape, obtained by carefully subtracting a Te M4,5 spectrum of an un-
doped reference sample. The XMCD spectra were measured at 5 K under a small ap-
plied magnetic field of 10 mT (remanent state), oriented perpendicular to the surface,
i.e. along c-axis). They confirm a persistent FM state at this temperature, with a sizable
magnetic moment carried by the TM 3d states in both V-doped and Cr-doped (Bi,Sb)2Te3

systems. The line shapes of our XAS and XMCD data demonstrate the pristine quality of
the dilute MTI thin films, ruling out any possible clustering or oxidation, in good agree-
ment with previous reports on V- and Cr-doped 3D topological insulators [78–80, 104].
Fig. 5.2 (c) shows the temperature dependence of the inverse L3 XMCD signal for V- (red
circles) and Cr-doped (blue circles) systems, in the remanent state. The extrapolation of
the data near TC, according to the Curie–Weiss law, allows us to estimate TC ≈ 35 K for
the V0.1(Bi0.32Sb0.68)1.9Te3 and TC ≈ 18 K for the Cr0.1(Bi0.1Sb0.9)1.9Te3 films. Roughly a
factor of 2 in TC is found for the same V- and Cr-doping level, in good agreement with
previous works [8, 29, 80]. Fig. 5.2 (d) shows low-field hysteresis loops at the V and Cr L3

edges, taken at 5 K, with the magnetic field applied perpendicularly to the sample surface.
The loops are square-shaped, exhibiting a relatively high remanence, as expected for an
out-of-plane anisotropy, and coercive fields of HC(V) = 40 mT and HC(Cr) = 20 mT, re-
spectively. The observed low coercivities reveal the typical soft ferromagnetic properties
of dilute systems.

A state-of-the-art MLFT analysis (described in details in Section 3.5) has been per-
formed to interpret the V and Cr L2,3 line shapes and determine the magnetic ground
state. As seen in Fig. 5.2 (a, b), the calculations reproduce all main features of the mea-
sured spectra, which is not possible if only combinations of integer ionic valencies are
considered. We find a strong pd hybridization and a higher covalency in the ground state
of the V and Cr impurities, i.e. a strong deviation from the 3+ ionic valence (V d2, Cr d3)
[112, 113, 263]. The ground state is dominated by about 90% weight of charge-transfer
states with one and two holes in the ligand orbitals. The resulting d-shell occupation is
d3.13 (mS = 2.33µB per atom) for V and d4.37 (mS = 3.32µB per atom) for Cr, due to a sub-
stantial charge transfer (CT) from the ligand Te p states into the 3d impurity states, as a
result of pd hybridization and the low electronegativity of the Te ligands [79]. Although
the effective valence of the V and Cr impurities is strongly reduced (below 2+) from the
nominal 3+ ionic valence, the assumption of nominally divalent ions in the MLFT model
cannot reproduce the fine structure of the experimental line shapes [79] or the reported
magnetic properties [8]. The observed spontaneous Te-(V, Cr) charge transfer is, therefore,
attributed to the acceptor character of flat 3d impurity states at the top of the valence band
in the presence of pd hybridization. Correspondingly, our first-principles calculations for
single V and Cr impurities embedded in a quintuple layer of Sb2Te3 on an octahedral Sb
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Figure 5.3: ResPES spectra at the L3 edges of (a) V (hν = 515 eV) in V0.1(Bi0.32Sb0.68)1.9Te3 and (b) Cr
(hν = 575.6 eV) in Cr0.1(Bi0.1Sb0.9)1.9Te3 thin films, at 30 K. (c) Calculated spin-up (magenta curves)
and spin-down (green curves) 3d DOS and corresponding integrated DOS for substitutional V and
Cr single impurities in Sb2Te3. The t2g and eg manifolds are identified. Taken from Ref. [108].

site, yield d3.35 (mS = 2.51µB) and d4.40 (mS = 3.72µB). This again confirms a substan-
tial charge transfer from the ligand p states into the 3d impurity states as a result of pd
hybridization.

5.2.3 Fingerprints of the impurity 3d states

To assess the contribution of the 3d states to the valence band (VB), resPES measurements
at the V and Cr L3 edges were conducted. The data shown in Fig. 5.3 (a, b) is obtained
from the normalized difference between the on-resonant and off-resonant photoemission
spectra, taken at 30 K, and represent the V and Cr 3d partial DOS. It illustrates a significant
difference in the 3d DOS for V and Cr impurities. For V, the 3d states pile up predomi-
nantly in a narrow peak just below EF with the center at EB = 170 meV. On the other
hand, the 3d states of Cr are broadly distributed over the VB of the host compound, with
a maximum at EB = 1.71 eV and low spectral weight near EF. The first-principles cal-
culations performed by Dr. Philipp Rüßmann nicely capture these main characteristics.
Fig. 5.3 (c) shows the calculated spin-polarized 3d DOS and the corresponding integrated
DOS for V (upper panel) and Cr (lower panel) impurities in Sb2Te3, which allow one to
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assign the experimentally observed states to majority-spin (spin-up) t2g states. The exam-
ination of the integrated 3d DOS at EF allows one to extract the predicted d-shell filling of
d3.4 for V (red curve) and d4.4 for Cr (blue curve) impurities, in good agreement with the
MLFT analysis. Moreover, the calculations are able to reproduce the resPES data without
self-interaction corrections, which suggests a minor role of the latter for the V and Cr oc-
cupied 3d states. While small self-interaction corrections tend to shift the 3d resonances
deeper in the VB [27, 28, 30, 294], this is compensated by the natural charge doping of the
host, as discussed below. These findings yet support previous resPES results [104, 265]
and scanning tunnelling microscopy and spectroscopy studies of the electronic structure
of V and Cr impurities in Sb2Te3 [30, 283, 295].

The presence of exchange-split 3d states at EF leads to the emergence of localized mag-
netic moments and, possibly, long-range magnetic order. In order to study the effect of
the impurity states on the magnetic coupling mechanism, we first consider the spin-up
DOS of V and Cr impurities in Sb2Te3, calculated for different artificial shifts of the Fermi
level (∆EF), i.e. different positions of EF with respect to the bulk VB and conduction band
(CB). This approach allows us to simulate the effect of n-type and p-type charge doping
on the 3d states, i.e. the valence of the TM impurities [296]. The results for the spin-up
V and Cr 3d DOS are shown in Fig. 5.4 (a, b). The grey-shaded areas correspond to the
Sb2Te3 host total DOS, emphasizing the position of the impurity states with respect to
the bulk band gap, where the topological surface states (TSS) typically lie. We find that
the position of the impurity states depends sensitively on the charge doping, shifting to-
wards higher binding energies when going from p-type (dark-colored curves) to n-type
(light-colored curves) doping. In particular, the narrow V 3d peak gradually moves away
from EF. This trend is experimentally supported by our resPES data for (Bi1−xSbx)2Te3

films with different Bi content, which will be discussed later in this chapter. For lower x,
and thus higher n-doping [8, 25, 26], the V 3d peak shifts to significantly higher binding
energies.

5.2.4 Magnetic exchange interactions

Next, the implications of the above findings for the magnetic exchange interactions
are discussed based on the ab initio calculations performed by Dr. Philipp Rüßmann.
Fig. 5.4 (c, d) shows the calculated exchange-coupling constants Jij for different separa-
tion distances between two TM ions located in one atomic plane (intra-layer coupling,
upper panels) and at neighboring atomic planes within the same quintuple layer (inter-
layer coupling, lower panels), using the same ∆EF values as in Fig. 5.4 (a, b)1. For both
V and Cr, the inter-layer coupling is dominant, in good agreement with Ref. [29]. Over-
all, at nearest-neighbor (NN) distances the calculated Jij contributions are larger for V,

1Note the corresponding color code.



5.2. Effect of impurity states on the magnetism in MTIs 119

Figure 5.4: Spin-up partial 3d DOS of (a) V and (b) Cr impurities embedded in Sb2Te3, calculated
for different positions of EF in respect to the bulk VB and CB. The grey shaded areas correspond
to the bulk total DOS of the Sb2Te3 host. (c) Intra-layer (upper panels) and inter-layer (lower
panels) exchange coupling constants Jij as a function of distance from the V and (d) Cr impurities,
calculated for the same ∆EF values as in (a) and (b) (note the corresponding color code). Energy
dependence of the NN intra-layer (solid line) and inter-layer (dashed line) Jij(E) in (e) V:Sb2Te3
and (f) Cr:Sb2Te3, for ∆EF = −300 meV. The corresponding spin-resolved 3d DOS are also plotted
as shaded areas. Taken from Ref. [108].

while at the second and third neighbor positions the Jij values for Cr are markedly larger.
This behavior follows the spatial decay of the calculated impurity-induced features in
the 3d DOS. Most importantly, the Jij constant strongly varies with charge doping. Al-
ready small shifts of EF give rise to considerable changes in Jij, whose sign and strength
are linked to characteristic features in the 3d DOS at EF. For V, Jij rapidly decreases
in the n-doped regime, while for Cr the behavior is more complex and depends more
strongly on the relative impurity positions. Fig. 5.4 (d, f) shows the energy dependence
of Jij for NN spins for ∆EF = −300 meV, which best corresponds to the experimental
resPES data. The inter-layer and intra-layer components, shown as dashed and solid
lines, exhibit qualitatively similar trends. In the same plots, the corresponding spin-up
and spin-down 3d DOS are shown as shaded areas. For V, Jij(E) near EF consists of a
sharp peak overlapping with a broad flat ridge that spans between the onsets of the t2g

and eg peaks. Jij(E) is maximum when EF is positioned inside the V t2g manifold, and
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rapidly decreases otherwise. For Cr, the sharp peak in Jij(E) is absent, and only the broad
ridge is seen. In sharp contrast to V, for Cr a maximal Jij(E) is found when EF lies in the
gap between the t2g and eg peaks. The calculated Jij(E) in Fig. 5.4 (f), thus, indicates a
less pronounced dependence of the magnetic coupling on the EF position for Cr. This
may explain the stronger gate-voltage dependence of the magnetic properties observed
in V-doped [8] as compared to Cr-doped films [9, 73, 113]. These distinct features in the
V and Cr 3d DOS are fully in line with the resPES measurements in Fig. 5.3. Similar fea-
tures in the exchange coupling constants have been extensively discussed in the context
of dilute magnetic semiconductors [99, 100, 105, 277, 297–299]. By comparison, one may
tentatively associate the sharp peak in Jij(E) for V with the double-exchange mechanism
[28, 29, 78, 99, 297, 298, 300] and the broad ridge, found for both dopant types, with the
FM superexchange mechanism [27, 105, 297, 299].

5.2.5 Influence of host stoichiometry on the impurity 3d states

To verify the predicted trends of the impurity-mediated magnetic exchange interactions
with the charge doping of the host, the impact of the host stoichiometry on the local
electronic and magnetic properties of V-doped (Bi1−xSbx)2Te3 via Bi/Sb substitution is
discussed. The resPES and XMCD data from V0.1(Bi0.32Sb0.68)1.9Te3 (green curve) and
V0.1Bi1.9Te3 (black curve) in Fig. 5.5 illustrate the strong variation of the magnetic prop-
erties with the position of the V impurity states. The maximum in the V 3d DOS in
Fig. 5.5 (a) is found at EB = 170 meV in the former, and at EB = 300 meV in the latter, con-
firming the trend predicted by the above DFT calculations in Fig. 5.4. The observed trend
may be attributed to the effect of CT from the host ions into the V impurities, resulting in
fluctuations of the d–shell occupation [25, 26, 301].

The charge-transfer effect should also modify the unoccupied 3d states in the close
vicinity of the EF and, consequently, the mechanism of magnetic coupling, as well. There-
fore, the effect of Bi/Sb substitution on the fine structure of the V L2,3 edges is further
investigated, in order to learn whether the modifications observed in the V 3d DOS in
Fig. 5.5 (a) should also find correspondence in the XAS and XMCD spectra. Fig. 5.5 (b)
shows XAS (upper panel) and XMCD spectra (lower panel) at the V L2,3 edges of the same
samples Vz(Bi1−xSbx)2−zTe3 with z = 0.1, for different values of Sb content x. All spectra
were measured at temperature of about 5 K, in an out-of-plane magnetic field of 3 T. The
black, green and red curves represent samples with x = 0.00, 0.68 and 1.00, respectively.
The spectra exhibit subtle changes in the low-energy part of the L3 edge as a function of
the Bi/Sb ratio. The insets show the L3 edge in XAS (upper panel) and XMCD (lower
panel) in detail. A gradual onset of the peak-like feature located at about hν = 513.5 eV
with the increase of the Sb content x is apparent in the XAS spectra. Furthermore, this
feature also contributes to the magnetic dichroism, affecting the detailed structure of the



5.2. Effect of impurity states on the magnetism in MTIs 121

Figure 5.5: The influence of the host stoichiometry on the electronic and magnetic proper-
ties of V impurities. (a) resPES spectra of the V 3d states for V0.1Bi1.9Te3 (black curve) and
V0.1(Bi0.32Sb0.68)1.9Te3 (green curve) thin films. The V impurity band maximum is found at
EB = 170 meV for the latter and at EB = 300 meV for the former. (b) XAS (upper panel) and
XMCD (lower panel) at the V L2,3 edges of V0.1Bi1.9Te3 (black curves), V0.1(Bi0.32Sb0.68)1.9Te3 (green
curves) and V0.1Sb1.9Te3 (red curves), taken at 2 K, under an applied magnetic field of 3 T, per-
pendicular to the surface. The insets show a closer look of the L3 edge (without offset between
the spectra), where a secondary peak gradually appears at the low-energy side, and clearly affects
the XMCD signal (pointed out by arrows) for Sb-rich V:(Bi,Sb)2Te3. (c) XMCD spectra at the V L2,3
edges, taken at 2 K, in remanence (full circles) and saturation (hollow circles) for the same samples
in (b). The remanent XMCD remains high in the Sb-rich phase and strongly recedes in the Bi-rich
one. Adapted from Ref. [108].

double peak of the L3 XMCD line shape and, consequently, the magnetic ground state.
This is further confirmed in Fig. 5.5 (c) by comparison of the XMCD spectra from the
same samples as in (a) and (b), now measured at 5 K in saturation (hollow circles) and
remanence (full circles). While in V:Sb2Te3 and Sb-rich V:(Bi,Sb)2Te3 the remanent and
saturated spectra almost coincide (remanent XMCD is about 97% and 89% of the satura-
tion signal for the former and later), in V0.1Bi1.9Te3 the remanent XMCD is critically lower
than in saturation (about 26% of the saturation signal), demonstrating a suppression of
FM interactions, coinciding with the shift of the V states away from EF, as predicted in
the theoretical calculations.

By changing the Bi concentration in V0.1(Bi1−xSbx)1.9Te3 from x = 1.00 to x = 0.68, TC

experiences an abrupt drop from 45 to 35 K, as shown in the Fig. 5.6 (f). From the nor-
malized XMCD spectra measured at the Sb, Te, and V absorption edges for the samples
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Figure 5.6: XMCD spectra of V0.1(Bi1−xSbx)1.9Te3 measured at (a) Bi N4,5, (b) Sb M4,5, (c) Te M4,5
and (d) V L2,3 edges, respectively, for the x = 0, 0.68, and 1 at 5 K. (e) XMCD intensity at the
V L3 edge as function of applied magnetic field for corresponding samples measured at 5 K. (f)
Temperature-dependence of the remanent XMCD signal at the V L3 edge, from which TC ∼ 35 K
for x = 0.68 and TC ∼ 45 K for x = 1 are estimated.

with different Bi content, see Fig. 5.6 (b-d), one can see that their rapid decreases are in
good agreement with the decreasing TC stemming from the Bi doping effect. As for the Bi
N4,5 absorption edges, the XMCD measurements show no detectable XMCD even for the
Bi-rich sample V0.1Bi1.9Te3 at B = 3 T, as shown in Fig. 5.6 (a). The magnetization curves
for different x at V L3 shown in Fig. 5.6 (e) exhibit clear magnetic hysteresis. For x = 1.00
it shows HC ∼ 200 mT, while for x = 0.68 the coercive field is only HC ∼ 40 mT and
for x = 0.00 it is even smaller, confirming that the substitutional Bi atoms significantly
suppress the long-range magnetic order. To estimate quantitatively the change of the V
ordered magnetic moment resulting from the suppression of FM interactions, we utilize
L2,3 edge sum rule analysis, in a similar way as discussed in Chapter 4. The results of the
sum rule analysis are presented in Fig. 5.7. Fig. 5.7 (a) shows the estimated spin magnetic
moment mspin of V in V0.1(Bi1−xSbx)1.9Te3 as a function of Sb content x, both in satura-
tion (3 T, empty circles) and remanence (0.01 T, full circles). As one can notice looking
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Figure 5.7: (a) Spin (mspin), (b) orbital (morb) and (c) total (mtot) magnetic moments of V in
V0.1(Bi1−xSbx)1.9Te3 as function of Sb content x, estimated using V L2,3 sum rule analysis for sat-
uration (empty circles) and remanent (full circles) data acquired at T ∼ 5 K. The shaded areas
indicate the error bars.

at the remanent data, the spin magnetic moments within the error bars increase mono-
tonically with the increase of Sb content, while for the saturation data it shows roughly a
plateau. At the same time, the orbital magnetic moments in Fig. 5.7 (b) show the oppo-
site behavior, suggesting unquenching of the orbital magnetic moment with the Sb con-
tent, which could be related to the change of the magnetocrystalline anisotropy (MCA)
in the system. Overall, we observe the change of the ordered magnetic moment from
mtot = (0.79 ± 0.15)µB for V0.1Bi1.9Te3 sample to mtot = (1.60 ± 0.22)µB for V0.1Sb1.9Te3,
as shown in Fig. 5.7 (c).

The observed weakening of the ferromagnetism upon Bi doping in V:(Bi,Sb)2Te3 is
in agreement with previous works [8, 78, 266], including the data reported for single-
crystalline Cr:(Bi,Sb)2Te3 [80]. As illustrated in Fig. 5.6 (b), and also known from re-
cent XMCD studies [30, 78–80, 263], the Sb ions become partially polarized in the pres-
ence of substitutional V or Cr, while Bi, on the other hand, remains unpolarized (see
Fig. 5.6 (a)). Thus, these findings are consistent with a scenario where weakly localized,
spin-polarized holes in Sb ions facilitate a longer ranged magnetic coupling in both sys-
tems [27, 294, 297, 298, 300]. The substitution of Sb by Bi, thus, gradually disrupts the
network of spin-polarized p orbitals contributing to the stabilization of a robust FM state.
Furthermore, the results show that the sharp V and Cr resonances are mostly localized
inside the bulk band gap (see Fig. 5.4), indicating a considerable overlap with the TSS.
Although the effect of the TSS on the magnetic interactions has not been explored here,
the theory suggests that the presence of the Dirac electrons at the surface might as well
have impact on the charge and magnetic ground states of 3d impurities in the vicinity of
the surface and, consequently, on the pd magnetic interactions [296], potentially leading
to modified magnetic properties as compared to the bulk. Conversely, the 3d impurity
states may mediate spin scattering channels for the spin-momentum-locked Dirac elec-
trons [295].
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5.3 Influence of impurity concentration on the electronic
and magnetic properties

The above discussion of the host stoichiometry and its influence on the electronic and
magnetic properties of V0.1(Bi1−xSbx)1.9Te3 was manly based on our results presented in
Ref. [108]. In this Section, I additionally discuss how the impurity concentration z af-
fects the electronic and magnetic properties of Vz(Bi0.23Sb0.77)2−zTe3 using about 10 nm
thick films with z = 0.09, 0.24 and 0.34, grown by molecular beam epitaxy (MBE) on
hydrogen-passivated Si(111) substrates by Dr. Steffen Schreyeck from the department of
Prof. Laurens W. Molenkamp, Universität Würzburg. The XAS and XMCD data pre-
sented here were measured at the High-field Diffractometer end station of UE46 PGM-1
beam line at BESSY II [201] (see Section 3.2.2 for the end station description), in magnetic
fields of up to 3 T and at nominal base temperature of about 5 K.

Fig. 5.8 (a-c) shows L2,3 edge XAS (top panel) and XMCD (bottom panel) spectra for
the in situ cleaved V-doped (Bi0.23Sb0.77)2Te3 films with different V content varying from
1.8 at.% (z = 0.09) to 6.8 at.% (z = 0.34), measured in TEY mode with right- and left-
circularly polarized x-rays (red and blue curves, respectively) at a low temperature of
T ∼ 5 K in a magnetic field of B = 0.01 T in case of remanent signal (dashed green
curve) and B = 3 T applied along the surface normal (c-axis) in case of saturation signal
(solid green curve). The XAS spectra averaged over the two polarizations are shown as
black curves. No sign of oxidized V ions is observed in the samples, and the line shapes
are consistent with data discussed in Chapter 4 and in Section 5.2. These XAS/XMCD
results also rule out the possible clustering of V at increased doping concentrations in the
samples, since otherwise, the XAS and XMCD line shapes would have been significantly
modified.

The corresponding normalized XMCD spectra at the V L2,3 edges, displayed in the bot-
tom panels of Fig. 5.8 (a-c) in saturation (solid green curves) and remanence (dashed green
curves) show a persistent ferromagnetic state at low temperatures and a sizable magnetic
moment carried by V 3d states. The XMCD signal was normalized to the area under the
total XAS spectrum after careful background corrections. Overall, the XAS/XMCD data
demonstrate the pristine quality of the TM doped thin films, ruling out any possible sec-
ondary phase structure or oxidation, consistent with previous reports for V:(Bi,Sb)2Te3

[79, 80, 104, 108] thin films, as well as for bulk samples [30]. Fig. 5.8 (e) illustrates the
change of XMCD signal amplitude as function of dopant concentration z for remanence
(full circles) and saturation (empty circles). While the remanent XMCD signal decreases
by a factor of about 8 with the concentration, the saturation data levels off to a plateau,
indicating that the saturated magnetic moment is similar for all three samples, while the
ordered moment is reduced. Intuitively, within the pd hybridization model one would
expect the increase of magnetization with the concentration of the TM dopant [80, 105],
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Figure 5.8: (a-c) Normalized XAS (upper panel) and XMCD (lower panel) spectra at V L2,3 edges
(2p → 3d) of Vz(Bi0.23Sb0.77)2−zTe3 for (a) z = 0.09, (b) z = 0.24 and (c) z = 0.34. (d) Normalized
Sb M4,5 (3d → 5p) XAS and XMCD spectra for different dopant concentrations. The XMCD spec-
tra were normalized to the intensity of the resonant part of the M4 XAS (see the main text). (e)
Amplitude of the XMCD signal at the V L2,3 edges as function of the V concentration z, measured
in an external magnetic field of 3 T (saturation, empty circles) and 0.01 T (remanence, full circles).
(f) Amplitude of the XMCD signal at the Sb M4,5 edges as function of the V concentration z. The
arrows indicate a strong reduction of the induced magnetic moment at the Sb site with switched-
off external magnetic field.

however here it does not seem to be the case. A deeper understanding of such behavior
requires further theoretical support.

To examine the behavior of the induced magnetic moments at the non-magnetic ele-
ments in the host lattice, we measured the XMCD spectra at the Sb M4,5, Te M4,5 and Bi
N4,5 absorption edges. Fig. 5.8 (d) and Fig. 5.9 (a) show the circular-polarized XAS spectra
(top panel) of V0.09(Bi0.23Sb0.77)1.91Te3 at the Sb M4,5 and Te M4,5 edges, respectively, mea-
sured in a magnetic field of 3 T and T ∼ 5 K. Even though only a very slight difference can
be seen in these normalized XAS spectra, they still show a clear reversal of the XAS inten-
sities between the Sb/Te M5 (∼ 529.5 eV in case of Sb) and M4 (∼ 538.5 eV in case of Sb)
edges. The bottom panels of Fig. 5.8 (d) and Fig. 5.9 (a) show the Sb and Te XMCD spec-
tra for the three samples measured in saturation. The XMCD spectra were consistently
normalized only to the intensity of the resonant part of the XAS M4 edge (see gray area),
since the Sb M5 edge overlaps with the V L2 edge, as seen in the low energy tails of the
XMCD spectra in Fig. 5.8 (d) bottom panel. Fig. 5.8 (f) and Fig. 5.9 (b) show the strength
of the XMCD at the Sb and Te M4,5 edges, respectively, as function of the V concentration
z. As seen in these figures, the XMCD saturation data (empty circles) exhibits an increase
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Figure 5.9: (a) Normalized Te M4,5 (3d → 5p) XAS and XMCD spectra for different dopant con-
centrations. The XMCD spectra were normalized to the intensity of the resonant part of the Te M4
XAS (see the main text). (b) Amplitude of the XMCD signal at the Te M4,5 edges as function of the
V concentration z, at saturation (empty circles) and remanence (full circles). (c) XAS and XMCD
signal at the Bi N4,5 absorption edges. No detectable Bi spin polarization is observed.

of the intensity at the Sb and Te M4,5 edges with the increase of V concentration, and this
behavior is not following the changes at the V L2,3 edges in Fig. 5.8 (e). However the
remanent data (full circles) show similar behavior with V, i.e. the signal drops with the
increase of V concentration. The XMCD measurements at the Bi N4,5 absorption edges in
3 T magnetic field, shown in Fig. 5.9 (c), still indicate no detectable dichroic signal.

Intuitively, the increase of the saturation XMCD signal at the Sb and Te edges in
Fig. 5.8 (f) and Fig. 5.9 (b) with V concentration can be understood as the increase in the
total volume occupied by V polarized “blobs” relative to the total volume of the sample,
whereas under a V “blobs” we understand the vicinity of a V ion containing spin-split Sb
and Te local DOS. Thus, a higher proportion of Te/Sb atoms become magnetized due to
the closer proximity to a V impurity.

To quantitatively illustrate the evolution of the XMCD signal with V concentration, in
Fig. 5.10 we plot the results of the sum rule analysis at the V L2,3 edges. Fig. 5.10 (d) and (e)
shows the estimated spin mspin and orbital morb magnetic moments in Vz(Bi0.23Sb0.77)2−zTe3

as a function of the V content z, in saturation (3 T, empty circles) and remanence (0.01 T,
full circles). It should be noted, that the XMCD amplitude, as plotted in Fig. 5.8 (e),
scales with magnetic moment only as long as the value of ⟨Tz⟩ (see Eq. 3.27) remains
negligible compared to the moments themselves. This, however, does not hold for V-
doped samples (see Table. 3.1), where with the increase of V concentration the remanent
spin magnetic moment drops only by a factor of 2.4, from mspin = (1.56 ± 0.19)µB to
mspin = (0.65 ± 0.14)µB. Meanwhile, the saturation data show a similar plateau as in
Fig. 5.7. The "plateau" observed for the samples in Fig. 5.7 and Fig. 5.10 in saturation
could be explained by the fact that V magnetic moment becomes "fully" saturated by
the external magnetic field of 3 T (more collinear to the out-of-plane easy axis), reaching
its maximum projection along c-axis. Fig. 5.10 (e) shows an increasing quenching of the
orbital magnetic moment with V content, both in saturation and remanence. Based on
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Figure 5.10: Sum rule analysis for the Vz(Bi0.23Sb0.77)2−zTe3 thin films. (a) Left- and right-circularly
polarized XAS spectra of the V L2,3 edges of V0.09(Bi0.23Sb0.77)1.91Te3, obtained after the background
correction described in Chapter 3 Section 3.3 ( Ileft, solid, light blue line, and Iright, solid dark red
line), along with the corresponding XMCD data (solid green line, lower panel). The dashed lines
show the total integrated XAS and XMCD spectral weight, respectively. The arrows mark the
values of r, p and q used in Eq. 3.27. (b) and (c) Distribution of mspin and morb, respectively,
obtained by applying the sum rule analysis 8192 times, as described in the main text. (d) and (e)
Spin (mspin) and orbital (morb) magnetic moments as function of the V concentration z, estimated
using sum rules for saturation (empty circles) and remanent (full circles) data. The shaded areas
indicate the error bars, as described in the main text.

the Bruno model [302], which under certain conditions relates the MCA energy with the
anisotropy of the orbital magnetic moment, one can argue that this increasing quenching
of the orbital magnetic moment (along the easy c-axis) with increasing V content results
in a reduction of MCA, which, in turn, can affect the hysteresis behavior.

Given the magnetic character of the TM 3d states, it is important to assess their contri-
bution to the electronic band structure. The low concentration of the TM elements results
in an extremely low relative intensity of the TM 3d states as compared to the host VB
states. In order to circumvent this problem, resPES at the V L3 edge (2p → 3d transition)
was performed. This enhances the photoemission cross section of the TM 3d states by
several orders of magnitude. By comparing VB photoemission spectra taken on- and off-
resonant, one can quantitatively extract the contribution of the 3d states to the VB. Fig. 5.11
shows angle-integrated resPES measurements from pristine V0.09(Bi0.23Sb77)1.91Te3 and
V0.24(Bi0.23Sb77)1.76Te3 thin films performed by Philipp Kagerer. The blue and the red
curve in Fig. 5.11 represent the fingerprint of the V 3d states in the VB. These spectra are
obtained from the normalized difference between the on- and off-resonant VB photoe-
mission spectra shown in the inset, taken at 97 K. We observe no considerable difference
between the V 3d states in low and highly doped samples: In both samples a strongly
localised impurity band is found at EB ∼ 180 meV. The maximal difference between the
peak positions for 1.8% (blue curve) and 4.8% (red curve) doped samples is 30 meV, while
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Figure 5.11: ResPES spectra at the L3 edge of the V (hν = 514.88 eV) in V0.09(Bi0.23Sb0.77)1.91Te3
(red curve) and V0.24(Bi0.23Sb0.77)1.76Te3 (blue curve) thin films, measured at 97 K. The inset shows
the on- (orange curve) and off-resonant (hν = 514.88 eV, black curve) VB photoemission spectra
for V0.24(Bi0.23Sb0.77)1.76Te3.

the nominal experimental resolution is 53 meV.
The origin of induced magnetic moment at the Sb and Te sites can be understood

by drawing an analogy to the well-known diluted magnetic semiconductor (Ga,Mn)As,
where the magnetic moment induced at As (Ga) site is coupled anti-parallel (parallel) to
the Mn 3d moment [105, 107]. The band diagram of V in (Bi,Sb)2Te3 is also quite simi-
lar to that for the Mn in Mn-doped GaAs, in which the impurity band formed by Mn 3d
electrons is located at the top of the host GaAs VB, below the EF [78, 303]. The schematic
diagram in Fig. 5.12 allows for an intuitive understanding of the mechanism of induc-
ing magnetic moment at the Sb and Te sites in V-doped (Bi,Sb)2Te3 based on Zener’s
pd-exchange mechanism [78, 299, 304]. Firstly, a strong pd hybridization (p-d mixing) be-
tween the V 3d and Te 5p states pushes the majority spin DOS of Te to higher energies
above the EF, as illustrated in Fig. 5.12 (b), while the minority spin DOS of Te is shifted to
lower energies due to hybridization with the higher lying V minority 3d state (not shown).
This hybridization reduces the occupancy of the Te 5p majority spin states, thus resulting
in an antiparallel magnetic moment at the Te site, as probed by the XMCD. Hence, the
hybridization with the occupied majority- and unoccupied minority-spin 3d states of V
acts like a magnetic field on the valence band states, which induces a spin polarization in
the host [105]. On the other hand, the Sb 5p states are dominant in the conduction band
region, but they are also present around EF. Therefore, a weak Sb 5p - V 3d mixing in the
same atomic plane slightly enhances the majority spin DOS of Sb below EF, resulting in
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Figure 5.12: Schematic diagram of the (Bi,Sb)2Te3 spin-polarized DOS in the case of pd exchange
(a) before and (b) after V doping. The dashed curves represent the valence band before interaction
with the magnetic impurities. Adapted from Ref. [78].

a small magnetic moment parallel to the V moment. The absence of spin polarization at
the Bi site in the XMCD measurements can be explained by the fact that Bi 6p unoccupied
states are much higher in energy than Sb 5p states and the hybridization between the V
3d and Bi 6p states is negligible, which yields a negligible Bi moment, in contrast to the
Sb and Te 5p states. Partial substitution of Sb by Bi induces extra bulk electron carriers
that push the EF into the bulk energy gap (see Fig. 5.4), which is one of the prerequisites
for a realization of the QAH effect in this system. But it also results in weakening of the
ferromagnetism, as was discussed in the previous Section. This phenomenon can be also
qualitatively understood from the schematic diagram shown in Fig. 5.12 (b): Shifting the
EF towards the bulk energy gap increases the occupancy of the Te (and Sb) 5p majority
spin states, while almost maintaining the occupancy of the minority spin states through
spin splitting of the Te 5p states. Therefore the magnetic moments at the Te (and Sb) sites
are reduced with the shifting of the EF. Consequently, long-range magnetic order is sup-
pressed due to the reduction of the magnetic moments in the host lattice, which mediated
the local magnetic moment among V dopands [78].

5.4 Conclusion

The systematic experimental evidences and consistent theoretical results presented in this
chapter highlight the central role of impurity-state-mediated exchange coupling for the
magnetism in the doped MTI Cr:(Bi,Sb)2Te3 and V:(Bi,Sb)2Te3. The magnetism in these
systems cannot be explained based solely on the van Vleck mechanism, originating from
the topologically non-trivial band structure [71, 73, 101]. Instead, the theoretical calcu-
lations discussed in this chapter correctly elucidate the experimental observations on
the basis of pd hybridization and pd-exchange coupling. They show that the kind and
strength of the magnetic exchange coupling vary with the position of EF in the 3d DOS,
i.e. with the occupation of the impurity 3d states, thereby reconciling, in a unified theory,
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the differences observed between V and Cr doping of (Bi,Sb)2Te3 films and the host sto-
ichiometry dependence of their magnetic properties. Refinements of the theory, such as
a consideration of local structural relaxations near the magnetic impurities, could yield
further improvements towards a quantitative theoretical description.

Moreover, the impact of the impurity concentration on the electronic and magnetic
properties of the doped MTIs has been systematically addressed. The origin of the in-
duced magnetic moments at the otherwise non-magnetic Te and Sb atoms in the host
lattice, as well as their role in mediating a robust ferromagnetism, is explained based on
the Zener-type pd-exchange interaction scenario. This advance in the knowledge on the
microscopic electronic and magnetic properties in V-doped and Cr-doped (Bi,Sb)2Te3 may
eventually facilitate the better understanding of the microscopic origin of the QAH effect
in these systems beneficial to potential spintronic applications [305].
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Chapter 6

Incipient antiferromagnetism in the
Eu-doped topological insulator Bi2Te3

The enhancement of ferromagnetic (FM) prop-
erties achieved for V-doped (Bi,Sb)2Te3, with
the Curie temperature (TC) twice as high as that
of the Cr-doped sample and about one order
of magnitude larger coercivity at the same tem-
perature compared to Cr doping [8, 9], unfortu-
nately, has little influence on the onset temper-
ature of the quantum anomalous Hall (QAH)
effect. Therefore, as an alternative, it was sug-
gested to use rare earth ions (RE) to magnetically dope the topological insulators (TIs), as
RE ions typically exhibit larger magnetic moments than transition metal ions (TM) and
thus promise the opening of a wider exchange gap in the Dirac surface states. Such dop-
ing would also allow for a decrease in the doping concentrations and thus the number of
defects, leading to a more stable QAH effect at a higher temperature, as was discussed in
Chapter 2.

In this chapter we scrutinize whether the conditions for a substantial gap formation in
RE-doped TIs are present by combining spectroscopic and bulk characterization methods
with theoretical calculations. We study EuzBi2−zTe3 thin films of high structural quality
with Eu ions homogeneously incorporated up to a doping level of z ∼ 0.2 [306]. We pro-
vide a comprehensive investigation of a series of samples with three different Eu concen-
trations. Combining XAS/XMCD obtained at T ∼ 10 K and atomic multiplet calculations
allows us to determine the valence state and magnetic moment of the dopants. Using
superconducting quantum interference device (SQUID) magnetometry, we observe the
onset of antiferromagnetism below about 10 K, which is somewhat unexpected given the
prediction of ferromagnetism in the related chalcogenide EuzBi2−zSe3. Furthermore, we
discuss the characterization of the electronic properties obtained by ARPES and resonant
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photoemission spectroscopy (resPES) at 20 K. Since this is still above the antiferromag-
netic (AFM) onset temperature, the topological surface state (TSS) remains intact and
gapless for all Eu doping levels. Nevertheless, the photoemission measurements allows
the establishment of a DFT model, which explains the onset of antiferromagnetism ob-
served in SQUID data by the direct overlap of the wave functions of the Eu impurities.
The results presented in this chapter support the notion that antiferromagnetism can co-
exist with TSS in rare-earth doped Bi2Te3 and call for spectroscopic studies in the kelvin
range to look for novel quantum phenomena such as the QAH effect. The data presented
here were published in Ref. [306] and Ref. [307].

6.1 Experimental

6.1.1 EuzBi2−zTe3 epitaxial films growth and characterization

The samples investigated in this work consist of 100 nm thick EuzBi2−zTe3 films, grown
by molecular beam epitaxy on BaF2(111) substrates by Dr. Celso I. Fornari at the group
of Prof. Friedrich Reinert, Universität Würzburg. The nominal Eu doping concentration
is defined as xEu = BEPEu/BEPBi2Te3 , where BEP is the beam equivalent pressure of the
effusion cells. Four different samples were grown with xEu = 0%, 2%, 4% and 9%, which
would correspond to z = 0.00, 0.10, 0.20 and 0.45 in the chemical formula EuzBi2−zTe3.
Immediately after the growth, all samples were capped by a 100 nm layer of amorphous
Te to protect the pristine surface from contamination for the x-ray absorption and pho-
toemission measurements. The capping layer was later removed in situ right before the
spectroscopic measurements [267]. The detailed growth conditions and a systematic char-
acterization of the films quality can be found elsewhere [306]. X-ray diffraction (XRD)
measurements and calculations together with scanning transmission electron microscopy
(STEM) images indicate that Eu enters substitutionally on Bi sites up to 4% of doping,
whereas for the 9% Eu-doped sample EuTe crystalline clusters of 5 to 10 nm are formed
[306]. These clusters of EuTe grow epitaxially in the Bi2Te3 matrix with the (111) EuTe
plane oriented parallel to the (0001) Bi2Te3 basal plane. Further studies using resPES,
XAS, XMCD, SQUID and ARPES were carried out to better understand the mechanisms
of the europium incorporation in Bi2Te3. The studies are presented in the following sec-
tions of this chapter.
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6.1.2 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) and x-ray magnetic circular dichroism (XMCD)
measurements were carried out using high-field diffractometers at UE46 PGM-1 beam-
line, BESSY II (see Section 3.2.2), and at beamline I10, Diamond Light Source (see Sec-
tion 3.2.4). Both diffractometers operate under UHV conditions, with a base pressure in
the 10−11 mbar range. The samples were glued with conducting silver epoxy adhesive
onto Cu sample holder and mounted on the cold finger of a helium cryostat. The Te
capping layer was mechanically removed in situ in the fast-entry chamber at a pressure
of 10−9 mbar right before the actual measurements. The effectiveness of this method to
expose a clean sample surface was demonstrated on Bi2Te3 before [79, 267].

XAS measurements at the Eu M4,5 edges were performed at ∼10 K and in an external
magnetic field of up to 9 T using circularly polarized light. The degree of circular po-
larization exceeds 95%. The absorption spectra were measured in the total-electron yield
(TEY) mode via the sample drain current normalized to the incoming photon intensity
(I0). The TEY is known to be surface sensitive, with a probing depth of 3–6 nm [174, 208].
The XMCD signal was obtained as the difference between two XAS spectra measured in
a fixed magnetic field with opposite circular polarizations in normal incidence geometry.
The XAS spectra measured with the helicity vector antiparallel (left) and parallel (right)
to the fixed magnetic field were scaled with respect to each other to have the same in-
tensity at energies far from the resonances. Using these scaled intensities Ileft and Iright,
the average XAS is defined as Iavg = (Ileft + Iright)/2, while the normalized XMCD signal
is defined as IXMCD = (Ileft − Iright)/(Ileft + Iright). Since only the resonant part of the
spectra enters the sum rules, the linear background and the continuum edge jumps were
subtracted from the raw spectra.

6.1.3 Angle-resolved photoemission spectroscopy

The photoemission spectra were measured both at laboratory- and synchrotron-based
facilities by Dr. Celso I. Fornari and Dr. Thiago R. F. Peixoto at the group of Prof.
Friedrich Reinert, Universität Würzburg. The laboratory-based angle-resolved photoe-
mission spectroscopy (ARPES) measurements were performed in a UHV system equipped
with a Scienta R4000 hemispherical analyzer using He Iα radiation (hν = 21.2 eV). The
energy resolution was better than 18 meV and the angular resolution was 0.2◦. The
sample was cooled down to 20 K using a liquid He cryostat. The pressure during the
measurement never exceeded 7 × 10−10 mbar.

The resonant (hν ∼ 1128 eV) and off-resonant (hν = 265 eV) measurements in the soft
x-ray regime were carried out at T = 30 K using the ASPHERE III end station of the P04
beamline at the PETRA III synchrotron facility (DESY, Hamburg, Germany), with a base
pressure better than 2 × 10−10 mbar [308].



134 Chapter 6. Incipient antiferromagnetism in the Eu-doped Bi2Te3

All studied samples were protected with a Te capping layer, which was removed in
situ prior to the actual measurement.

6.1.4 Density functional theory calculations

The theoretical results necessary for the understanding of electronic and magnetic proper-
ties of Eu impurities were obtained in collaborations with the group of Prof. Stefan Blügel
from Forschungszentrum Jülich. Dr. Philipp Rüßmann performed ab initio calculations
which a presented and discussed in this chapter.

Density functional theory (DFT) calculations were performed for Bi2Te3 bulk crystals
using the experimental bulk lattice structure [286] into which Eu defects were embed-
ded. The electronic structure was calculated within the local spin density approximation
[287] by employing the full-potential relativistic Korringa-Kohn-Rostoker Green’s func-
tion method (KKR) [288, 309] with exact description of the atomic cells [290, 291]. The
truncation error arising from an ℓmax = 3 cutoff in the angular momentum expansion
was corrected for using Lloyd’s formula [292]. The Eu defects were embedded self-
consistently into the Bi2Te3 crystal using the Dyson equation in the KKR method [289]
and have been chosen to occupy the substitutional Bi position (denoted by EuBi) in the
quintuple layers. A charge-screening cluster comprising the first three shells of neigh-
boring atoms was included, and structural relaxations around the defect were neglected.
All calculations include spin–orbit coupling self-consistently and were performed for an
out-of-plane direction of the magnetic moments of the Eu atoms. Correlations within
the localized 4 f states of Eu were accounted for using an on-site Coulomb correction
(LDA +U) [310] for varying values of the parametrization of U ∈ {0, 7, 8, 9} eV and
J ∈ {0, 0.75, 1.5} eV. To calculate exchange interactions, pairs of Eu impurities were em-
bedded into Bi2Te3 at different distances for substitutional Bi positions within the same
quintuple layer. After the self-consistent impurity embedding calculation, the method
of infinitesimal rotations [293] was used to compute exchange interaction parameters Jij

which correspond to the Heisenberg Hamiltonian H = 1
2 ∑i,j êi Jij êj. Here êi indicates the

direction of the Eu magnetic moment and i ̸= j label the different magnetic Eu atoms. The
Jij parameters were calculated using a numerical smearing temperature of 100 K, which
includes the effective contribution of electron scattering due to phonons or intrinsic de-
fects in the Bi2Te3 host crystal that limit the coherence length of the electron’s wave func-
tions. Calculations at higher values of the smearing temperature showed a minor effect
on the Jij’s and are therefore not shown explicitly.
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Figure 6.1: Experimental Eu M4,5 edges XAS (top) and normalized XMCD (bottom) intensities
of (a) 2%, (b) 4% and (c) 9% Eu-doped Bi2Te3 thin films, measured at T = 10 K in an external
magnetic field of 9 T with left circular (Ileft) and right circular (Iright) x-ray polarization. The inset
in (a) schematically illustrates the experimental geometry. The inset in (b) highlights the additional
small spectral weight at the M5 edge of the 4% Eu-doped sample, which is absent for the other
two samples. Taken from Ref. [307].

6.1.5 Bulk magnetometry

The overall magnetic properties of the EuzBi2−zTe3 films were measured using bulk-
sensitive superconducting quantum interference device (SQUID) magnetometry at the
group of Dr. Eberhard Goering, MPI IS Stuttgart. SQUID measurements were performed
as a function of temperature and magnetic field using a 7 T Quantum Design MPMS 3
SQUID VSM. The diamagnetic contribution from the BaF2 substrate was subtracted by
high-field linear fitting of M(H) curves at elevated temperatures (not shown). The tem-
perature dependence of the magnetization was measured in the field-cooled (FC) and
zero-field-cooled (ZFC) regimes. In the ZFC measurement, the samples were cooled from
room temperature to 2 K without any applied field. After cooling, a magnetic field of 0.1
T was applied perpendicular to the film c-axis, i.e., in-plane, and the magnetization was
measured upon warming the samples. In the FC measurements the samples were cooled
to 2 K in 0.1 T in-plane field and the data were acquired while heating, similar to ZFC.

6.2 Eu M4,5 XAS and XMCD

Fig. 6.1 shows XAS and XMCD spectra at the Eu M4,5 edges for the 2%, 4% and 9% Eu-
doped Bi2Te3 samples. The measurements were conducted at a temperature of T = 10
K in an applied field of B = 9 T. The XAS line shapes of all three samples shown in the
upper panels are nearly identical and indicate an overwhelming preponderance of Eu2+
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[240, 311]. The line shapes of the XMCD spectra shown in the lower panels confirm the
Eu2+ character, corresponding to a 4 f electron occupation of n f = 7 (S = 7/2, L = 0
and J = 7/2). The small additional spectral weight observed in the 4% Eu-doped sample
(see the inset of Fig. 6.1 (b)) probably stems from Eu3+, most likely resulting from surface
contamination with Eu2O3, as we show in Section 6.4 using atomic multiplet calculations.
Eu3+ is nonmagnetic in the Hund’s rule ground state (S = 3, L = 3 and J = 0) and
therefore has no contribution to the XMCD spectrum [312, 313]. The electrons of the Eu
4 f shell are not directly involved in the formation of chemical bonds, unlike the electrons
of the 5d and 6s shells. For this reason, the Eu M4,5 absorption spectrum is typically the
same for metals, alloys and oxides, apart from small differences in the line shape due to
the experimental and lifetime broadening [240].

It is worth mentioning that the strength of the normalized dichroism signal shown
in the lower panel of Fig. 6.1, which is directly proportional to the 4 f magnetic moment
of the Eu ion, slightly decreases upon increasing Eu concentration. The same trend was
reported for the concentration dependence of the Dy magnetization in Dy:Bi2Te3 films
[120]. The XMCD spectra measured at low temperature in remanence (not shown) dis-
play no perceptible response for the entire range of studied concentrations of Eu, thus
we observe no evidence for a long-range FM order, which is consistent with the SQUID
results.

Previous XAS and XMCD studies of Bi2Te3 thin films doped with RE ions other than
Eu revealed a 3+ valence of the dopants [114, 116, 118, 120–122, 314], in strong contrast
with the 2+ valence of the Eu ions found here. This is likely due to the half-filled 4 f shell
of Eu2+, [Xe] 4 f 7, having a very stable Hund’s rule ground state (8S7/2) with no spin–
orbit splitting and a large spin magnetic moment arising from 7 unpaired electrons. It is
also in line with the observation that the trivalent state is the most stable in oxides, while
the divalent state is more stable for the less electronegative chalcogens [306]. Overall, our
XAS and XMCD spectra are in good agreement with those previously reported for Eu
M4,5 edges [315–317].

Fig. 6.2 (a) illustrates the strength of the XMCD signal as a function of external
magnetic field measured at 10 K at normal incidence of the x-rays, revealing the field-
dependent magnetization of Eu ions. The data was obtained by sweeping the out-of-
plane applied magnetic field in a range of ±12 T at the photon energy of the Eu M5

edge XMCD peak maximum normalized to the off-resonant region. The shapes of the
curves are fairly similar for all three Eu concentrations with the XMCD strength slightly
decreasing by ∼ 6% when going from 2% to 9% doping level. No evidence for opening
of the hysteresis loop was observed for any of the three samples, which points towards
the absence of long-range ordering of Eu moments. Indeed, the magnetization curves can
be closely approximated by a Brillouin function (see Fig. 6.2 (a)), which is indicative of
paramagnetic behavior. Besides, all magnetization curves are passing directly through
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Figure 6.2: (a) Magnetic-field dependence of the M5 edge XMCD TEY signal for 2% Eu-doped
(squares), 4% Eu-doped (triangles) and 9% Eu-doped (circles) Bi2Te3 measured at T = 10 K, at
normal incidence of the x-rays. The inset exemplarily illustrates the 2% Eu-doped sample fitted
with a Brillouin function (brown line). (b) Normalized XMCD measured at 10 K in an external
magnetic field of 12 T for normal incidence of the x-rays, as well as for 70◦ off-normal, i.e., nearly
grazing incidence, showing no noticeable anisotropy. Taken from Ref. [307].

the origin, which once again indicates zero remanent magnetization and coercive field.
Similar paramagnetic responses were also observed for Gd, Dy and Ho ions doped in
thin films of Bi2Te3 [120–122, 314]. The comparison of XMCD spectra measured at 10
K and external magnetic field of 12 T with normal and grazing x-ray beam incidence is
shown in Fig. 6.2 (b). No difference between the two spectra can be detected, suggesting
no noticeable magnetic anisotropy.

6.3 M-edge sum-rule analysis

The spin and orbital magnetic moments, which determine the magnetic properties of
our thin films, result from the interplay of the hybridization, spin–orbit coupling (SOC),
crystal field (CF), Coulomb and exchange interactions. The highly localized and well
screened 4 f electrons of rare earth elements experience comparatively weak crystal fields
(∼ 100 meV) and small hybridizations, with the Coulomb and SOC interactions being the
two dominating energies. Owing to this, RE ions can be considered as exhibiting isolated
magnetic moments and, therefore, the materials often show a paramagnetic behavior.

The magnetic moment of the Eu ion can be relatively simply estimated using sum rule
analysis. For 3d → 4 f transitions the sum rules are given by Eq. 3.31, as discussed in
Chapter 3. To estimate the required value of ⟨Tz⟩ we performed atomic multiplet calcu-
lation for Eu2+ and found it to be negligibly small ⟨Tz⟩ = −0.004h̄, in good agreement
with previously reported values [236]. The number of holes nh was taken to be 7 for the
Eu 4 f 7 valence shell. Similarly to our previous publication [79], we apply a correction
factor to the spin sum rule in order to compensate for the jj mixing between the 3d5/2 and
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Figure 6.3: Sum rule analysis for the 9% Eu-doped sample. (a) Left- and right-circularly polarized
XAS spectra of the Eu M4,5 edges, obtained after the background corrections described in section
6.1 (Ileft, solid, light blue line, and Iright, solid dark red line), along with the corresponding XMCD
data (solid green line, lower panel). The dashed lines show the total integrated XAS and XMCD
spectral weight, respectively. The arrows mark the values of r, p and q used in Eq. 3.31. E0 and
E1 denote the onset and the end energy of the entire M4,5 edges, and Ecutoff denotes the energy
separating the M4 and M5 contributions. (b) and (c) Distribution of morb and mspin, respectively,
obtained after application of the sum rules 8192 times, for different sets of fitting parameters, as
described in the main text. Taken from Ref. [307].

3d3/2 core levels. However, for Eu2+ the correction factor has a rather small value of 1.06,
indicating a low mixing of these two manifolds.

Since the extracted magnetic moments depend in a nontrivial way on the input pa-
rameters controlling the normalization and background subtraction procedures, as well
as on the integration energy range (E0, Ecutoff and E1 shown in Fig. 6.3 (a)) and nh, we vary
the input parameters in a random and uncorrelated way within the assumed confidence
intervals and examine how the final results get distributed, see Fig. 6.3 (b, c). In this way
we are able to account for possible conjoined effects of the input parameters and produce
fair estimates for the uncertainties in mspin and morb [79].

Further, we notice that due to the paramagnetic behavior of the Eu magnetization,
the external magnetic field of 9 T was not sufficient to saturate the magnetic moments
at T = 10 K, the temperature at which the data for the sum rule analysis were col-
lected. Therefore we fit the magnetic-field dependence of the M5 edge XMCD signal
with a Brillouin function, BJ(x) with x =

gJ JµBB
kB(T−θp)

[318], as illustrated in the inset of
Fig. 6.2 (a), which accounts for the finite temperature, and determine the scaling constant
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Table 6.1: Spin, orbital and saturation magnetic moments estimated using XMCD sum rules for
Eu M4,5 absorption edges (in units of µB). The scaling factor C was obtained from the fit of the
XMCD magnetic field dependence with a Brillouin function, as shown in Fig. 6.2.

Sample mspin morb msat
spin C

2% Eu 5.23 ± 0.21 −0.09 ± 0.06 6.64 ± 0.29 1.27 ± 0.02

4% Eu 4.85 ± 0.20 −0.06 ± 0.11 6.35 ± 0.47 1.31 ± 0.08

9% Eu 5.03 ± 0.22 0.02 ± 0.07 6.79 ± 0.39 1.35 ± 0.05

C = M(T = 0, B = +∞)/M(T, B). This scaling constant is later used to obtain the mag-
netic moment at saturation by its value at finite T and B. The fit with a Brillouin function
indicates that to reach 99% of the full saturation moment at T = 10 K, one would have to
apply an external magnetic field of about 50 T.

The results of the sum rules application for the Eu ions are listed in Table 6.1. As ex-
pected for Eu2+ with its half-filled 4 f shell, the orbital magnetic moment morb is almost
completely quenched for all three concentrations. The values of the saturation spin mag-
netic moment msat

spin, within the error bars, are also consistent with the 8S7/2 ground state
for the 2% and 9% Eu-doped samples, while for the 4% doped sample there is some re-
duction, which could be explained by a non-dichroic contribution coming from the Eu3+

contamination.
In the following section, we will compare the moments obtained with the sum rule

analysis with those obtained by atomic multiplet theory.

6.4 Atomic multiplet calculations

Theoretical XAS and XMCD spectra for the M4,5 (3d → 4 f ) absorption of Eu2+ and Eu3+

ions were calculated using crystal field multiplet theory (CFT) in the framework devel-
oped by Thole et al. [240]. The calculation takes into account all the 3d − 4 f and 4 f − 4 f
electronic Coulomb interactions, as well as the spin–orbit coupling on every open shell of
the absorbing atom. The initial values for the Slater integrals were approximated using
Cowan’s atomic Hartree–Fock (HF) code with relativistic corrections [173]. Their opti-
mized values together with the spin–orbit coupling constants used in the calculations for
the Eu2+ 3d104 f 7 and Eu3+ 3d104 f 6 initial state and for the Eu2+ 3d94 f 8 and Eu3+ 3d94 f 7

final state are shown in Table 6.2. The HF values of the direct Slater integrals F, deter-
mining the size of the electron-electron repulsion, were reduced to 84%, while those of
the exchange Slater integrals G were reduced to 74% of their atomic values, to account for
intra-atomic screening effects [240]. This downscaling of the Slater integrals was found to
be optimal for the Eu M4,5 XAS and XMCD spectra, accurately describing the total spread
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Table 6.2: Optimized CFT parameters for Eu2+ and Eu3+ ions used in the atomic multiplet cal-
culation (in units of eV). The best fit yields a reduction of the F and G Slater integrals to 84% and
74% of their Hartree–Fock values, respectively.

Ion state configuration F(2)
f f F(4)

f f F(6)
f f ζ4 f F(2)

d f F(4)
d f G(1)

d f G(3)
d f G(5)

d f ζ3d

Eu2+ initial 3d104 f 7 10.913 6.807 4.886 0.160 6.728 3.056 4.066 2.379 1.642 11.052

final 3d94 f 8 11.579 7.238 5.200 0.187 7.347 3.389 4.548 2.664 1.840 11.295

Eu3+ initial 3d104 f 6 11.826 7.422 5.340 0.175 7.270 3.330 4.446 2.603 1.797 11.048

final 3d94 f 7 12.428 7.812 5.624 0.202 7.866 3.656 4.922 2.885 1.993 11.291

of the lines in the 3d3/2 and 3d5/2 peaks. The strength of the spin–orbit coupling in the d-
shell was scaled down to 99% for a better match to the experimental data. The relaxation
of atomic orbitals upon the 3d → 4 f excitation leads to a slight change in the Slater inte-
grals and the spin–orbit coupling constants ζ4 f and ζ3d. To account for this effect, we used
separate sets of these parameters for the initial and final states. As expected, this resulted
in a better agreement between the calculated and experimental spectra. The hybridiza-
tion effect between the localized f -electrons and conduction electrons is considered to be
weak [319] and was therefore neglected in the calculations. In our calculation we consider
only Eu atoms that substitute Bi in Bi2Te3, which entails C3v symmetry of the CF. Since the
nearest 6 Te atoms form almost a perfect octahedron, one could have used Oh symmetry,
but we disregard the CF altogether. This simplification is justified by the effective shield-
ing of the external electrostatic potential by the outer 5s and 5p shells, so the CF splitting
in the f -shell turns out to be small (∼100 meV) compared to the experimental resolution
(120–250 meV) [320], and can be neglected in the current consideration. For comparison,
in EuO with its divalent state of Eu, the CF value of 175 meV was obtained by means of
multiplet calculations of anisotropic x-ray magnetic linear dichroism [321].

Calculations were performed using the Quanty software package for quantum many-
body calculations, developed by Prof. M. W. Haverkort [245], which is based on sec-
ond quantization and the Lanczos recursion method to calculate Green’s functions, thus
avoiding the explicit calculations of the final states. The spectral contributions of the split-
ted ground state terms to the absorption spectra were weighted using a Boltzmann factors
corresponding to the experimental temperature of T ≈ 10 K. Since the experiments were
performed in an external magnetic field of 9 T, this was also included in the calculation.
To account for the instrumental and lifetime broadening, the calculated spectra were con-
voluted with a Gaussian function with a standard deviation σ = 0.2 eV and with an
energy-dependent Lorentzian profile with FWHM of 0.4–0.6 eV. The calculated spectra of
Eu2+ and Eu3+ are linearly superposed with the relative energy position and the relative
intensity as adjustable parameters.
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Figure 6.4: Top panel: Experimental Eu M4,5 XAS averaged over the two polarizations and XMCD
spectra of (a) 2% and (b) 4% Eu-doped Bi2Te3 measured at T = 10 K in an external magnetic field
of 9 T. Bottom panel: Calculated average XAS and XMCD spectra for Eu2+ and Eu3+ obtained by
atomic multiplet theory. The dashed vertical lines are drawn as a guide to the eye, highlighting
the position of particular features in the spectra. Taken from Ref. [307].

Fig. 6.4 shows the comparison of calculated XAS and XMCD spectra for the 2% and
4% Eu-doped samples with experimental data measured at T = 10 K and B = 9 T. We
obtain good agreement between experiment and theory, reproducing all essential spec-
tral features and their relative energy positions denoted by vertical dashed lines. This
good agreement for the RE M4,5 edges is partly due to the CFT being ideally suited to
describe transitions into well localized 4 f states. The calculations for the 2% and 9% Eu-
doped samples, see Fig. 6.4 (a), indicate that it is sufficient to consider only divalent Eu
to reproduce the experimental spectra with no detectable presence of Eu3+. On the other
hand, the best fit to the experimental data for the 4% Eu-doped sample, shown in the
lower panel of Fig. 6.4 (b), is obtained with spectral contributions of 93% from Eu2+ and
7% from Eu3+ ions. In the calculation, the Eu3+ spectrum was shifted by 2.5 eV towards
higher energies compared to that for the Eu2+ state, which is consistent with previous
works [311, 313, 322, 323]. According to the Hund’s rules, one would expect a nonmag-
netic ground state of Eu3+ 7F0 (S = 3, L = 3, J = 0). Due to the nonvanishing interaction
with the external magnetic field as compared to the spin–orbit interaction, there is a tiny
magnetic moment in the 4 f shell. However, Eu3+ XMCD is much smaller compared to
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Figure 6.5: Magnetic-field dependence of the CFT calculated spin magnetic moment mspin
z (solid

line) and of the experimental M5 edge XMCD TEY signal for the 2% Eu-doped Bi2Te3 thin film
(full circles) measured at T = 10 K at normal incidence of the x-rays. The shaded area indicates
the error, as estimated in the main text. Taken from Ref. [307].

Eu2+. The magnetization arising from the Van Vleck paramagnetism of Eu3+ due to the
admixture of low-lying excited states is also small, with a negligible contribution to the
XMCD spectral shape.

The calculations, which were carried out for Eu2+ with the same temperature (T = 10
K) and external magnetic field (B = 9 T) as in the experiment, result in a finite orbital mo-
ment morb

z = gl⟨Lz⟩ = 0.02µB, a spin magnetic moment mspin
z = gs⟨Sz⟩ = 6.10µB, and an

effective magnetic moment meff =
√
⟨µ2⟩ = 7.91µB. The nonvanishing orbital moment

is due to the finite spin–orbit interaction in the 4 f shell as compared to the Coulomb in-
teraction. As for the Eu3+, morb

z = −0.07µB and mspin
z = 0.15µB. Taking into account

the experimental temperature uncertainty, we obtain mspin
z = (6.10 ± 0.44)µB, which is

reasonably close to the XMCD sum rules results listed in Table 6.1. Sum rules and atomic
multiplet calculations also yield similar results for morb

z . Possible causes for the small de-
viation of the sum rules extracted spin magnetic moments from the multiplet calculations
are non-magnetic contributions of the Eu sites or non-collinear alignment of the Eu mo-
ments in the paramagnetic phase, as well as partial AFM coupling between the Eu ions
[126, 324].

Fig. 6.5 shows the magnetic field dependence of the CFT calculated mspin
z for Eu2+.

Within the error bars resulting from experimental temperature uncertainty, it well repro-
duces the experimental field-dependent magnetization of Eu ions in Bi2Te3 at T = 10 K.
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Figure 6.6: Normalized (a) Bi N4,5 and (b) Te M4,5 XAS (top panel) and XMCD (bottom panel)
intensities of the 2% Eu-doped sample, measured at 5 K in an external magnetic field of 2 T. Taken
from Ref. [307].

6.5 Te M4,5 and Bi N4,5 XAS and XMCD

In Chapter 4 and Chapter 5 we demonstrated a significant XMCD signal detected at the
nominally non-magnetic Sb and Te host atoms of V- and Cr-doped (Bi,Sb)2Te3 due to the
strong pd-hybridization between TM dopants and the host material. Here, in the case of
Eu-doped Bi2Te3, we have also checked for dichroism at Bi and Te sites. Fig. 6.6 displays
the XAS and XMCD measurements at the Bi N4,5 and Te M4,5 absorption edges at a tem-
perature of 5 K in an applied magnetic field of 2 T. There is no spin polarization detectable
on the Te and Bi sites for any dopant concentration. This indicates that a possible mag-
netic interaction between Eu atoms is not mediated through Te or Bi by means of some
sort of indirect exchange.

6.6 Bulk magnetometry results

The bulk magnetic properties of our samples were investigated using a laboratory-based
SQUID magnetometer at the group of Dr. Eberhard Goering, MPI IS Stuttgart. Fig. 6.7
shows the field-cooled magnetic susceptibility χ as a function of temperature for all three
samples, measured in an in-plane applied magnetic field of 100 mT. The inset compares
the inverse magnetic susceptibilities 1/χ for all three samples as a function of temper-
ature. The magnetic susceptibility data can be fitted using the Curie–Weiss law χ =

χ0 + C/(T − θp) (shown with solid black lines), where χ0 represents the temperature-
independent contribution, C is the Curie constant, and θp is the Weiss temperature. Fitting
the data in the high temperature range (T > 10 K) reveals negative Weiss temperatures
θp = −7.8 K, −2.1 K and −5.6 K for the 2%, 4% and 9% Eu-doped samples, respectively.
These negative values suggest the existence of AFM ordering at low temperatures, below
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Figure 6.7: Field-cooled magnetic susceptibility χ for 2% Eu-doped (solid black), 4% Eu-doped
(solid red) and 9% Eu-doped (solid blue) Bi2Te3 in a 2–100 K temperature range. The arrows indi-
cate the Néel temperature estimated from the cusp in the χ(T) curves. In the inset, a comparison
of the inverse magnetic susceptibility for the corresponding samples is shown at low temperatures
from 2 K to 35 K. The black solid lines represent linear Curie–Weiss fits to the experimental data.
Taken from Ref. [307].

the temperature of about 10 K at which the XMCD data was acquired. A similar behavior
was also reported for Gd-, Dy- and Ho-doped Bi2Te3 thin films [114]. For the Gd-doped
single crystals GdxBi2−xTe3 with x = 0.20, the magnetic phase transition from a PM phase
to an AFM phase was reported to occur at the Néel temperature TN = 12 K [130].

Whereas a negative Weiss temperature θp is a strong indication for the occurrence of
AFM ordering, the value of −θp frequently deviates substantially from the Néel temper-
ature TN [325, 326]. However, antiferromagnets typically exhibit a cusp feature near the
temperature at which χ(T) starts deviating from the Curie-Weiss law (see Fig. 6.7). TN

can be estimated from the position of this cusp [130, 325, 326]. For the 2% Eu-doped sam-
ple we find TN ≈ 6.0 K, while for the 4% and 9% samples the Néel temperature is about
9.0 K and 10.5 K, respectively. This seems to be the expected simple monotonic behavior
as a function of Eu concentration. Increased concentration results in a higher interaction
strength due to the shorter average distances between Eu ions, and hence in a higher Néel
temperature.

At even lower temperatures, χ(T) increases again and tends to approach the Curie–
Weiss curve to some extent, as was also observed for Ce and Gd doping [128, 130]. We
attribute this to the paramagnetism usually present in strongly dilute systems in which
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some magnetic ions are statistically too far away from others to couple antiferromagnet-
ically. This interpretation is supported by the observation that the paramagnetic compo-
nent is particularly strong for the 2% sample, which is the most dilute one. Finally, some
paramagnetic impurities might potentially also be present in the substrate.

As we have previously discussed [306], the 9% sample, stretching the solubility limit
of Eu in Bi2Te3, is prone to Eu inhomogeneities and clustering. Therefore it is possible that
the much more pronounced cusp feature in the case of the 9% sample is related to AFM
EuTe crystalline clusters. For example, for Eu-doped GeTe bulk crystals, AFM order was
observed due to EuTe clusters at TN ≈ 11 K [327]. In fact, EuTe is a well known magnetic
semiconductor and a prototypical Heisenberg antiferromagnet below TN = 9.8 K [127].

6.7 Electronic properties

To study the effect of Eu dopants on the electronic structure of Bi2Te3 extensive laboratory-
and synchrotron-based photoemission measurements were performed by Dr. Celso I.
Fornari and Dr. Thiago R. F. Peixoto at the group of Prof. Friedrich Reinert, Universität
Würzburg.

The laboratory-based angle-resolved spectra (ARPES) were taken at 20 K using He
Iα radiation (hν = 21.2 eV) right after mechanical removal of the Te capping layer. In
Fig. 6.8 (a-d) we show the data for all samples, including the undoped reference sample.
While the M-shaped bulk valence band (VB) and the bulk conduction band (CB) can be
seen for all samples, the topological surface state (TSS) is clearly observed only up to 2%
doping. For the higher levels, the spectra are getting blurred because of the increased
structural disorder [306]. To better highlight the bands, we supplement these data with
the second derivative plots shown in Fig. 6.8 (e-h) [328, 329]. The gapless TSS can now be
seen for all doping levels. The estimated Fermi velocity ranges from 2.55 eV·Å (3.9 · 105

m/s) to 2.63 eV·Å (4.0 · 105 m/s), which is in excellent agreement with the previous data
for undoped bulk samples [330].

Fig. 6.8 (i) also shows a wide energy scan for the 2% sample. The red rectangle high-
lights the position of the TSS, the CB and the top of the VB. The VB observed at higher
binding energies closely resembles that of the undoped Bi2Te3, with no signatures of Eu
impurity bands. Here, though, one should keep in mind that the photoemission matrix
elements may cause a drastic intensity variation between different bands. Under unfa-
vorable conditions, this may result in swamping of a weak impurity signal by a more
intense feature.

The photoemission intensity at the Dirac point (DP) in Fig. 6.8 is very low and one
might think that there is a gap opening. However, this suppression of intensity, observed
at a photon energy of hν = 21.2 eV, is due to the photoemission cross section of the surface
state near the Dirac point. The effect is well known for undoped Bi2Te3 [331] and is not
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Figure 6.8: (a-d) ARPES spectra of Eu-doped Bi2Te3 thin films with doping ranging from 0% to
9%, measured near the Γ̄ point at 20 K using a photon energy hν = 21.2 eV. (e-h) Corresponding
second derivative plots. (i) Wide energy range spectrum near the Γ̄ point for the 2% Eu-doped
sample. Taken from Ref. [307].

related to the Eu-induced magnetism. In combination with the doping-induced disorder,
the effect may give a false impression of a spectral gap. However, our energy distribution
curve (EDC) and momentum distribution curve (MDC) analysis for doped samples (see
Fig. 6.9) reveals practically an unmodified linear dispersion of the surface state down to
the Dirac point and a finite spectral weight at the Dirac point itself, which speaks against
any sizable exchange gap.

Clearly, performing ARPES experiments with variable photon energy one may sys-
tematically vary the cross section and provide more detailed insight. Such experiments
would be especially beneficial at lower temperatures, helping to address the influence of
the AFM order on the surface state in finer details. Fig. 6.9 (a) and (b) show EDCs and
MDCs plots obtained from the spectrum in Fig. 6.8 (b), measured on 2% Eu-doped sample
at 20 K with a photon energy hν = 21.2 eV. Despite the already mentioned low intensity
close to the Dirac point due to photoemission cross section and some spectral blurring
caused by increased structural disorder, no gap can be observed in the TSS.

To conclusively check for the presence of Eu impurity bands additional synchrotron-
based measurements using different excitation energies were performed. Fig. 6.10 (a)
shows a Γ̄M̄ spectrum taken from the 2% sample at 10 K using 265 eV photons. Along
with the characteristic Dirac cones and the top of the VB, we now clearly see the impu-
rity band located between 1.1 and 2.25 eV. To better illustrate the dispersion of different
features, in Fig. 6.10 (b-f) several constant energy maps for binding energies ranging from
0 to 2.8 eV are shown. The hexagonal shapes denote the boundaries of the 2D Brillouin
zones. Whereas the features seen at the Fermi level around the Γ̄ points (Fig. 6.10 (a,b))
are due to the TSS and the CB, the band structure at higher binding energies outside the
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Figure 6.9: (a) EDC and (b) MDC plots obtained from spectrum in Fig. 6.8 (b) from 0 to -0.35 eV.
The dashed-lines are guide to the eyes. CB stands for conduction band, VB for valence band and
TSS for topological surface state.

region dominated by the impurity bands (Fig. 6.10 (a,c-f)) is very much like that of typical
Bi2Te3.

As in the case of V-doped (Bi,Sb)2Te3 [104], to confirm that the observed flat feature is
indeed the Eu 4 f impurity band we have performed resPES measurements. Fig. 6.10 (g)
shows the resPES spectra for the 4% doped sample taken with a photon energy ranging
from 1120 eV to 1130 eV. For photon energies below the resonant one (hν < 1120 eV)
only the Bi 5d core level and the valence band are visible. By gradually tuning the photon
energy to the Eu 3d → 4 f resonance, we see a peak growing around 1.7 eV binding
energy. The intensity increase is more than hundredfold, which eventually confirms that
the observed feature is the Eu 4 f impurity band.

6.8 Magnetic exchange coupling calculation

In order to understand the magnetic properties of Eu-doped Bi2Te3 and the magnetic
exchange coupling mechanism between Eu ions, DFT calculations for bulk-doped Bi2Te3

including the effect of correlations within the LDA +U method were performed by Dr.
Philipp Rüßmann, as outlined in Section 6.1.4. The calculated electronic band structure
of the host material overlaid with experimental ARPES data is shown in Fig. 6.10 (i). The
band dispersion in the ΓM (red dots) and ΓK (blue dots) directions shows good agreement
with the experimental data.

We find that the occupied 4 f states of EuBi exhibit a rigid shift down in energy with
increasing Ueff = U − J, which changes the magnetic moment from 6.58µB in the case
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Figure 6.10: (a) Energy-momentum cut along the Γ̄M̄ direction for the 2% sample. (b-f) Constant
energy maps for binding energies ranging from 0 to 2.8 eV. The hexagonal shapes are the bound-
aries of the 2D Brillouin zones. (g) ResPES data for the 4% sample, showing the Bi 5d and Eu 4 f
core levels. (h) Distance dependence of the exchange interaction Jij between pairs of Eu impurities
placed in the same (•) or neighboring (■) Bi layers within one quintuple layer. The inset shows 4 f
dominated total DOS of the Eu dimer (black) and total DOS of the host material (gray) together
with the energy dependence of the exchange coupling strength J01 (blue). (i) LDA band structure
and ARPES data for the 2% sample. The LDA bands are shown in ΓM and ΓK directions with
symbols, whose size and opaqueness is proportional to the spectral weight. The red dotted line
shows the position of the theoretical Fermi level, which differs from the experimental one by 150
meV due to the intrinsic n-doping in the measured sample. Taken from Ref. [307].

of pure LDA (U = 0, J = 0) to 6.94µB in case of LDA +U (Ueff = 8.25 eV). The size of
the magnetic moment and the bandwidth of the 4 f states do not change much for Ueff

values ranging from 4.25 to 9 eV, which indicates a stable half-filling of the Eu 4 f orbitals
and only a weak p f -hybridization with the Bi2Te3 host system. This is consistent with
the very small and antiferromagnetically aligned induced magnetic moments in the first
two Te and the first Bi neighbors around the EuBi defect of −8.0× 10−3 µB, −4.3× 10−3 µB

and −6.9 × 10−5 µB, respectively. Additionally, band structure calculations in a 2 × 2 × 1
supercell were performed, which show that the EuBi impurity bands do not disperse due
to the weak hybridization of the f states with its surrounding p states. This result agrees
with the results of the ARPES measurements, see Fig. 6.10 (a).

In Fig. 6.10 (h) the distance dependent exchange coupling constants Jij for Ueff =

8.25 eV are shown. The inset shows the impurity DOS and the energy-dependent ex-
change coupling J01 for nearest EuBi-EuBi neighbors (Rij = 4.38 Å) which is in good agree-
ment with the experimentally determined position of the Eu 4 f states. We find weak AFM
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interactions for the first-neighbor EuBi impurities that are located on the same Bi layer.
For larger distance between the Eu atoms the exchange interactions quickly decline. The
energy-resolved Jij reveals a flat plateau of AFM interactions above the Fermi level, which
increases for smaller Ueff (not shown). This indicates AFM coupling arising from the di-
rect overlap of the impurity wave functions [296, 299]. The strong spatial localization
of the Eu 4 f states explains the weakness of the interaction and the quick decrease with
distance.

Additional calculations with a Fermi level shifted into the bulk conduction band show
that the strength of the AFM exchange interactions can be increased by up to ≈ 50% for
Fermi level shifts of up to ±0.4 eV. However, the weak p f -hybridization between Eu
impurity and surrounding host atoms does not result in a significant increase of exchange
interactions at larger distances.

6.9 Conclusions and Outlook

Realizing an AFM topological insulator by doping Bi2Te3 with Eu has turned out to be
more challenging than realizing its FM counterpart, namely V or Cr doped Bi2Te3. One
likely reason is the adverse effect of the random—and dilute—impurity distribution on
establishing a staggered magnetization.

The disorder and charge doping induced by the non-isoelectronic substitution present
another challenge as they can interfere with the integrity of the TSS. The presented com-
prehensive experimental and theoretical studies indicate that EuzBi2−zTe3 is not critically
affected by these problems. First, the TSS remain detectable in the ARPES results at all Eu
concentrations. This is noteworthy since Eu, unlike most other RE elements, enters Bi2Te3

as Eu2+ and thus leads to hole doping and disorder [306].
Second, for all Eu concentrations the SQUID data yield a negative Weiss temperature

θp and a cusp-like feature in the χ(T) curve, which indicates the onset of AFM order for
temperatures between 5 K and 10 K. Due to the thinness of the samples and the presence
of Eu, it was not possible to measure the AFM correlation length experimentally using
neutron diffraction. However, the AFM coupling between Eu atoms is corroborated by
DFT calculations in the LDA +U approximation, which well reproduce the photoemis-
sion data. The largest effective Jij = −0.5 meV is found between Eu ions inside the same
Bi layer with its energy comparable to the AFM onset temperature observed in the SQUID
data. We point out that previous theoretical studies of EuzBi2−zSe3 predicted FM order
[124], for which we found no evidence in our related telluride system.

Considering the hexagonal arrangement of the atoms in the Bi layer, one would ex-
pect the AFM order to get stronger with increasing Eu doping, but then at higher levels
increasing frustration should suppress ordering. Counter to this intuition, our SQUID
data seem to indicate an increasing AFM onset temperature of up to the 9% doping, for
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which nearly one out of four Bi atoms is replaced by Eu. This is probably due to exceeded
Eu solubility in the 9% sample and cluster formation of EuTe [306], which is a well known
antiferromagnet with TN = 9.8 K.

Whereas in MnBi2Te4 the interactions are FM within the Bi planes and AFM between
the neighboring planes [31, 148], the theoretical calculations for EuzBi2−zTe3 presented
here suggest antiferromagnetism of a different nature: It closely resembles that found in
GdzBi2−zTe3, for which DFT calculations yield AFM coupling between Gd atoms inside
a Bi plane [130], just like for the Eu atoms in our case. In addition, a gap formation was
experimentally observed for Gd doping [131], but its connection to the in-plane AFM
interactions still needs to be clarified.

In conclusion, our results warrant further investigations at temperatures below 10 K
down to the kelvin range to better understand the character of the antiferromagnetism we
observe and to experimentally establish its impact on the TSS. Kelvin-range photoemis-
sion and XAS experiments are challenging and were not performed for the present study.
Yet, in the light of our results, XAS and dichroism measurements, including linear dichro-
ism to characterize the AFM state, appear promising. Low-temperature ARPES needs to
be performed to search for a gap opening in the TSS. The onset of antiferromagnetism
over a substantial doping range corroborates the potential of RE doping to result in an
AFM topological insulator with exotic quantum properties.
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Chapter 7

Intermixing-driven surface and bulk
ferromagnetism in the QAH candidate
MnBi6Te10

As discussed in Chapter 2, the first material shown
to be an intrinsic magnetic topological insulator
(IMTI) was MnBi2Te4 [31, 32], a member of the fam-
ily of layered van der Waals topological materi-
als (MnBi2Te4)(Bi2Te3)n (MBTn, n = 0 − 4) [148].
This family of materials is among the most promis-
ing quantum anomalous Hall (QAH) effect systems
thanks to its band-structure characteristics enabling
the Dirac point well within the bulk band gap [332],
as well as due to a robust magnetic subsystem,
which is required to break time-reversal symmetry.
The progenitor MnBi2Te4 consists of septuple layers (SL) centered by ferromagnetically
(FM) ordered Mn. The SLs couple antiferromagnetically (AFM), leading to a complex
layer-number dependence of the quantization effects hampering the QAH effect [42]. In-
terlacing the SL with an increasing number n of Bi2Te3 layers (QLs) reduces the AFM
coupling and stabilizes an FM state for n ≥ nFM [150, 151]. However, the exact nFM is dis-
puted, the mechanisms driving the FM state and nFM are not understood, and the surface
magnetism remains obscure.

Certainly, the main interest in IMTIs lies in the relation between the bulk and surface
long-range magnetic ordering and the surface topological electronic properties. Thus, it
is highly important to combine the study of bulk properties with techniques tailored to
provide insight into the surface local magnetic and electronic properties. This is the goal
of this chapter, in which we uncover robust FM properties of MnBi6Te10 (nFM = 2) with
TC ≈ 12 K both in the bulk and on the surface by using bulk-sensitive superconducting
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quantum interference device (SQUID) magnetometry and surface-sensitive x-ray mag-
netic circular dichroism (XMCD). The clear FM characteristics seemingly contradict the
weak AFM coupling anticipated by our density functional theory (DFT) calculations for
the atomically ordered compound. This disagreement is resolved by including the x-ray
diffraction (XRD) derived Mn substoichiometry and Mn/Bi site intermixing into the DFT
calculations, as they enable FM configurations already for MnBi2Te4. By analyzing the
intermixing ratios in our samples and comparing them to those reported showing no fer-
romagnetism, a connect to the growth conditions can be established. The spectroscopy
results together with DFT and ab initio MLFT calculations allow us to determine in full
detail the local magnetic and electronic properties of the Mn ions in the bulk and near
the surface as a function of the temperature and the applied magnetic field, and deliver
important microscopic physical parameters, including Mn 3d-shell occupation, the spin
and orbital magnetic moments. These results suggest that carefully engineered intermix-
ing plays a crucial role in accomplishing robust FM order and therefore could be the key
towards enhanced QAH effect properties at elevated temperatures.

7.1 Materials and Methods

7.1.1 Crystal growth and characterization

The samples discussed in this chapter were grown and characterized by Dr. Laura Folkers
and Prof. Anna Isaeva, Leibniz IFW Dresden. Platelet-like MnBi6Te10 crystals (diameter
up to 1 mm, see Fig. 7.3) were mechanically separated from an ingot that had been ob-
tained by slow cooling of a pelletized sample (�6 mm, max. pressure: 2 tons). The sample
was mixed from the pre-synthesized phase pure MnTe and Bi2Te3 (0.85 : 2 at. %) pow-
ders. The pellet was evacuated and sealed off in a quartz tube under the dynamic vacuum
(p ≤ 1 × 10−3 mbar) and place at 923 K into a preheated two-zone tube furnace with the
temperature control via external thermocouples. The ampule was cooled down to 858 K
at the rate 1 K/hour, tempered for 14 days and then quenched in water.

Powder x-ray diffraction (PXRD) data were collected on an X’Pert Pro diffractometer
(PANalytical) with Bragg-Brentano geometry operating with a curved Ge(111) monochro-
mator and Cu-Kα1 radiation (λ = 154.06 pm). Variable divergence slits were used on the
X’Pert Pro equipment to keep the illuminated sample area constant. The phase compo-
sition of the polycrystalline ingot and individual crystals was estimated by Le Bail or
Rietveld refinements in JANA2006 [333]. The preferred orientation of the crystallites was
described by March-Dollase corrections, the roughness for Bragg-Brentano geometry was
accounted for by the Suorti method.
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Scanning electron microscopy (SEM) has been performed using a SU8020 (Hitachi)
equipped with a Silicon Drift Detector (SDD) X-MaxN (Oxford) at Ua =2–5 kV. The com-
position of selected single crystals was determined by semi-quantitative energy disper-
sive x-ray analysis at 20 kV acceleration voltage.

7.1.2 Bulk magnetometry measurements

The bulk magnetometry measurements were conducted and analyzed by Bastian Rubrecht
and Dr. Laura Teresa Corredor in the group of Dr. Anja Wolter, Leibniz IFW Dres-
den. Field and temperature dependent magnetization studies were performed using a
Quantum Design superconducting quantum interference device (SQUID) magnetometer
equipped with a vibrating sample magnetometer (VSM) option (MPMS3). The magneti-
zation data of samples #1 − #4 are normalized to the real compositions determined via
EDX. To obtain the absolute magnetization M per Mn atom, a precise knowledge of the
sample mass is important. Samples #1 and #4 have an approximately 10 times smaller
mass than sample #2, increasing the error of M. Nevertheless, the data for all four samples
agree well with each other, see Fig. 7.6.

A setup made of two half-cylindrical quartz rods fixed with a small quantity of GE
varnish to the main quartz VSM sample holder was designed to ensure an alignment of
the crystals such that the external magnetic field was applied perpendicular to the crystal
surface. Note that this setup, however, results in a rather temperature-independent (at
not too low temperature) but non-negligible background contribution to the magnetic
susceptibility, hindering a reliable extraction of the Curie-Weiss constant θCW and the
temperature independent susceptibility χ0 for our low-mass samples MnBi6Te10.

7.1.3 X-ray absorption spectroscopy

The XAS and XMCD measurements at the Mn L2,3 absorption edges were performed
using the high field cryomagnet end station HECTOR of the BOREAS beamline at the
ALBA synchrotron radiation facility [204] (see Section 3.2.3) and at the high-field diffrac-
tometer at UE46 PGM-1 beamline, BESSY II [201] (see Section 3.2.2). The single crystals of
MnBi6Te10 were glued with conducting silver epoxy onto Cu sample plates and mounted
on the cold finger of a helium flow cryostat. Prior to the measurements, the samples were
mechanically cleaved in the fast-entry chamber at a pressure of ∼10−9 mbar. The sam-
ple was then transferred into the spectroscopy chamber operated under UHV conditions,
with a base pressure in the 10−11 mbar range. The effectiveness of this method to ex-
pose a clean sample surface using V- and Cr-doped (Bi,Sb)2Te3 was demonstrated before
[79, 267].
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Figure 7.1: (a) LDA band structure of MnBi6Te10 (black curves) including the downfolded Wannier
bands (red curves) with Mn 3d, Te 5p, and Bi 6p character. (b) Partial densities of states for Mn
3d (red), Te 5p (green), and Bi 6p (orange) states. (c) Geometry of the local MnTe6 cluster used
in the MLFT calculation, consisting of Mn cation surrounded by six Te ligands. Mn 3dz2 and Te
5pz Wannier orbitals (constant-amplitude surfaces) are shown with the ± signs labeled by red
and blue. (d) MnTe6 octahedron cage turned on its face, thus z-, x-, y-direction are no longer
equivalent, which allows for non-vanishing liner dichroism. Also note C3 rotational symmetry
around z-axis, in contrast to C4 symmetry observed for typical orientation of octahedron.

The measurements were carried out in the total electron yield (TEY) or fluorescence
yield (FY) mode at magnetic fields of up to 6 T and at various temperatures in the 3.5–35 K
range. The temperature was calibrated with a thermal sensor mounted at the sample po-
sition before the experiment. Especially below about 5 K, the actual sample temperature
crucially depends on the thermal contact, increasing its error as compared to higher tem-
peratures. The spectral intensity was normalized by the incoming photon intensity (I0).
We used circularly polarized light at both beamlines. The area probed by the beam at
both facilities (about 120 × 80µm2) was much smaller than the sample size.

The raw XAS spectra measured with the helicity vector antiparallel (left) and parallel
(right) to the fixed magnetic field were scaled with respect to each other to have the same
intensity at energies far from the resonances to obtain Ileft and Iright. We define the average
XAS as Iavg = (Ileft + Iright)/2 and the XMCD signal as IXMCD = Ileft − Iright. The x-ray
magnetic linear dichroism (XMLD) was measured in grazing light incidence and defined
as the difference between the XAS spectra acquired with σ and π polarization (polariza-
tion vector perpendicular and parallel to the plane of incidence), IXMLD = Iπ − Iσ. To
cancel out any experimental drifts, for each dichroism signal we measured eight spectra
in a row by altering the x-ray polarization.
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Table 7.1: Slater integrals obtained from DFT and spin–orbit coupling constants for Mn2+ ion (in
units of eV).

ion state configuration F(2)
dd F(4)

dd ζ3d F(2)
pd G(1)

pd G(3)
pd ζ2p

Mn2+ initial 2p63d5 9.432 5.813 0.040

final 2p53d6 10.196 6.290 0.053 5.335 3.838 2.177 6.846

7.1.4 Ab initio multiplet ligand-field theory

As a starting point to obtain input parameters for the MLFT modeling, self-consistent
non-spin-polarized DFT calculations have been performed in FPLO [255] with the Bril-
louin zone sampled by the 2 × 2 × 2 k-point mesh. The exchange-correlation potential
was treated using the local density approximation with the scalar relativistic functional
as proposed by Perdew and Wang [334]. We used the experimental crystal structure of
MnBi6Te10 reported by Souchay et al. [157]. MnBi6Te10 crystallizes in the rhombohedral
space group R3̄m (166) with the unit cell lattice parameters a = 4.37 Å and c = 101.83
Å. The compound exhibit alternation of quintuple Bi2Te3 (five layers, Te-Bi-Te-Bi-Te) and
septuple MnBi2Te4 (seven layers, Te-Bi-Te-Mn-Te-Bi-Te) blocks along the c-axis with a van
der Waals gap between the adjacent blocks. Mn has a slightly distorted octahedral coor-
dination with six equidistant Mn-Te bonds of 3.00 Å, which entails C3v symmetry of the
crystal field.

The downfolding to a basis set of Mn 3d, Te 5p and Bi 6 orbitals has been done using
an energy window from −6 to 3 eV including an exponential decaying tail with a decay
of 1 eV at the boundaries of the selected energy range. For the quality of the achieved
downfolding, please see Fig. 7.1 (a). Among others, the obtained Wannier orbitals were
used as an ab initio input for our MLFT calculations.

The MLFT calculations of the Mn L2,3 edge XAS, XMCD and XMLD spectra were
performed using the Quanty software package for quantum many-body calculations
within the configuration-interaction scheme (see Chapter 3) considering the nominal
2p63d5 (Mn2+) configuration and further two additional charge-transfer states d6L and
d7L2, where Lp denotes p holes in the Te 5p orbitals. The spectral contributions from each
of the split ground-state terms to the absorption spectra were weighted by a Boltzmann
factor corresponding to the nominal experimental temperature of T ≈ 2 K. The mean-
field effective potential was accounted for by introducing an exchange field term acting
on the spin. We estimated the exchange field from the critical temperature TC ≈ 12 K
for the MnBi6Te10. To account for the instrumental and intrinsic lifetime broadening, the
calculated spectra were convoluted with a Gaussian function of 0.35 eV full width at half
maximum (FWHM) and with an energy-dependent Lorentzian profile of 0.15 − 0.35 eV
FWHM.
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All the input parameters for the MLFT were estimated from DFT, except for the
charge-transfer energy ∆, the Coulomb interaction energies Udd between the valence 3d
electrons and Upd between the 2p core electrons and 3d valence electrons, which are fitted
to the experiment. Adopting published results, we fix Udd/Upd to 0.8, which also allows
us to reduce the parameter space and speed up fitting [249, 250, 252, 275]. The Slater in-
tegrals obtained from DFT and spin–orbit coupling constants used in the calculations for
the Mn 2p63d5 initial state and 2p53d6 final state are shown in Table 7.1. Due to the relax-
ation of atomic orbitals upon the 2p → 3d excitation, we scaled up the DFT-derived F(2)

dd

and F(4)
dd Slater integrals by 8% for final state, which improves the agreement between the

calculated and experimental spectra. Spin–orbit coupling was kept at its Hartree–Fock
value [177]. For the further enhancement of the agreement between the calculated and
experimental spectra, we actually do not consider pure DFT estimates for crystal-field
and hopping parameters, but rather fine-tune them around their DFT values to better
reproduce the experimental XAS, XMCD and XMLD spectra. For this purpose we de-
scribe the crystal field in more simple octahedral (Oh) symmetry, with the C4 axes of the
octahedron along the Mn–Te bonds (see Fig. 7.1 (d)), instead of trigonal C3v symmetry.
This simplification is valid as a slightly distorted octahedral coordination would result in
a small energy splitting of the t2g orbitals as compared to already tiny 10Dq less than 100
meV, which has negligible impact on the calculated spectra. Moreover, the energy scale
of the crystal-field splittings is smaller than the energy resolution of the XAS experiment
and further justifies our approximation. The parameters used for the calculations best
reproducing our data are listed in Table 7.2. It is well known that experiments involving
charge-neutral excitations, such as XAS, are weakly sensitive to ∆, Udd and Upd. In our
particular case we were fitting simultaneously XAS, XMCD and XMLD spectra, which
greatly mitigates these kind of problems. The values of ∆ of 1.1 eV, Udd of 4 eV, and Upd of
5 eV are in good agreement with what is reported in literature for (Ga,Mn)As [335–339]
and Mn-doped Bi2Se3 [340] and Bi2Te3 [341]. As for the covalent hopping integrals Vt2g

and Veg between the p orbitals at the ligand sites and the Mn 3d orbitals of t2g and eg sym-
metry, respectively, their values are well known for manganese oxides [245, 250, 276], but
still lacking for other compounds with less electronegative ligands, such as Te. Therefore,
these values we obtained for the hybridization energies, as well as for charge-transfer,
Coulomb repulsion, crystal-field and Slater integrals might serve as an important input
to future atomic multiplet calculations on similar compounds.

7.1.5 Bulk DFT (GGA+U) calculations

The simulations of structural models were performed by Dr. Jorge I. Facio in the group
of Prof. Jeroen van den Brink, Leibniz IFW Dresden. Fully relativistic DFT calculations
based on the Generalized Gradient Approximation (GGA) + U were performed with the
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Table 7.2: Input parameters for the MLFT calculations obtained from DFT and further fit of XAS,
XMCD and XMLD spectra for MnBi6Te10 (in units of eV).

10Dq Tpp ∆ Udd Upd Veg Vt2g

MnBi6Te10 0.06 1.9 1.1 4.0 5.0 1.3 0.65

parametrization of Perdew, Burke, and Ernzerhof [342], using the Slater integrals pre-
sented in Table 7.1 and the full localized limit for the double-counting correction. The
spin–orbit coupling was included in the four-component formalism as implemented in
FPLO. The total energy difference between the FM and A-type AFM configurations was
computed using for Brillouin zone integrations a linear tetrahedron method with a mesh
having 14 × 14 × 14 subdivisions. The magnetic anisotropy energy was calculated in the
AFM state based on a mesh having 10 × 10 × 10 subdivisions. The Mn 3d occupancy and
the spin projection presented in the main text correspond to the gross projections. Details
of the calculations of structural models with antisite defects are presented in the Section
7.2.2.

7.2 Results

7.2.1 Crystal growth and structure refinement

The results presented in this section were obtained by Dr. Laura Folkers and Prof. Anna
Isaeva. MnBi6Te10 crystals were grown by slow crystallization from a melt. Besides
MnBi6Te10, the obtained ingot contained admixtures of Bi2Te3 and MnTe2, see Fig. 7.2.
Observing side phases fully agrees with earlier studies of MnBi6Te10 melting and decom-
position by differential scanning calorimetry [157]. Their occurrence can be related to
crystal growth being a competitive process between MnBi6Te10, MnBi8Te13 and Bi2Te3, all
having nearly the same crystallization temperatures.

A series of EDX (energy-dispersive x-ray spectroscopy) point measurements on in-
dividual crystals extracted from the ingot demonstrated a compositional range between
Mn: 5.0, Bi: 36.6, Te: 58.4 and Mn: 4.2, Bi: 37.1, Te: 58.7 (in at. %). Our samples were
thus consistently more Mn-deficient than expected from the nominal chemical formula
MnBi6Te10 of the atomically ordered material (Mn: 5.9, Bi: 35.3; Te: 58.8). Again, this
echoes earlier single-crystal structure refinement of Mn0.73(4)Bi6.18(2)Te10 by x-ray diffrac-
tion published by Isaeva et al. [157], where it was systematically showed that Mn sub-
stoichiometry is determined by the Mn/Bi intermixing. Both features are also present
in Mn0.85Bi2.10Te4 [33] and Mn0.75Bi4.17Te7 [149]. To facilitate perception, we denote our
samples as MnBi6Te10 in the following text, keeping in mind that they are in fact substoi-
chiometric.
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Figure 7.2: Experimental (black) and refined by the Le Bail method (red) PXRD patterns of the
molten ingot, from which individual crystals were mechanically extracted. The difference curve
is shown in blue (Rp = 0.081 %, Rwp = 0.109, GoF = 1.24); the vertical ticks mark the Bragg
reflection positions for each identified phase. The sample is a three-phase mixture of MnBi6Te10
(sp. gr. R3̄m, a = 4.3667(2) Å, c = 101.869(4) Å), Bi2Te3 (sp. gr. R3̄m, a = 4.3799(3) Å, c =
30.491(2) Å) and MnTe2 (sp. gr. Pa3̄, a = 6.9494(3) Å).

The present study was performed on four individual Mn-deficient MnBi6Te10 crys-
tals (denoted as sample #1 − #4 henceforward; for their chemical compositions (EDX) see
Fig. 7.3). Powder x-ray diffraction (PXRD) measurements, which required grinding the
crystals to a homogeneous powder, were conducted after all other measurements had
been finalized, in order to elucidate the underlying intermixing phenomenon. It was con-
firmed that all four samples exhibit the crystal lattice of MnBi6Te10 with a sequence of
one SL and two QLs (Fig. 7.4 (a)) plus notable cation antisite disorder. MnBi6Te10 consti-
tuted the main phase as per Rietveld method and a firm link between the Mn content as
found by EDX and the underlying crystal lattice of MnBi6Te10 could be established in our
samples.

This approach is exemplified on sample #2, see Fig. 7.4 (b). It was confirmed that
sample #2 was Mn1−xBi6+xTe10 (x ≈ 0.20 − 0.25) which crystallized in the rhombohedral
space group R3̄m (No. 166) with the unit cell lattice parameters a = 4.36778(8) Å and
c = 101.8326(6) Å. To stabilize a further Rietveld refinement, the EDX compositions (e.g.
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Figure 7.3: SEM images of selected MnBi6Te10 crystals (denoted left to right as sample #1–4) that
were used for the presented SQUID magnetization and XMCD experiments. The found chemical
compositions (EDX) are as follows (in at. %): Sample #1: Mn 4.1(4), Bi 37.5(4), Te 58.40(4); Sample
#2: Mn 4.6(2), Bi 37.8(8), Te 57.6(7); Sample #3: Mn 4.5(3), Bi 36.9(2), Te 58.6(1); Sample #4: Mn
4.4(6), Bi 36.6(7), Te 59.0(5).

Mn0.76Bi6.24Te10 or Mn0.8Bi6.2Te10) were introduced as constraints. When cation Mn/Bi
intermixing was allowed in the refinement, the reliability factors Rall and Robs dropped
down significantly, confirming that this phenomenon was undoubtedly present in the
structure. Due to very low sample mass (1–2 mg), the acquired powder diffraction data
did not allow one to settle in for just one particular intermixing model with a statisti-
cally unequivocal quantification. The refined Mn content is also strongly dependent on
whether cation vacancies are allowed in the refinement. A structural solution without
voids in the 3a and 6c positions was chosen. Despite the outlined uncertainties, all tested
models with various composition constraints have in common that: 1) the Mn:Bi ratio in
the 3a position in the center of an SL is close to 56:44; 2) the outer cation site of an SL (6c)
contains up to 2 % Mn); 3) the QL always accommodates some Mn (2–7 % Mn) in the 6c
cation sites. The presence of Mn in all cation positions accords with our earlier reported
refinement on Mn0.81Bi6.13Te10 single crystals [157] and is in contrast to the findings of
Klimovskikh et al. [153]. Such subtle variations in intermixing patterns can dramatically
impact the magnetic properties, as witnessed in the next subsection.

7.2.2 Bulk magnetism

Fig. 7.5 (a) shows the field-cooled (FC) and zero-field cooled (ZFC) normalized magneti-
zation of sample #2 in an out-of-plane magnetic field of 10 mT. A phase transition into
a long-range magnetically ordered state is observed at TC = 12.0 K, determined by the
inflection point, together with a notable FC/ZFC splitting around 10 K. These observa-
tions point towards a ferromagnetic alignment of the Mn spins in our MnBi6Te10 samples
and contrast with the antiferromagnetic transition at TN ∼ 11 K so far reported for the
nominal MnBi6Te10 composition [153, 155, 161, 162]. Our Curie-Weiss analysis in the tem-
perature regime 100–400 K, shown in the inset of Fig. 7.5 (a), yields an effective moment
of meff = 5.8 ± 0.1 µB/Mn in close agreement with the value meff = 5.67µB calculated by
MLFT (see below). The uniformity of all four MnBi6Te10 crystals is strongly supported by
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Figure 7.4: (a) The unit cell of MnBi6Te10 is sketched by slabs of red and green boxes, where green
indicates a septuple layer and red indicates a quintuple layer. In the expanded views we show the
atomic structure. The QL and SL are interleaved by van der Waals gaps. (b) Experimental (black)
and refined by Rietveld method (red) powder X-ray diffraction pattern of the sample #2 in the 2θ
range 5 − 45◦. The difference curve is shown in blue (Rp = 0.055, wRp = 0.071, GoF = 1.48). A
small fraction of Bi2Te3 comprises 7 wt. % (R3̄m, a = 4.3797(4) Å, c = 30.4965(7) Å, Robs = 0.094,
wRobs = 0.096, Rall = 0.109). The main phase is refined with the overall Mn0.8Bi6.2Te10 composition
(Robs = 0.079, wRobs = 0.074, Rall = 0.104).

the nearly identical SQUID magnetometry curves (see Fig. 7.6), with transition tempera-
tures that vary by only 0.1 K.

The magnetization curves M(H) in Fig. 7.5 (b) show clear FM loop openings, with a
coercive field of µ0Hc ∼ 32 mT at T = 2 K, and a finite remanent moment of mtotal =

(3.9 ± 0.2)µB/Mn at zero magnetic field, categorizing MnBi6Te10 as a particularly inter-
esting material for the realization of a high-temperature QAH effect [42, 155, 343]. The
moment at 0.15 T is mtotal = (4.2 ± 0.2)µB/Mn.

It is furthermore interesting to compare our results to analogously synthesized sam-
ples of the MBTn family (Fig. 7.5 (c)). We observe a noteworthy trend as the number
of quintuple Bi2Te3 layers n increases: MnBi2Te4 (n = 0) has a clear A-type AFM struc-
ture, whereas MnBi4Te7 (n = 1) exhibits a more complex behavior, in which robust low-
temperature metamagnetic properties are established, which were shown to result from
the competition between the uniaxial anisotropy K and the still sizable interlayer AFM
interaction J [152]. Finally, in MnBi6Te10 (n = 2), as well as in MnBi8Te13 (n = 3), the FM
properties clearly dominate, with FM order at the significant temperatures of Tc = 12 K
and 10 K, respectively. Consistent with this observation, the spin-flop transition found for
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Figure 7.5: (a) Temperature-dependent normalized magnetization M/H of sample #2 with ZFC
(orange symbols) and (FC (black symbols) protocols in an out-of-plane applied magnetic field of
10 mT. The inset shows the inverse magnetic susceptibility in a magnetic field of 100 mT together
with a modified Curie-Weiss fit χ(T) = χ0 +C/(T −ΘCW) of the data above 100 K (red solid line);
for details see the Methods section. (b) Field-dependent magnetization of sample #2 measured in
an out-of-plane applied magnetic field at T = 2 K and 5 K. No demagnetization correction was
applied, and the magnetization was normalized to the Mn content obtained by EDX. (c) Tem-
perature dependence of the normalized magnetization of analogously synthesized samples of the
MBTn family for (n = 0, 1, 2, 3).

MnBi2Te4 and MnBi4Te7 at fields of 3.5 T [31, 33, 148] and 0.1–0.3 T [149, 153, 162, 343], re-
spectively, is absent in MnBi6Te10, and a magnetic moment of more than 4µB is observed
already above 80 mT in the latter after a ZFC procedure.

In order to confirm the reproducibility of the magnetometry data, field- and temperature-
dependent measurements on several samples of MnBi6Te10 taken from the same batch
were performed, see Fig. 7.6. Prior to that, all crystals were characterized by EDX as
sub-stoichiometric MnBi6Te10, see Fig. 7.3. All four crystals exhibit very similar magnetic
properties, showing a loop opening consistent with a FM state with coercive fields at
T = 2 K in the ∼ 32–42 mT range and a finite remanence at zero magnetic field. The
bottom panel of Fig. 7.6 shows the field- and zero-field-cooled normalized magnetization
M/H for a temperature range of 1.8 K to 30 K in an out-of-plane external magnetic field
of 10 mT. A phase transition with a strong increase of the absolute value M/H is observed
at around TC = (12.0 ± 0.1) K, determined by the inflection point, as well as a notable
FC/ZFC splitting around 10 K. These observations are in contrast with an antiferromag-
netic transition at TN ∼ 11 K of MnBi6Te10 reported by other authors [153, 155, 161, 162],
which point towards possible differences in the Mn concentration and the Mn distribu-
tion between samples, such as the concentration of Mn/Bi intermixing due to the different
growth conditions, as discussed in Subsection 7.2.1.
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Figure 7.6: (Upper panel) Field-dependent magnetization curves taken on several crystals of
MnBi6Te10 shown in the insets at 2 K and 5 K in an out-of-plane external magnetic field. No
demagnetization correction has been applied. The absolute values of magnetization depend on
the sample mass, which was about 10 times smaller for samples #1 and #4, thereby increasing the
error, as well as on the real composition of each crystal. The Mn content in this series was evalu-
ated by EDX yielding: 4.1(4) at. % Mn in Sample #1, 4.6(2) at. % Mn in Sample #2, 4.5(3) at. % Mn
in Sample #3, and 4.4(6) at. % in Sample #4. (Bottom panel) Temperature-dependent normalized
magnetization, measured with the zero-field cooled (ZFC) and field-cooled (FC) protocols (orange
and black symbols respectively). The measurements were taken in an out-of-plane external mag-
netic field of 10 mT.

Bulk DFT (GGA+U) calculations

To better understand the magnetic properties of MnBi6Te10, fully relativistic DFT calcu-
lations based on the Generalized Gradient Approximation (GGA) +U [342] neglecting
intermixing were first performed by Dr. Jorge I. Facio. For the interaction parameters,
the Slater integrals in Table 7.1 were used for the initial state. The results of total energy
calculations for the A-type AFM configuration favor the out-of-plane over the in-plane
magnetization by ∼ 0.4 meV per Mn. Additional calculations indicate that the A-type
AFM configuration has a lower energy than the FM configuration. However, the small
magnitude of the difference, ∼ 0.04 meV per Mn, naturally suggests that other mecha-
nisms such as Bi/Mn intermixing might well be relevant for the magnetic ground state.

In particular, the effects of Mn/Bi intermixing defects on the magnetic structure were
explored. Taking into account the Bi/Mn intermixing for MnBi6Te10, with its unit cell
parameter c > 100 Å, requires a prohibitively long computational time. Instead, we fo-
cus on MnBi2Te4: In doing so, the reasonable assumption is made that if for MnBi2Te4 –
the compound with the strongest out-of-plane AFM coupling – intermixing can tip the
AFM/FM interplay towards ferromagnetism, it is a likely scenario that intermixing can
also be responsible for the FM behavior in MnBi6Te10. Therefore, scalar relativistic calcu-
lations for various structural and magnetic models for MnBi2Te4 shown in Fig. 7.7 were
performed considering a 2 × 2 supercell along the in-plane lattice vectors. In addition to
the defect-free case (S0), a single Mn vacancy (S1), two Bi/Mn antisite defects (S2 and S3)
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and magnetic models considered. In all magnetic models, ferromagnetic order is assumed within
each atomic layer. (c) Difference between the total energies obtained from scalar relativistic calcu-
lations for the magnetic models B and A. (d) Same as (c) for the magnetic models D and C.

and one antisite defect plus an additional Mn in the outer layer (6c site of the SL block, S4

and S5) are considered. Models S2 and S3, as well as models S4 and S5, differ in the rela-
tive positions of the Bi atom in the central layer and the Mn atom in the Bi layer. For each
structural model, four possible magnetic arrangements are considered. All models have
in common that Mn moments order FM within any given atomic layer, but differ in the
magnetic arrangement between the atomic layers within a SL, and between the atomic
layers in the adjacent SLs (Fig. 7.7 (b)): In the model A(D), Mn are coupled AFM(FM)
within each SL and also between the SLs. In the model B(C) the intralayer coupling is
AFM (FM), while the interlayer coupling is FM(AFM).

Fig. 7.7 (c) shows the energy difference ∆BA between the structural models that as-
sume the intralayer AFM order and the interlayer FM (model B) or AFM (model A). It
can be seen that in general ∆BA is reduced (the tendency towards antiferromagnetism is
weakened), when structural defects are considered. For example, a Mn-deficient model
(Mn0.75Bi2.25Te4) yields an energy difference between FM and A-type AFM three times
smaller than in pristine MnBi2Te4. Furthermore, ∆BA varies significantly between the
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Figure 7.8: Overview wide-range XAS scan showing the Bi N4,5, Te M4,5 and Mn L2,3 absorption
edges of MnBi6Te10 measured with σ polarization of light at T ∼ 5 K.

structural models, and in particular a FM order between the SLs is preferred for a con-
figuration with additional Mn in the 6c site of the SL block. A similar conclusion can be
reached for the models that assume the FM ordering between the atomic layers of a SL
(models C and D, Fig. 7.7 (d)). These calculations do support the idea of differences in
the spatial distribution of Mn as responsible for the overall FM or AFM order between
SLs, which could thus explain the differences in the magnetic behavior of our MnBi6Te10

samples compared to other works in literature [153–155, 161, 162].

7.2.3 X-ray spectroscopy

We begin with the XAS characterization of our sample. Fig. 7.8 shows an overview spec-
trum measured with horizontal linear polarization σ at T = 5 K. It encompasses the
relevant resonant absorption edges of all three elements comprising the sample, namely
Bi N4,5 (4d → 4 f ), Te M4,5 (3d → 5p) and Mn L2,3 (2p → 3d).

For Te, there are distinct pre-edge features between about 570 and 585 eV, followed
by a more intense main edge upturn between about 600 and 640 eV. This lineshape is
very similar to that reported for V- and Cr-doped (Bi,Sb)2Te3 topological insulators (TIs)
[78, 79, 101], as well as for IrTe2, AuTe2 and FeTe [344]. We adopt the interpretation put
forward for IrTe2 in Ref. [344], where the final state for pre-edge features was assigned to
the Te 5p manifold, whereas the final state of the intense main edge features was ascribed
to the s-d- f hybrid band of 6s, 5d, and 4 f character.

Clearly, the Mn L2,3 edges overlap with the intense Te edge, which is the main reason
for the strongly sloped background of the measured Mn spectra, which are discussed
below. This overlap distorts the Mn spectra of our MnBi6Te10 sample more severely as
compared to measurements of MnBi2Te4, due to the proportionally larger Te content.



7.2. Results 165

Figure 7.9: (a) Mn L2,3 edge XAS data for sample #4 obtained with left (Ileft, blue) and right (Iright,
red) circularly polarized light in normal incidence at T ≈ 3.5 K in a magnetic field of 0.15 T. The
corresponding XMCD signal IXMCD = Ileft − Iright is plotted below in green. The inset shows
the angular dependence of the normalized remanent XMCD signal. (b) Magnetization curve of
sample #4 (Iright − Ileft) at T ≈ 3.5 K, obtained as the Mn L3 edge XMCD signal normalized by the
XAS signal. (c) Temperature dependence of the remanent XMCD signal for sample #2 at the Mn L3
edge measured at normal incidence in TEY mode (red) and 10◦ off normal incidence in FY mode
(orange).

Next we focus on the Mn L2,3 edge. To study the surface magnetic properties, we
have performed XAS measurements in the TEY mode, which is element specific and has
a probing depth on the nanometer scale. Due to the shallow escape depth, the topmost SL
contributes the most to the signal. However, even for SL termination, the FM Mn sheet
is buried about 0.55 nm below the surface, and significantly more for QL termination.
Therefore, probing depth effects have to be considered, when interpreting the ordered
magnetic moments obtained with XMCD. Fig. 7.9 (a) compares XAS spectra measured
with x-rays of opposite circular polarization at T ≈ 3.5 K and a magnetic field of µ0H =

0.15 T along the surface normal; the bottom green line showcases the substantial XMCD
signal. In the inset we show that the peak remanent XMCD signal scales inversely with
θ, where θ is the angle between the magnetization direction and the x-ray beam. This
decline of XMCD is a strong indication of an out-of-plane easy axis for the Mn moments.
In general, the XAS and XMCD spectral line shapes closely resemble those of MnBi2Te4

[31] and MnBi4Te7 [149], Mn-doped Bi2Te3 [341], Bi2Se3 [340] and Sb2Te3 TIs [30], as well
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as those measured in dilute magnetic semiconductors (DMS) such as (Ga,Mn)As [233,
338, 345, 346] and (Ga,Mn)P [347], which hints that the oxidation states and crystal fields
are close in all these systems.

An important advantage of XMCD over bulk magnetometry is the possibility to mea-
sure element-specific magnetic hysteresis curves. It allows one to evaluate the contribu-
tion of each atomic species to the magnetic properties of the material [206]. In Fig. 7.9 (b)
we show the magnetization obtained by measuring the peak L3 XMCD signal at T ≈ 3.5 K
within a field range of ±0.3 T. It exhibits a substantial remanence at µ0H = 0 T, in sharp
contrast to MnBi2Te4, which exhibits no remanent magnetization, and MnBi4Te7, which
has a smaller remanence-to-saturation ratio [149]. Furthermore, we observe a coercive
field of µ0Hc = 45 mT. We caution against overinterpreting the similarity of this Hc with
the bulk one: First, the data were measured at somewhat different temperatures, which
has an effect on Hc (Fig. 7.5). Second, different ramping speeds were used, which, too,
has an effect on Hc for magnetic TIs [348]. In addition, the hysteresis behavior of surface
and bulk might be intrinsically different.

The hallmark of IMTIs is the interplay between the topological surface states (TSS)
and the magnetization properties. One exciting possibility is that TSS may help to en-
hance the ordering temperature at the surface [90], which also was recently predicted for
MnBi2Te4 [349]. Since such enhancement can expose the coupling between the surface
Dirac fermions and the surface magnetization, it is of strong interest to analyze whether
our experiments reveal a different surface critical temperature. In Fig. 7.9 (c) we com-
pare the T-dependent remanent peak L3 XMCD signal measured with surface sensitive
TEY with the one measured with bulk sensitive total FY. Within the precision allowed
by the T increments of 2 K, the transition temperatures at surface and bulk are consis-
tent. We remark that the transition behavior as observed with SQUID and XMCD could
differ somewhat due to the different measurement protocols: For XMCD, each point in
Fig. 7.9 (c) was obtained after driving to µ0H = 3 T and back to remanence. In contrast,
in SQUID measurements a conventional FC protocol at 10 mT was used.

To complement our XMCD data we have measured x-ray magnetic linear dichroism
(XMLD) at the Mn L2,3 edges and its temperature dependence, as shown in Fig. 7.10.
While XMCD is proportional to the average magnetic moment ⟨M⟩ along the light prop-
agation direction, XMLD is proportional to the square of magnetic moment ⟨M2⟩, there-
fore it allows to study spin orientations in ordered antiferromagnets with no net total
magnetic moment. XMLD experiments detect the difference between the absorption of
linearly polarized x-rays, parallel and perpendicular to the local magnetization axis in
ferro- and antiferromagnetic materials. Fig. 7.10 (a) illustrates XAS spectra measured
at T ≈ 3.5 K in remanence with linearly polarized x-rays and corresponding grazing
(θ = 60◦) and normal incidence (θ = 0◦) XMLD spectra. The vanishing XMLD signal at
normal incidence (NI) indicates that the system is isotropic in plane. At the same time,
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Figure 7.10: (a) Upper panel: Mn L2,3 edge data obtained with σ (Iσ, red line) and π (Iπ, orange
line) linear x-ray polarization at T ≈ 3.5 K and without external magnetic field applied. Measure-
ments were performed at θ = 60◦ grazing incidence (GI), as depicted in the inset. Lower panel:
Corresponding linear dichroism (IXMLD = Iπ − Iσ) measured at GI and normal incidence (NI). (b)
Mn L2,3 linear dichroism measured at different temperatures between T ≈ 4 K and 16 K at θ = 70◦

GI.

non-vanishing XMLD in grazing incidence (GI) reveals strong out-of-plane anisotropy,
which can be attributed to the presence of out-of-plane Mn 3d magnetic moments. As
previously discussed, the strong overlap of spectral features related to Te with the Mn
L2,3 edges complicates the background corrections of XAS spectra. However, even with
this complication, it is still clearly noticeable that the line shape of XAS and especially
of XMLD is similar to those previously reported for MnBi2Te4 [33] and MnBi4Te7 [149],
although the strength of the signal is considerably weaker. The temperature dependence
of the grazing incidence XMLD signal is shown in Fig. 7.10 (b). The signal gradually van-
ishes between T = 10 K and T = 12 K, i.e., at the same critical temperature estimated from
temperature-dependent XMCD. This points towards a magnetic rather than a crystal-field
related origin of the linear dichroism signal, as will be also further discussed in the up-
coming section with theoretical results.

Fig. 7.11 shows XAS and XMCD spectra measured on a representative sample of sim-
ilar stoichiometry around the Te M4,5 and Bi N4,5 absorption edges at T = 5 K in an
applied magnetic field of 6 T. Measurements at the Bi N4,5 edges exhibit no XMCD, as
can be seen in Fig. 7.11 (b). More interestingly, there is no XMCD at the Te M4,5 edges ei-
ther, see Fig. 7.11 (a), which is in contrast to results in the closely related V- and Cr-doped
(Bi,Sb)2Te3 [78–80, 350], and which might indicate differences in the magnetic interactions
of both compounds.
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Figure 7.11: (a) Te M4,5 edge XAS (TEY) spectra measured for left- (Ileft, blue curve) and right-
(Iright, red curve) circularly polarized x-rays (upper panel), together with the corresponding
XMCD spectrum (IXMCD = Ileft − Iright, bottom panel). (b) Bi N4,5 edge XAS (TEY) spectra mea-
sured for left- (blue curve) and right- (red curve) circularly polarized x-rays (upper panel), to-
gether with the corresponding XMCD spectrum (bottom panel). All measurements were per-
formed at T ≈ 5 K and B = 6 T.

7.2.4 Ab initio MLFT

In order to interpret our XAS and XMCD results, as well as to understand the origin of
the XMLD signal, and in order to evaluate several physical parameters that control the
electronic and magnetic properties of MnBi6Te10, we have performed ab initio MLFT cal-
culations, which take into account both multiplet and band-structure effects [245], see
Subsection 7.1.4. This approach allows to notably reduce the input parameters, such as
direct F and exchange G Slater integrals, often estimated by scaling atomic Hartree–Fock
values, crystal-field and covalent hopping parameters, by obtaining them ab initio. The
theoretical aspects of the approach are comprehensively explained elsewhere [245, 254].
We start our ab initio MLFT calculations with conventional density function theory (DFT)
calculations in local-density approximation (LDA) for the proper experimental crystal
structure using the FPLO package [255]. Therefrom we compute a set of Wannier func-
tions which we use to obtain the one body terms (such as CF and hybridization parame-
ters) needed to set up the local MLFT cluster calculation. Many-body effects beyond LDA
are subsequently treated on the MLFT level using the Quanty code [245, 351, 352]. The
local cluster model considered consists of central Mn 3d Wannier orbitals surrounded by
6 Te ligand 5p Wannier orbitals in octahedral coordination, as shown in Fig. 7.1 (c). In
contrast to conventional DFT, which describes only the ground state, our approach al-
lows for various core level spectroscopy calculations including XAS/XMCD/XMLD, 2p
core-level x-ray photoemission (XPS), and even resonant inelastic x-ray scattering (RIXS)
[79, 244, 245, 353–355].

The calculated XAS and XMCD spectra for MnBi6Te10 displayed in Fig. 7.12 (a) show
a very good agreement with the experimental data, reproducing all the multiplet fea-
tures and their relative energy positions. This is most notable for the XMCD spectra.
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Figure 7.12: (a) Upper panel: Polarization-averaged, i.e. (Ileft + Iright)/2, experimental Mn L2,3
XAS (TEY) spectrum (green, measured at T ≈ 3.5 K in remanence) together with a calculated
spectrum (blue), obtained using the ab initio MLFT cluster model described in the text. The black
dashed line shows background-corrected XAS spectra for better comparison with the calculation.
Bottom panel: Corresponding experimental and calculated XMCD spectra. The inset shows the
contributions of different configurations to the ground state. The dashed vertical lines are guides
to the eye, highlighting the position of particular features of the spectra. (b) Polarization-averaged
experimental FY XAS and XMCD spectra (orange, measured at T ≈ 3.5 K in remanence) of Mn L2,3
edge together with calculated angle-integrated 3d → 2p decay FY spectra (brown). (c) Experimen-
tal linear dichroism spectrum (green, measured at T ≈ 3.5 K and at remanence) and a correspond-
ing calculated spectrum, including both low symmetry crystal-field and magnetic contributions.
(d) Separate contributions to the linear dichroism signal from low symmetry crystal-field (black
curve) effects and magnetic interactions (red curve).

It is reasonable to expect no significant differences in the XAS and XMCD line shapes
among the different members of the (MnBi2Te4)(Bi2Te3)n family, since locally, Mn is in
the same MnTe6 arrangement within the septuple layers. Whereas the nominal Mn2+ d5

configuration (6S5/2) dominates with 71%, there is significant charge transfer from the Te
ligands, resulting in a 27% contribution of d6L and 2% contribution of d7L2 to the ground
state. This hints towards a considerable hybridization between Mn d and ligand p or-
bitals. The resulting 3d electron filling is nd = 5.31, corresponding to an effective 1.69+
valence. We obtain meff =

√
⟨µ2⟩ = 5.67µB for the local effective moment, as well as

mspin = gs⟨Sz⟩ = 4.68µB and morb = gl⟨Lz⟩ = 0.008µB for the maximal z-projections of
the spin and orbital moments, respectively.

Finally, we observe that the electron filling and the magnetic moments resulting from
our MLFT analysis are in excellent agreement with those calculated based on the DFT-
GGA+U calculations (see above): We obtain nd = 5.3 and mspin = 4.7µB using the same
interaction parameters as in MLFT. These results are also in good agreement with the bulk
magnetometry data (see Subsection 7.2.2), as well as with published neutron diffraction
data [159, 161, 356].
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Having determined the ground state of the system, one can calculate different types
of spectra, such as FY XAS. As was discussed in Chapter 3, FY XAS spectral line shape is
subject to self-absorption and saturation effects in non-diluted samples, frequently result-
ing in strongly distorted spectral intensities. Moreover, FY XAS spectra are not propor-
tional to the x-ray absorption cross section due to the intrinsic processes of the FY decay
[213, 214]. To check if it is critical in our case, we have calculated the excitation of a Mn
2p electron into the 3d shell followed by a decay into the 2p shell, which is the dominant
radiative channel [357]. Fig. 7.12 (b) shows the calculated angle-integrated FY XAS and
XMCD spectra (brown curves) for Mn compared with the experiment (orange curves).
The calculated XAS and XMCD spectra well reproduce the experiment, which again vali-
dates the determined ground state of Mn. Comparing the spectra in Fig. 7.12 (b), one can
see that self-absorption and saturation effects are not detrimental. However the FY XAS
spectra have an increased intensity of the L2 absorption edge, meaning that the branch-
ing ratio in FY XAS is considerably different than that of TEY XAS, which is also nicely
reproduced in our MLFT calculation. A further important observation is that the surface-
sensitive TEY data in Fig. 7.12 (a), compared to FY spectra, does not show additional
features indicative of higher oxidation states. Such features would be expected at a few
eV above the main resonance, and their absence testifies to the pristine surface quality of
our sample—a finding corroborated by our detailed MLFT fit. Thus, we can conclude that
the Mn atoms close to the surface and in the bulk have similar local electronic properties.

Fig. 7.12 (c) shows a comparison between the experimental and calculated XMLD
spectra, demonstrating a good agreement, especially for the Mn L2 edge. There are two
main sources that could cause linear dichroism, namely the magnetic interaction and
crystal-field effects [358]. One may apprehend that distortion from the Oh high symmetry
CF is negligible for MnBi6Te10, therefore such a crystal field does not split the orbitally
highly symmetric high spin 3d5 ground state. However, even for a perfect octahedron,
oriented as shown in Fig. 7.1 (d), non-vanishing CF linear dichroism might be observed,
since x/y- and z-direction are no longer equivalent. In order to determine the actual
source of the observed dichroism, we have calculated two sets of XMLD spectra. For the
first, we assume finite CF splitting, but no magnetization. For the second, we set the crys-
tal field to zero, but assume a collective magnetization, which is accounted for by a Weiss
field, whose strength is set according to the experimentally observed ordering tempera-
ture of about 12 K. The two calculated XMLD spectra are shown in Fig. 7.12 (d). Indeed,
we see that the CF effects are negligible and the observed dichroism is primarily caused
by magnetic effects, which is in agreement with the vanishing of the linear dichroism
above 10-12 K shown in Fig. 7.10 (b).
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Figure 7.13: The sum rule analysis for MnBi6Te10 bulk crystal (sample #4). (a) Sum of the left- and
right-circularly polarized XAS spectra of the Mn L2,3 edges (red curve) and background (black
curve). (b) XAS spectrum (Ileft + Iright, red curve) after background correction together with XMCD
(Ileft − Iright, green filled curve). (c) Integrated intensities of XAS (red dashed curve) and XMCD
(green dashed curve), where the latter is multiplied by 5 for clarity. The integrals p, q and r for the
sum rules in Eq. 3.27 are indicated with arrows. (d-f) Distribution of mspin, morb and morb/mspin,
respectively, obtained my applying sum rule analysis 16384 times as described in the main text.

7.2.5 XMCD Sum Rule Analysis

The MLFT analysis yields the local magnetic moments based on the spectral shape. The
sum rules, in turn, relate the integrated Mn L2,3 XMCD and XAS intensity to the long-
range ordered orbital and spin magnetic moments near the surface [219–221], as discussed
in Chapter 3). Alternatively, the Mn 3d spin magnetic moment can be obtained by deter-
mining the peak asymmetry of the experimental XMCD curve, A = (Ileft − Iright)/(Ileft +

Iright), i.e., the maximum of the L3 XMCD divided by the maximum of the XAS summed
over both polarizations, after suitable background correction of the XAS and correlating
this result with the calculated spectra of comparable line width. In the following Subsec-
tions we start with the sum rules results for the surface-sensitive TEY spectra measured on
sample #1 and sample #4 (see Fig. 7.3), and then compare the obtained magnetic moment
with asymmetry analysis and SQUID measurements probing the bulk of the sample.

For L2,3 edges the sum rules are given by Eq. 3.27. For Mn ion we use a value of
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nh = 4.7, i.e., assuming a 3d electron count of 5.3, inferred from the MLFT calculations, as
well as from the DFT results. The estimation of ⟨Tz⟩ = −0.0002h̄ done for Mn by means
of MLFT shows that in the particular case of Mn with predominant d5 configuration, its
contribution to the mspin is negligible. Further, the correction factor C = 1.40 is used to
compensate the deviation in spin sum rule due to the jj mixing (see Chapter 3 Section 3.4).
The derived value of C is close to 1.47, estimated for (Ga,Mn)As having similar Mn L2,3

XAS and XMCD line shapes [233].
The most significant source of error in our estimation of the magnetic moments from

sum rules is the subtraction of the background and edge steps, which is an issue for
MnBi6Te10, where Mn L2,3 edges strongly overlap with Te M4,5 edges due to the propor-
tionally larger Te content, as can be seen in Fig. 7.8. Fig. 7.13 (a) shows the Mn L2,3 XAS
= Ileft + Iright measured at T ≈ 3.5 K in 0.15 T field, together with the background used
to separate the resonant part of the spectrum.

Prior to the sum rule analysis we normalize the left- and right-circularly polarized
spectra at energies far from the resonances. After that we subtract the background in-
dicated in Fig. 7.13 (a) from the XAS in order to exclude the non-magnetic contribution
to the XAS spectra. The background-corrected XAS together with the XMCD is shown
in Fig. 7.13 (b). The spectral part far from the resonance (between 620–634 eV and 660–
670 eV) is manually set to zero. Further, we apply the sum rules 16384 times by ran-
domly varying all parameters entering the analysis (such as nd, C, ⟨Tz⟩, integration en-
ergy ranges, normalization energy range) around their optimal values. Thus we get sta-
tistical distributions of mspin, morb and morb/mspin for Mn as illustrated in Fig. 7.13 (d-f).
This estimate of the error bars also includes various background correction approaches
using a simple linear background under L3 and L2, low-frequency Fourier harmonics as
described in section E of the methods, as well as a Shirley background.

Our sum rule analysis of the spectra measured on sample #4 at T ≈ 3.5 K and B = 0
T reveals a non-zero mspin = (2.1 ± 0.3)µB/Mn, small morb = (0.06 ± 0.14)µB/Mn and
morb/mspin = (0.04 ± 0.10)µB/Mn. For B = 0.15 T the analysis yields mspin = (2.3 ±
0.2)µB/Mn, morb = (0.13 ± 0.15)µB/Mn and morb/mspin = (0.08 ± 0.13)µB/Mn, con-
firming an expected large spin- and small orbital-magnetic moment for the predominant
d5 configuration. The same analysis for sample #1 yields mspin = (2.0 ± 0.35)µB/Mn and
morb = (0.20± 0.07)µB/Mn, with the total moment mtotal = (2.2± 0.4)µB/Mn compatible
with sample #4 mspin = (2.4 ± 0.30)µB/Mn within the error (see Table 7.3). The derived
mspin and morb have the same sign, corresponding to a parallel alignment of the spin and
orbital moment in this ion, which agrees with the Hund’s rule for a more than half filled
d shell. The ratio of the orbital to spin magnetic moments we obtained is close to the
value calculated for Mn-doped Bi2Te3 single crystals [341], as well as for (Ga,Mn)As thin
films [233]. It is worth mentioning that the strong overlap of Mn L2,3 and Te M4,5 edges
and an ambiguity in subtracting a Te contribution could lead to a significant error in the
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derivation of spin and especially orbital magnetic moments of Mn.

7.2.6 XMCD peak asymmetry analysis

Since XMCD intensity scales with the magnetization M, whereas the isotropic XAS in-
tensity remains constant, an alternative method to obtain the spin magnetic moment
of the Mn is to determine the asymmetry of the experimental XMCD Aexp = (Ileft −
Iright)/(Ileft + Iright) after suitable background correction of the XAS and compare this re-
sult with the theoretical value Atheory obtained for MLFT calculated spectra of comparable
line width . This circumvents complications and ambiguities in the sum rule analysis, es-
pecially when there is a large jj mixing, as in the case of Mn. However, if there is an
unaccounted fraction of non-magnetic or antiferromagnetic Mn, the magnetic moment
will be accordingly reduced.

Fig. 7.14 (c) shows that at the L3 maximum the calculated Mn has an asymmetry
Atheory = −0.67, which can be related to a ground-state spin moment of 4.68µB/Mn. For
the experimental spectra measured on sample #4 in remanence (0 T) we obtain an asym-
metry at the Mn L3 peak maximum equal to Aexp = −0.27, while for spectra measured
in 0.15 T Aexp = −0.36, see Fig. 7.13 (b). Comparing these values to the theoretical value,
we obtain the ordered moment, i.e., the projection of the Mn spin magnetic moment on
the magnetization direction (along the c-axis), mspin = −0.27

−0.67 ∗ 4.68µB ≈ 1.9µB/Mn in re-
manence and mspin ≈ 2.54µB/Mn in external magnetic field of 0.15 T, which is about 10%
larger than the sum rule result. The ∼ 25% decrease of the moment when going from 0.15
T to the remanence nicely agrees with the hysteresis behavior shown in Fig. 7.9 (b).

The above described simple asymmetry approach is based solely on two data points,
which makes it prone to considerable errors in the estimated magnetic moment. The
discussed background problem for Mn L2,3 edges overlapping with Te M4,5, further ex-
acerbates the errors. Since XMCD intensity scales as a whole with magnetization M, here
we suggest a more thorough method for estimating the spin magnetic moment. As in
Chapter 3 Section 3.5, where we approximated the experimental spectrum S(ω) by a lin-
ear combination of resonant R(ω) and background Bg(ω) components, here one can try
representing the experimental spectrum S(ω, T, B) measured in some arbitrary magnetic
field and temperature by a linear combination of “basis” XAS T(ω) and XMCD D(ω)

components:

S(ω, T, B) → β[T(ω) + αD(ω)], (7.1)

where β accounts for an overall unknown scaling of the experimental spectra, which
we are not interested in, while the scaling factor α is proportional to the magnetic moment
µ = kα that we want to extract. Similar to the asymmetry approach, using in Eq. 7.1 a
spectrum S0(ω, T, B) with a known magnetic moment µ0, one can fix the proportionality
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Figure 7.14: The asymmetry analysis of MnBi6Te10 (sample #4) XAS/XMCD spectra measured at
T ≈ 3.5 K in remnant field of 0 T. (a-b) Fitting results for left- (blue curve) and right-circularly
polarized XAS spectra (red curve) of Mn L2,3 edges using Eq. 7.1. The dashed lines indicate the
fit result, while filled green curves show backgrounds obtained from low-frequency Fourier com-
ponents. (c) Peak asymmetry Atheory for calculated XAS and XMCD spectra with 100% circularly
polarized x-rays at the Mn L3 absorption edge. The values of (Ileft − Iright) and (Ileft + Iright) are
indicated by dashed horizontal lines. (d) The scaling factor α obtained from fitting the experimen-
tal spectra in panels (a-b) as function of low-frequency Fourier harmonics cut-off n0 used in the
model.

coefficient k to k = µ0/α0, so the magnetic moment for the unknown spectrum becomes
µ = kα=µ0α/α0.

The strong background in the experimental spectrum S(ω, T, B) does not allow for a
perfect approximation and may falsify the value of α. However, if we expand Eq. 7.1 in
a Fourier series, then owning to the smoothness of the background, it has much weaker
negative impact on the high-frequency components, as compared to low-frequency com-
ponents. Therefore, in order to improve the accuracy of the extracted α we rely only on
high-frequency components. It is convenient to use theoretically calculated T(ω), D(ω)

and µ0, as shown in Fig. 7.14 (c). The results of such fitting for Ileft and Iright spectra of
sample #4 measured at T ≈ 3.5 K in 0 T field can be seen in Fig. 7.14 (a,b). Fig. 7.14 (d)
shows the scaling factor α obtained for left- (blue curve) and right-circularly polarized
XAS spectra (red curve) as a function of the low-frequency cut-off n0, i.e., in Eq. 7.1 we
consider all Fourier harmonics n with n ⩾ n0. The optimal fit for remanent data yields
α = 0.43 ± 0.02 corresponding to mspin = (2.01 ± 0.09)µB/Mn, while for 0.15 T data
α = 0.54 ± 0.05 corresponding to mspin = (2.53 ± 0.24)µB/Mn, which is consistent with
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Table 7.3: Comparison of the magnetic moments obtained from analysis of XAS and XMCD data
measured at T ≈ 3.5 K and B = 0.15 T on MnBi6Te10 sample #1 and sample #4 with SQUID
magnetometry results at T = 2 K (in units of µB/Mn).

Method Sample # mspin morb morb/mspin mtotal

Sum rules 1 1.99±0.35 0.20±0.07 0.14±0.08 2.19±0.4

4 2.29±0.22 0.13±0.15 0.08±0.13 2.42±0.3

Asymmetry 1 2.18±0.30 – – –

4 2.54±0.25 – – –

Asymmetry fit 1 2.15±0.33 – – –

4 2.53±0.24 – – –

SQUID magnetometry 1 – – – 4.14±0.3

4 – – – 4.52±0.3

the simple asymmetry approach results.
Table 7.3 summarizes the results of three different approaches for estimating the or-

dered moment of Mn in MnBi6Te10 compared to SQUID magnetometry results for sample
#1 and sample #4. As one can clearly see all three approaches yield a similar ordered spin
moment of mspin ≈ 2.1µB/Mn for sample #1 and mspin ≈ 2.45µB/Mn for sample #4. The
total moment mtotal estimated with sum rule analysis is reduced by about 40% in compar-
ison to the one obtained with bulk sensitive SQUID magnetometry. Increasing the field
to 6 T brings mtotal of sample #4 to 3.9 µB, i. e. closer to SQUID magnetometry results and
to the theoretical maximal moment (see Subsection 7.2.4).

The discrepancy can be understood by considering the differing regions probed by
these techniques. SQUID averages over the full extent of the material, while TEY XMCD
is a surface-sensitive probe. It is important to keep in mind that the indicated errors of the
XMCD results only take into account statistical fitting and background estimate effects.
However, the shallow probing depth of TEY can further bias the outcome: It is reasonable
to expect that the QLs and the outer (6c) positions of the SLs contain a few percent of
paramagnetic and possibly even AFM (with respect to the 3a positions) Mn, see section
on growth and Fig. 7.4. Already for SL surface termination, the FM ordered Mn sheet (3a
positions) is buried about 0.55 nm below the surface. At the same time, there is Mn in 6c
positions closer to the surface, both in the very same SL and in QLs, which can terminate
the surface in different parts of the sample. Therefore, already for a mean probing depth
(MPD) of about 1 nm, the contribution of the FM Mn would be notably suppressed. MPD
values between 1 and 2.5 nm have been reported for this photon energy range [210, 359].
Given the presence of the heavy elements Te and Bi, which might even further attenuate
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the escaping electrons, an MPD close to 1 nm is not unrealistic and the involvement of
probing depth effects is well conceivable.

7.3 Discussion

A major finding of our study is that the surface of MnBi6Te10 exhibits FM properties com-
parable to its bulk, with a robust FM subsystem in the topmost septuple layer, which can
interact with the TSS. Indeed, recent ARPES reports suggest the opening of an exchange
gap of about 15 meV [360].

As outlined in the Subsection 7.2.6 on sum rules, probing-depth effects can at least par-
tially explain the 40% reduction of the XMCD-derived remanent moment as compared to
the SQUID-derived bulk moment. Additional surface effects might influence magnetism
and therefore warrant consideration. For one thing, an incomplete coordination by mag-
netic neighbors of the topmost SL might suppress the out-of-plane magnetic interactions.
However, since these interlayer interactions are weak (see Subsection 7.2.2 on DFT), addi-
tional theoretical scrutiny would be required to elucidate, what role their further suppres-
sion might play. For another thing, a combined study involving DFT and XMCD suggests
that TSS couple to magnetic atoms such as Co and Mn at the surface of Bi2Te3, contribut-
ing to their interaction by a RKKY-like mechanism [296]: Due to their highly localized
nature, electrons in the TSS interact more strongly with magnetic moments than electrons
in the bulk. This might contribute to the differences between the magnetic properties at
the surface and in the bulk. Our results encourage similar calculations for MnBi6Te10.

We now discuss the mechanism inducing the crossover from a pronounced AFM to-
wards an FM order as the number n of the QLs in the MBTn stacking sequence increases
(see Subsection 7.2.2 on bulk magnetism). The calculations for MnBi6Te10 in Subsec-
tion 7.2.2 yield an – albeit small – AFM coupling. Although the increasing K/2J ratio with
increasing n [152] certainly helps to stabilize the FM order for n ≥ nFM = 2 in our sam-
ples (see Subsection 7.2.2 and Fig. 7.5 (c)), the fact that previous studies reported nFM = 3
[151, 153–155] hints at an additional phenomenon being involved. In the subsections on
growth and DFT it was established that Mn/Bi antisite defects can drive enhanced FM
properties. As we have shown for the family member with the strongest interlayer AFM
coupling, the detailed intermixing pattern determines whether ferro- or antiferromag-
netism is preferred. Hence, the here observed magnetic properties in MnBi6Te10 can well
originate in a prevalence of intermixing patterns that favor FM order.

In this context, a comparison between the MBTn series and the analogous Sb-based
family (MnSb2Te4)(Sb2Te3)n (MSTn) becomes relevant. FM order in MSTn is observed to
be more dominant even for n = 0. It is by now widely accepted that this FM behavior is
driven by intermixing [160, 361, 362], which is facilitated in MnSb2Te4 as the sizes of Mn
and Sb are more similar than those of Mn and Bi. Although the role of intermixing is more
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disputed in MBTn, a recent study reveals its crucial impact on the magnetic coupling in
MnBi2Te4 [158].

We have established that the FM properties of our crystals are conditioned by the
underlying cation intermixing. Whereas the Mn deficiency in MnBi6Te10 is often found
by x-ray spectroscopy [151, 154, 155], the related intermixing is scarcely scrutinized. We
compare our refinement with Ref. [153] to pinpoint what sets our samples apart. On the
one hand, there are some commonalities, such as the presence of Mn/Bi intermixing, the
absence of cation vacancies, and a strongly mixed occupancy on the 3a site. On the other
hand, there are also substantial differences: The mixed 3a occupancy is more pronounced
in our sample, in which we find 56% Mn (and 44% Bi), than in the sample studied in
Ref. [153], which has 83% Mn (and 17 % Bi). Also, the Mn distribution over the 6c po-
sitions is distinctly different: We observe a higher Mn concentration in both 6c sites of
the QLs, i.e. up to Bi1.86Mn0.14Te3 vs. Bi1.92Mn0.08Te3 in Ref. [153], and up to 2 % Mn in
the outer positions of the SL that are reported defect-free in Ref. [153]. In general, the 3a
site in our crystals is more Mn-depleted, so that these “stray” Mn atoms, which find no
space on the 3a site, disperse over the entire layered stack by occupying 6c sites. Since this
intermixing is less pronounced in the MBTn studied in Ref. [153], it features increasingly
competing FM and AFM interactions below 10 K.

Variations in the intermixing patterns may stem from subtle differences in synthetic
procedures, whose strong correlations between the synthesis temperatures and the re-
sultant cation disorder and magnetic order have been, by now, undoubtedly established
for MnSb2Te4 [41, 160, 363]. Since the Bi-analogs have limited thermodynamic stability
[33, 157] and, thus, offer very narrow growth temperature windows, their degrees of inter-
mixing appear to be far less dramatic than in MnSb2Te4 and, therefore, more challenging
to trace experimentally.

Finally, based on 2p → 3d XAS, XMCD and XMLD we provide a detailed microscopic
insight into the electronic and magnetic properties of the intrinsic magnetic topological
insulator MnBi6Te10. Using ab initio MLFT we calculate the local ground-state properties
and L2,3 edge x-ray absorption spectra of Mn, which agree very well with our experimen-
tal data, in terms of both the line-shape profile and the relative energy positions of the
multiplet features. Our results indicate a coherently mixed d5 − d6 − d7 ground state with
a predominant contribution of the d5 configuration (71%), yielding a total d-shell electron
occupation nd = 5.31, corresponding to the Mn1.69+ oxidation state. Nonetheless, the
contribution of d6 configuration is substantial (27%), i.e. the Mn is subject to significant
covalency (not from large hopping integrals, but from a small charge-transfer energy),
yet the high spin d5 state survives this, allowing for robust magnetism. Our calculations
also reproduce the experimentally obtained XMLD spectra and show that the observed
linear dichroism is primarily due to the magnetic ordering, whereas the contribution of
crystal-field effects can be neglected. The good agreement of the calculations with the
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experimental spectra firmly indicates the validity of our theoretical approach and the re-
liability of the derived ground-state properties, as well as of the microscopic parameters,
which will serve as an important input to future atomic multiplet calculations on the other
members of the (MnBi2Te4)(Bi2Te3)n family or similar systems.

In summary, the prominent ferromagnetic characteristics of our sample, with a rather
large TC, and a substantial ordered, out-of-plane moment both in the bulk and at the
surface, categorizes MnBi6Te10 as a particularly interesting candidate for the realization
of a high-temperature QAH material [42, 155, 343].
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Chapter 8

Summary and outlook

In this work we employed various soft x-ray spectroscopy techniques, such as XAS and
XMCD, supported by resPES and ARPES results, to comprehensively and systematically
study electronic and magnetic properties of a novel class of materials – magnetic topologi-
cal insulators, which possess a variety of exotic quantum phenomena, including the QAH
effect, with a great potential for future applications in low-dissipation electronics. The ex-
perimental techniques were combined with sample characterization, bulk magnetometry
and theoretical methods, which all together allowed us to gain significant insights into
the fundamental mechanism that underlie the collective magnetic ordering as well as lo-
cal properties of several exemplary MTIs, and further to address the key open questions
in these materials which are still highly debated. Below, we recapitulate the main find-
ings and conclusions of this thesis and put them in a broader context to highlight possible
new research directions for MTIs in anticipation of a great future for quantum materials.

We started in Chapter 4 by providing a detailed microscopic insight into the local
electronic and magnetic properties of V-and Cr-doped (Bi,Sb)2Te3 to better understand
the difference between these two prototypical QAH systems. We have determined the
ground state of magnetic impurities and the microscopic parameters important for un-
derstanding the mechanics of magnetic coupling in these compounds by analyzing XAS
and XMCD spectra with MLFT and magneto-optical sum rules. We have found a strongly
covalent ground state of the magnetic impurities dominated by the coherent superposi-
tion of one and two Te-ligand-hole configurations, with negligible contributions from a
purely ionic 3+ configuration. This strong charge transfer from the ligands to the V/Cr
3d states indicates the importance of Te 5p states for the magnetic coupling and, hence,
for the QAH effect in magnetically doped TIs. In good agreement with published mag-
netometry data we have obtained total magnetic moments of 3.19µB for Cr and 1.84µB

for V. In formal agreement with the expected quenching of the orbital moment for the d3

configuration, the orbital magnetic moment on Cr is negligibly small, whereas for V we
obtain −0.55µB. The unquenched orbital moment could explain the substantial magne-
tocrystalline anisotropy observed in V-doped samples. Furthermore, the measurements
presented in the chapter have shown that not only do the magnetic dopants V and Cr
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carry a magnetic moment, but also the nominally nonmagnetic host atoms Sb and Te pos-
sess spin-derived moments, which suggests that the observed local magnetic coupling
mechanism might be in part mediated by Sb/Te 5p states through pd hybridization, fol-
lowing the Zener-type pd-exchange interaction scenario.

Next, we continued in Chapter 5 by addressing the open questions on the microscopic
origin of ferromagnetism in V- and Cr-doped (Bi,Sb)2Te3 MTIs. We have revealed an im-
portant role of the 3d impurities states in mediating magnetic exchange coupling under-
lying the magnetic interactions in V- and Cr-doped MTIs using state-of-the-art DFT and
MLFT calculations in combination with XMCD and resPES. We have shown that the latter
cannot be explained based solely on the recently reported van Vleck mechanism, bearing
its origin on the topologically non-trivial band structure. In fact, the results presented in
the chapter suggest a mechanism based on pd hybridization. Calculations have illustrated
that the kind and strength of the magnetic exchange coupling varies with the position of
EF in the 3d DOS, i.e. with the impurity 3d-shell occupation. Further, we have systemat-
ically investigated the influence of the Bi/Sb substitution on the electronic and magnetic
properties of the samples, as well as the dependence of their magnetic properties on the
concentration of impurities. By increasing the Bi concentration, TC experiences a signifi-
cant drop from 45 to 35 K, the XMCD signal at the V, Sb and Te absorption edges rapidly
decreases and the hysteresis loop closes, confirming that the substitutional Bi atoms sig-
nificantly suppress the long-range magnetic order. To gain a quantitative information,
using sum rules we have extracted the spin and orbital moments of V as a function of
its concentration and the Bi/Sb ratio. Overall, we observe a change of the ordered total
magnetic moment from 0.79µB for the Bi-rich sample to 1.60µB for the Sb-rich one. Fur-
thermore, the remanent data illustrates a drop of the spin magnetic moment from 1.56µB

to 0.6µB and a quenching of the orbital moment with the increase of V concentration from
1.8% to 6.8%. A deeper understanding of such behavior requires further theoretical in-
vestigations. Finally, we have qualitatively described the origin of the induced magnetic
moments at the otherwise non-magnetic Te and Sb atoms in the host lattice by drawing
an analogy to the well-known diluted magnetic semiconductor (Ga,Mn)As and explained
their role in mediating a robust ferromagnetism based on the Zener-type pd-exchange in-
teraction scenario.

Further, in Chapter 6 we have studied the effectiveness of introducing large local mag-
netic moments to enhance the exchange gap in TSS preferential for a high-temperature
QAH effect, by doping prototypical TI Bi2Te3 with the rare earth element Eu. We have ob-
served interesting and unexpected magnetic properties of this system for all investigated
Eu concentrations using bulk magnetometry measurements, namely incipient antiferro-
magnetism below about 10 K. We have interpreted the M4,5 edge XAS and XMCD spectra
of Eu with atomic multiplet calculations and found that, unlike most other RE elements,
Eu enters Bi2Te3 as Eu2+ and thus leads to hole doping and disorder. Furthermore, as
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expected, doped Eu ions exhibit notably larger magnetic moment than in the case of tran-
sition metals, as consistently follows from our sum rule and atomic multiplet analysis.
The onset of antiferromagnetism over a substantial doping range corroborates the poten-
tial of doping with rare earth elements to result in an AFM topological insulator with
exotic quantum properties. Finally, the electronic properties of the system were charac-
terized by ARPES and resPES at 20 K. Since this is still above the AFM onset temperature,
the TSS remains intact and gapless for all Eu doping levels. Nevertheless, the photoe-
mission measurements allowed for establishing a DFT model, which explains the onset
of antiferromagnetism observed in SQUID, by the direct overlap of the wave functions of
the Eu impurities.

In the next Chapter 7 we discussed robust FM order with TC ≈ 12 K we have un-
covered both in the bulk and on the surface of MnBi6Te10 intrinsic MTI crystals by using
bulk-sensitive SQUID magnetometry and surface-sensitive XMCD. The clear FM charac-
teristics seemingly contradict the weak AFM coupling anticipated from DFT calculations
for the atomically ordered compound. This disagreement can be resolved by including
the XRD derived Mn substoichiometry and Mn/Bi site intermixing into the calculations,
as they enable FM configurations already for MnBi2Te4. An analysis of the intermixing
ratios in our samples and those reported showing no ferromagnetism allows for a con-
nection to the growth conditions. The bulk magnetometry data indicate the opening of
a considerable hysteresis loop for all samples consistent with an FM state with a coer-
cive field of about 32 mT at T = 2 K and a finite remanence at zero magnetic field, in
agreement with the XMCD field-dependent measurements, which categorizes MnBi6Te10

as a particularly interesting material for the realization of a high-temperature QAH effect.
Furthermore, based on Mn L2,3 XAS, XMCD and XMLD we have provided a detailed mi-
croscopic insight into the local electronic and magnetic properties of MnBi6Te10. Using ab
initio MLFT we have calculated the x-ray absorption spectra of Mn, which agree very well
with our experimental data, in terms of both the line shape and the relative energy posi-
tions of the multiplet peaks, and determined the local ground-state properties of Mn. Our
results indicate a coherently mixed d5 − d6 − d7 ground state with a predominant contri-
bution of the d5 configuration (71%), yielding a total d-shell electron occupation nd = 5.31,
corresponding to the Mn1.69+ oxidation state. The fully-polarized spin magnetic moment
per Mn below the critical temperature was found to be 4.69µB, while the orbital moment
is almost completely quenched. Our calculations also reproduce the experimentally ob-
tained XMLD spectra and show that the observed linear dichroism is primarily due to the
magnetic ordering, whereas the contribution of crystal-field effects can be neglected. The
results in this chapter suggest that carefully engineered intermixing plays a crucial role
in achieving a robust FM order and therefore could be the key towards enhanced QAH
effect properties.

Despite the great progress in understanding the QAH effect as well as other exotic
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Figure 8.1: (a) Mn L2,3 edge XMCD signal at 6 T (black curve), together with XMCD measured at
B = 0.01 T before (red curve) and after (green dashed curve) saturation of the sample in 6 T field.
(c) Total magnetic moment of the Mn ion extracted by means of sum rule analysis as a function of
temperature at B = 0.1 T.

topological quantum effects, there is still a lot of work to be done and many open ques-
tions to be addressed in order to overcome the gap between fundamental researches and
practical applications.

In the future, it will be intriguing to further explore different intrinsic MTIs to real-
ize better structural and magnetic properties for the observation of the QAH effect at
elevated temperatures. One particularly fascinating intrinsic MTI system is MnSb2Te4,
which has recently attracted the attention of researchers because of its high transition tem-
perature and possible ferromagnetic interaction between the septuple layers, in contrast
to its isostructural sister compound MnBi2Te4. Interestingly, some reports suggest that
depending on the composition and growth condition this material can be highly tunable
between transition temperatures of about 20 K and 46 K, and from an antiferromagnetic
to a ferro/ferrimagnetic ground state [160, 364–367]. DFT calculations found that the per-
fectly ordered MnSb2Te4 is antiferromagnetic [368] and topologically trivial [361, 367],
while Mn/Sb site intermixing is decisive to render MnSb2Te4 both ferromagnetic and
topologically nontrivial [160, 361]. In Fig. 8.1 we show our preliminary XAS and XMCD
measurements on one of such off-stoichiometric MnSb2Te4 samples. Fig. 8.1 (a) displays
a normalized saturation XMCD spectrum (black curve) together with spectra measured
at a low field of B = 0.01 T, close to remanence, before and after going to 6 T saturation,
indicating the existence of considerable remanent dichroic signal of the Mn. Further, the
thermal demagnetization of the total magnetic moment of Mn in Fig. 8.1 (b), obtained
using sum rules, suggests a ferromagnetic interaction between Mn atoms with a Curie
temperature of TC ≈ 43 ± 2 K. These preliminary observations indicate that MnSb2Te4 is
a particularly interesting candidate for the realization of a high-temperature QAH mate-
rial, and motivates further research in this direction.
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[15] I. Žutić, J. Fabian, and S. Das Sarma, Rev. Mod. Phys. 76, 323 (2004).

[16] F. Fei, S. Zhang, M. Zhang, S. A. Shah, F. Song, X. Wang, and B. Wang, Adv. Mater.
32, 1904593 (2020).

[17] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B 82, 184516 (2010).

[18] Q. L. He, L. Pan, A. L. Stern, E. C. Burks, X. Che, G. Yin, J. Wang, B. Lian, Q. Zhou,
E. S. Choi, K. Murata, X. Kou, Z. Chen, T. Nie, Q. Shao, Y. Fan, S.-C. Zhang, K. Liu,
J. Xia, and K. L. Wang, Science 357, 294 (2017).

[19] R. Li, J. Wang, X.-L. Qi, and S.-C. Zhang, Nat. Phys. 6, 284 (2010).

https://doi.org/10.1146/annurev-conmatphys-033117-054144
https://doi.org/10.1038/s42254-018-0011-5
https://doi.org/10.1038/s41928-017-0005-9
https://doi.org/10.1038/s42005-021-00569-5
https://doi.org/10.1109/MC.2003.1250885
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.83.1057
https://doi.org/10.1038/nmat4204
https://doi.org/10.1126/science.1234414
https://doi.org/10.1063/1.5009718
https://doi.org/10.1073/pnas.1810003115
https://doi.org/10.1073/pnas.1810003115
https://doi.org/10.1146/annurev-conmatphys-031115-011417
https://doi.org/10.1103/PhysRevLett.113.136403
https://doi.org/10.1103/RevModPhys.76.323
https://doi.org/10.1103/PhysRevB.82.184516
https://doi.org/10.1126/science.aag2792
https://doi.org/10.1038/nphys1534


184 BIBLIOGRAPHY

[20] S. Grauer, K. M. Fijalkowski, S. Schreyeck, M. Winnerlein, K. Brunner, R. Thomale,
C. Gould, and L. W. Molenkamp, Phys. Rev. Lett. 118, 246801 (2017).

[21] D. Xiao, J. Jiang, J.-H. Shin, W. Wang, F. Wang, Y.-F. Zhao, C. Liu, W. Wu, M. H. W.
Chan, N. Samarth, and C.-Z. Chang, Phys. Rev. Lett. 120, 056801 (2018).

[22] D. Zhang, M. Shi, T. Zhu, D. Xing, H. Zhang, and J. Wang, Phys. Rev. Lett. 122,
206401 (2019).

[23] Y. Ou, C. Liu, G. Jiang, Y. Feng, D. Zhao, W. Wu, X.-X. Wang, W. Li, C. Song, L.-L.
Wang, W. Wang, W. Wu, Y. Wang, K. He, X.-C. Ma, and Q.-K. Xue, Adv. Mater. 30,
1703062 (2018).

[24] M. Mogi, R. Yoshimi, A. Tsukazaki, K. Yasuda, Y. Kozuka, K. S. Takahashi,
M. Kawasaki, and Y. Tokura, Appl. Phys. Lett. 107, 182401 (2015).

[25] J.-M. Zhang, W. Zhu, Y. Zhang, D. Xiao, and Y. Yao, Phys. Rev. Lett. 109, 266405
(2012).

[26] J.-M. Zhang, W. Ming, Z. Huang, G.-B. Liu, X. Kou, Y. Fan, K. L. Wang, and Y. Yao,
Phys. Rev. B 88, 235131 (2013).

[27] J. Kim, S.-H. Jhi, A. H. MacDonald, and R. Wu, Phys. Rev. B 96, 140410 (2017).

[28] J. Kim, H. Wang, and R. Wu, Phys. Rev. B 97, 125118 (2018).

[29] M. G. Vergniory, M. M. Otrokov, D. Thonig, M. Hoffmann, I. V. Maznichenko,
M. Geilhufe, X. Zubizarreta, S. Ostanin, A. Marmodoro, J. Henk, W. Hergert, I. Mer-
tig, E. V. Chulkov, and A. Ernst, Phys. Rev. B 89, 165202 (2014).

[30] M. F. Islam, C. M. Canali, A. Pertsova, A. Balatsky, S. K. Mahatha, C. Carbone,
A. Barla, K. A. Kokh, O. E. Tereshchenko, E. Jiménez, N. B. Brookes, P. Gargiani,
M. Valvidares, S. Schatz, T. R. F. Peixoto, H. Bentmann, F. Reinert, J. Jung, T. Bathon,
K. Fauth, M. Bode, and P. Sessi, Phys. Rev. B 97, 155429 (2018).

[31] M. M. Otrokov, I. I. Klimovskikh, H. Bentmann, D. Estyunin, A. Zeugner, Z. S. Aliev,
S. Gaß, A. U. B. Wolter, A. V. Koroleva, A. M. Shikin, M. Blanco-Rey, M. Hoffmann,
I. P. Rusinov, A. Y. Vyazovskaya, S. V. Eremeev, Y. M. Koroteev, V. M. Kuznetsov,
F. Freyse, J. Sánchez-Barriga, I. R. Amiraslanov, M. B. Babanly, N. T. Mamedov,
N. A. Abdullayev, V. N. Zverev, A. Alfonsov, V. Kataev, B. Büchner, E. F. Schwier,
S. Kumar, A. Kimura, L. Petaccia, G. Di Santo, R. C. Vidal, S. Schatz, K. Kißner,
M. Ünzelmann, C. H. Min, S. Moser, T. R. F. Peixoto, F. Reinert, A. Ernst, P. M.
Echenique, A. Isaeva, and E. V. Chulkov, Nature 576, 416 (2019).

[32] J. Li, Y. Li, S. Du, Z. Wang, B.-L. Gu, S.-C. Zhang, K. He, W. Duan, and Y. Xu, Sci.
Adv. 5, 10.1126/sciadv.aaw5685 (2019).

[33] A. Zeugner, F. Nietschke, A. U. B. Wolter, S. Gaß, R. C. Vidal, T. R. F. Peixoto, D. Pohl,
C. Damm, A. Lubk, R. Hentrich, S. K. Moser, C. Fornari, C. H. Min, S. Schatz,
K. Kißner, M. Ünzelmann, M. Kaiser, F. Scaravaggi, B. Rellinghaus, K. Nielsch,
C. Hess, B. Büchner, F. Reinert, H. Bentmann, O. Oeckler, T. Doert, M. Ruck, and
A. Isaeva, Chem. Mater. 31, 2795 (2019).

https://doi.org/10.1103/PhysRevLett.118.246801
https://doi.org/10.1103/PhysRevLett.120.056801
https://doi.org/10.1103/PhysRevLett.122.206401
https://doi.org/10.1103/PhysRevLett.122.206401
https://doi.org/10.1002/adma.201703062
https://doi.org/10.1002/adma.201703062
https://doi.org/10.1063/1.4935075
https://doi.org/10.1103/PhysRevLett.109.266405
https://doi.org/10.1103/PhysRevLett.109.266405
https://doi.org/10.1103/PhysRevB.88.235131
https://doi.org/10.1103/PhysRevB.96.140410
https://doi.org/10.1103/PhysRevB.97.125118
https://doi.org/10.1103/PhysRevB.89.165202
https://doi.org/10.1103/PhysRevB.97.155429
https://doi.org/10.1038/s41586-019-1840-9
https://doi.org/10.1126/sciadv.aaw5685
https://doi.org/10.1021/acs.chemmater.8b05017


BIBLIOGRAPHY 185

[34] P. Rani, A. Saxena, R. Sultana, V. Nagpal, S. S. Islam, S. Patnaik, and V. P. S. Awana,
J. Supercond. Nov. Magn. 32, 3705 (2019).

[35] J.-Q. Yan, Q. Zhang, T. Heitmann, Z. Huang, K. Y. Chen, J.-G. Cheng, W. Wu,
D. Vaknin, B. C. Sales, and R. J. McQueeney, Phys. Rev. Mater. 3, 064202 (2019).

[36] D. S. Lee, T.-H. Kim, C.-H. Park, C.-Y. Chung, Y. S. Lim, W.-S. Seo, and H.-H. Park,
CrystEngComm 15, 5532 (2013).

[37] M. M. Otrokov, I. P. Rusinov, M. Blanco-Rey, M. Hoffmann, A. Y. Vyazovskaya, S. V.
Eremeev, A. Ernst, P. M. Echenique, A. Arnau, and E. V. Chulkov, Phys. Rev. Lett.
122, 107202 (2019).

[38] Y. Peng and Y. Xu, Phys. Rev. B 99, 195431 (2019).

[39] Y. Gong, J. Guo, J. Li, K. Zhu, M. Liao, X. Liu, Q. Zhang, L. Gu, L. Tang, X. Feng,
D. Zhang, W. Li, C. Song, L. Wang, P. Yu, X. Chen, Y. Wang, H. Yao, W. Duan, Y. Xu,
S.-C. Zhang, X. Ma, Q.-K. Xue, and K. He, Chin. Phys. Lett. 36, 076801 (2019).

[40] R. C. Vidal, H. Bentmann, T. R. F. Peixoto, A. Zeugner, S. Moser, C.-H. Min,
S. Schatz, K. Kißner, M. Ünzelmann, C. I. Fornari, H. B. Vasili, M. Valvidares,
K. Sakamoto, D. Mondal, J. Fujii, I. Vobornik, S. Jung, C. Cacho, T. K. Kim, R. J.
Koch, C. Jozwiak, A. Bostwick, J. D. Denlinger, E. Rotenberg, J. Buck, M. Hoesch,
F. Diekmann, S. Rohlf, M. Kalläne, K. Rossnagel, M. M. Otrokov, E. V. Chulkov,
M. Ruck, A. Isaeva, and F. Reinert, Phys. Rev. B 100, 121104(R) (2019).

[41] C. Liu, Y. Wang, H. Li, Y. Wu, Y. Li, J. Li, K. He, Y. Xu, J. Zhang, and Y. Wang, Nat.
Mater. 19, 522 (2020).

[42] Y. Deng, Y. Yu, M. Z. Shi, Z. Guo, Z. Xu, J. Wang, X. H. Chen, and Y. Zhang, Science
367, 895 (2020).

[43] J. E. Moore, Nature 464, 194 (2010).

[44] X. Kou, Y. Fan, M. Lang, P. Upadhyaya, and K. L. Wang, Solid State Commun. 215-
216, 34 (2015).

[45] E. M. Lifshitz and L. P. Pitaevskii, Statistical physics: theory of the condensed state,
Vol. 9 (Elsevier, 2013).

[46] K. v. Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980).

[47] R. B. Laughlin, Phys. Rev. B 23, 5632 (1981).

[48] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, Phys. Rev. Lett. 49,
405 (1982).

[49] B. A. Bernevig, in Topological Insulators and Topological Superconductors (Princeton
university press, 2013).

[50] F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).

[51] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005).

[52] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005).

https://doi.org/10.1007/s10948-019-05342-y
https://doi.org/10.1103/PhysRevMaterials.3.064202
https://doi.org/10.1039/C3CE40643A
https://doi.org/10.1103/PhysRevLett.122.107202
https://doi.org/10.1103/PhysRevLett.122.107202
https://doi.org/10.1103/PhysRevB.99.195431
https://doi.org/10.1088/0256-307x/36/7/076801
https://doi.org/10.1103/PhysRevB.100.121104
https://doi.org/10.1038/s41563-019-0573-3
https://doi.org/10.1038/s41563-019-0573-3
https://doi.org/10.1126/science.aax8156
https://doi.org/10.1126/science.aax8156
https://doi.org/10.1038/nature08916
https://doi.org/https://doi.org/10.1016/j.ssc.2014.10.022
https://doi.org/https://doi.org/10.1016/j.ssc.2014.10.022
https://doi.org/10.1103/PhysRevLett.45.494
https://doi.org/10.1103/PhysRevB.23.5632
https://doi.org/10.1103/PhysRevLett.49.405
https://doi.org/10.1103/PhysRevLett.49.405
https://doi.org/10.1103/PhysRevLett.61.2015
https://doi.org/10.1103/PhysRevLett.95.226801
https://doi.org/10.1103/PhysRevLett.95.146802


186 BIBLIOGRAPHY

[53] P. Wang, J. Ge, J. Li, Y. Liu, Y. Xu, and J. Wang, The Innovation 2, 100098 (2021).

[54] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L. W. Molenkamp, X.-L.
Qi, and S.-C. Zhang, Science 318, 766 (2007).

[55] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314, 1757 (2006).

[56] J. E. Moore and L. Balents, Phys. Rev. B 75, 121306 (2007).

[57] L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98, 106803 (2007).

[58] R. Roy, Phys. Rev. B 79, 195322 (2009).

[59] L. Fu and C. L. Kane, Phys. Rev. B 76, 045302 (2007).

[60] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava, and M. Z. Hasan, Nature
452, 970 (2008).

[61] H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C. Zhang, Nat. Phys 5, 438
(2009).

[62] Y. Xia, D. Qian, D. Hsieh, L. Wray, A. Pal, H. Lin, A. Bansil, D. Grauer, Y. S. Hor,
R. J. Cava, et al., Nat. Phys 5, 398 (2009).

[63] Y. Chen, J. G. Analytis, J.-H. Chu, Z. Liu, S.-K. Mo, X.-L. Qi, H. Zhang, D. Lu, X. Dai,
Z. Fang, et al., Science 325, 178 (2009).

[64] C. B. Satterthwaite and R. W. Ure, Phys. Rev. 108, 1164 (1957).

[65] T. Caillat, M. Carle, P. Pierrat, H. Scherrer, and S. Scherrer, J. Phys. Chem. Solids 53,
1121 (1992).

[66] F. Rosi, B. Abeles, and R. Jensen, J. Phys. Chem. Solids 10, 191 (1959).

[67] D. Kriegner, P. Harcuba, J. Veselý, A. Lesnik, G. Bauer, G. Springholz, and V. Holý,
Journal of Applied Crystallography 50, 369 (2017).

[68] N. V. Tarakina, S. Schreyeck, M. Duchamp, G. Karczewski, C. Gould, K. Brunner,
R. E. Dunin-Borkowski, and L. W. Molenkamp, CrystEngComm 19, 3633 (2017).

[69] C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C. Zhang, Phys. Rev. Lett. 101, 146802
(2008).

[70] C.-X. Liu, H. Zhang, B. Yan, X.-L. Qi, T. Frauenheim, X. Dai, Z. Fang, and S.-C.
Zhang, Phys. Rev. B 81, 041307 (2010).

[71] R. Yu, W. Zhang, H.-J. Zhang, S.-C. Zhang, X. Dai, and Z. Fang, Science 329, 61
(2010).

[72] K. Nomura and N. Nagaosa, Phys. Rev. Lett. 106, 166802 (2011).

[73] C.-Z. Chang, J. Zhang, M. Liu, Z. Zhang, X. Feng, K. Li, L.-L. Wang, X. Chen, X. Dai,
Z. Fang, X.-L. Qi, S.-C. Zhang, Y. Wang, K. He, X.-C. Ma, and Q.-K. Xue, Adv. Mater.
25, 1065 (2013).

[74] X. Kou, M. Lang, Y. Fan, Y. Jiang, T. Nie, J. Zhang, W. Jiang, Y. Wang, Y. Yao, L. He,
and K. L. Wang, ACS Nano 7, 9205 (2013).

[75] J. S. Dyck, W. Chen, P. Hájek, P. Lošt’ák, and C. Uher, Physica B 312-313, 820 (2002).

https://doi.org/https://doi.org/10.1016/j.xinn.2021.100098
https://doi.org/10.1126/science.1148047
https://doi.org/10.1126/science.1133734
https://doi.org/10.1103/PhysRevB.75.121306
https://doi.org/10.1103/PhysRevLett.98.106803
https://doi.org/10.1103/PhysRevB.79.195322
https://doi.org/10.1103/PhysRevB.76.045302
https://doi.org/10.1038/nature06843
https://doi.org/10.1038/nature06843
https://doi.org/10.1038/nphys1270
https://doi.org/10.1038/nphys1270
https://doi.org/10.1038/nphys1274
https://doi.org/10.1126/science.1173034
https://doi.org/10.1103/PhysRev.108.1164
https://doi.org/https://doi.org/10.1016/0022-3697(92)90087-T
https://doi.org/https://doi.org/10.1016/0022-3697(92)90087-T
https://doi.org/https://doi.org/10.1016/0022-3697(59)90074-5
https://doi.org/10.1107/S1600576717000565
https://doi.org/10.1039/C7CE00872D
https://doi.org/10.1103/PhysRevLett.101.146802
https://doi.org/10.1103/PhysRevLett.101.146802
https://doi.org/10.1103/PhysRevB.81.041307
https://doi.org/10.1126/science.1187485
https://doi.org/10.1126/science.1187485
https://doi.org/10.1103/PhysRevLett.106.166802
https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.201203493
https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.201203493
https://doi.org/10.1021/nn4038145
https://doi.org/10.1016/S0921-4526(01)01263-7


BIBLIOGRAPHY 187

[76] J. S. Dyck, v. Drašar, P. Lošt’ák, and C. Uher, Phys. Rev. B 71, 115214 (2005).

[77] Z. Zhou, Y.-J. Chien, and C. Uher, Appl. Phys. Lett. 87, 112503 (2005).

[78] M. Ye, T. Xu, G. Li, S. Qiao, Y. Takeda, Y. Saitoh, S.-Y. Zhu, M. Nurmamat, K. Sum-
ida, Y. Ishida, S. Shin, and A. Kimura, Phys. Rev. B 99, 144413 (2019).

[79] A. Tcakaev, V. B. Zabolotnyy, R. J. Green, T. R. F. Peixoto, F. Stier, M. Dettbarn,
S. Schreyeck, M. Winnerlein, R. C. Vidal, S. Schatz, H. B. Vasili, M. Valvidares,
K. Brunner, C. Gould, H. Bentmann, F. Reinert, L. W. Molenkamp, and V. Hinkov,
Phys. Rev. B 101, 045127 (2020).

[80] M. Ye, W. Li, S. Zhu, Y. Takeda, Y. Saitoh, J. Wang, H. Pan, M. Nurmamat, K. Sumida,
F. Ji, Z. Liu, H. Yang, Z. Liu, D. Shen, A. Kimura, S. Qiao, and X. Xie, Nat. Comm. 6,
10.1038/ncomms9913 (2015).

[81] J. Choi, S. Choi, J. Choi, Y. Park, H.-M. Park, H.-W. Lee, B.-C. Woo, and S. Cho, Phys.
Status Solidi B 241, 1541 (2004).

[82] Y. S. Hor, P. Roushan, H. Beidenkopf, J. Seo, D. Qu, J. G. Checkelsky, L. A. Wray,
D. Hsieh, Y. Xia, S.-Y. Xu, D. Qian, M. Z. Hasan, N. P. Ong, A. Yazdani, and R. J.
Cava, Phys. Rev. B 81, 195203 (2010).

[83] H.-J. Kim, K.-S. Kim, J.-F. Wang, V. A. Kulbachinskii, K. Ogawa, M. Sasaki,
A. Ohnishi, M. Kitaura, Y.-Y. Wu, L. Li, I. Yamamoto, J. Azuma, M. Kamada, and
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