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1 Introduction

Over the last years, new paradigms and concepts have emerngdecommuni-
cation systems that are currently being realized in therete Among those are
the overlay, Peer-to-Peer (P2P), and the Quality of Expeei¢QoE) paradigms.
An overlayor an overlay network is a flexible, logical network that isltan
top of an existing substrate network. Overlays are used éocowme prevailing
technical limitations of the Internet, e.g. multicast, ofacilitate simplified im-
plementation of sophisticated new mechanisms on a logigak] e.g. re-routing
on application layer in case of congested end-to-end phlbie that the Inter-
net itself has evolved as an overlay on top of the plain oldptebne system to
support new packet-switched data services.

In a Peer-to-Peg(P2P) network, the nodes of this network, called peersgshar
common resources, e.g. bandwidth or memory, in order toigeoor support
a certain service, like content distribution networks (QRNdistributed lookup
systems. Typically, the peers form an overlay for commuirigawith each other.
The capabilities of P2P facilitate the deployment of newctionalities, like di-
rect any-to-any communication or sharing of user-gendretatents, as well as
help to overcome restrictions on resources, e.g. in terragofige capacity for a
CDN. To this end, the application of the fundamental P2P gigra fosters the
realization of future Internet applications and allowsisgunfrastructure costs
by using existing resources in a more efficient way.

Furthermore, the technological advancements in highespeternet access
enable the realization of the P2P potential and propel thefithe Internet into
a new era. New applications have emerged that are bandwitithsive or have
strict Quality of Service (QoS) requirements. The most pexpapplications up
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to now are P2P file sharing applications that serve as a neviumegidr CDNs
like eDonkey or BitTorrent. Recently, new types of overlgplications have
appeared and gained popularity, such as P2P-based voicgdaodservices. Ex-
amples are the popular Skype Voice-over-IP applicatioméne video recording
systems.

The user’s satisfaction with a particular application ipressed by th@ual-
ity of Experience{(QoE) measure. Degradation in QoS, like packet loss, packet
reordering, and large jitter in the network, may lead torggrdecrease in QoE,
which is the case for VoIP applications for instance. Besidaieh objective end-
to-end QoS parameters, QoE focuses rather on subjectilgatieas of service
delivery by the end users. It addresses service reliabiitgprising service avail-
ability, accessibility, access time and continuity, aslwsl service comfort in-
cluding session quality, ease of use and level of suppooimRhis perspective,
QoE will be the major criterion for the subscriber to selespacific service.

The composition of these paradigms may result in multi-oetvgervices with
edge-based intelligence. In future telecommunicatiotesys, we observe an in-
creasing diversity of access networks and the fixed to malgiterergence be-
tween wireline and wireless networks. This implies an iasiegly heteroge-
neous networking environment for applications and sesvigde separation of
transport services and applications, or between diffesentices leads tmulti-
network servicesA future service has to work transparently to the undedyin
network infrastructure and independently of the user’'senilocation and access
technology. In this sense, a multi-network service esthbk a logical overlay on
top of different access networks.

The Internet Protocol is currently the smallest common denator for such
multi-network services. Still, roaming users expect thesevices to work in a
satisfactory way, i.e. a good QOE, regardless of the cuyrevailable access
technology. Thus, a true multi-network service must be tbkdapt itself to its
environment to a much stronger degree than what is suppbsteéte Internet
protocol suite. Streaming multimedia applications forrapée face the problem
that their predominant transport protocol UDP does not takefeedback from
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the network into account. Consequently, any quality cdreral adaptation has
to be applied by the application itself at the edge of the natwThe network
providers have to cope with the fact that these edge-bagattatons dynam-
ically determine the amount of consumed bandwidth. In paldr, applications
such as Skype do their own network quality measurements eaxt to qual-
ity changes in order to keep their users satisfied. €bige-based intelligende
established via traffic control on application layer.

The shift of the control intelligence to the edge is acconmgiduby the fact
that the observed user’s behavior also changes. A user paaia@ither altruistic
or selfish. Selfish user behavior means that the user or tHeam tries to
maximize the user-perceived QoE rather than to optimizeotrezall network
QoS. Very often such selfish behavior isimplemented in tfievaoe downloaded
by the user without his explicit notice. In contrast, aktid users, whose behavior
is mostly influenced by the network provider’s traffic cohpmtocols (like TCP)
help to maximize the overall system performance in a fairmearin the case of
file sharing platforms, an altruistic user is willing to uatbdata to other users,
while a selfish user only wants to download without contiiifigito the network.
For VolIP, altruistic users would reduce the consumed badittivin the case of
facing congestion, while selfish users would continuoushtd achieve a high
goodput and QoE, irrespective of the consequences for kiez osers.

1.1 Scientific Contribution

The intention of this thesis is threefold. First, we aim ad&long and evaluating
future Internet applications from a user-centric view éast of using a classic
network-centric view. Next, the identified problems andligmges as well as the
emerging user behavior are highlighted, which go along Withrealization of

the upcoming overlay, P2P, and QoE paradigms. The obsenvatichanges in

the user behavior is important for the performance evalonatf future services
and also for their dimensioning. However, the changing beeavior affects not
only the performance of the investigated systems, but reguilso to develop a
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methodology and to derive appropriate models for analyitiedr performance.
Finally, this performance modeling permits a proper desiffuture Internet
applications that are beneficial for its users.

For this purpose, we look at currently existing applicasion estimate those
that may become relevant in the future and identify and mddeluser behav-
ior. Beside the paradigm changes, the available techredogind environments
also affect user behavior. For instance, let us consider lailensubscriber of a
P2P-based file sharing service. The advances in wirelesadkgy may allow
for user mobility, even perhaps between different netwadeas types. However,
this also introduces heterogeneity according to the céipabiof the access net-
work the user is currently connected to. As a result, the dexity to coordinate
the users and resources in the P2P network increases, whilg to maintain
providing an efficient and fair file sharing service. As a tesé mobility, the
user behavior will also change according to the radio cayerén case of cov-
erage loss, the user appears to be offline and after gettimgorieaccess again
he might appear as an entirely new user in the overlay, e.gnwéceiving a new
IP address. To save battery power, a mobile user might addity switch more
often to offline mode. Thus, increased dynamics in the useaber and in the
overlay topology are observed, which results in higher shinthe P2P system.
Due to the popularity of the contents, the dynamics of a P2Rsfibring service
is further increased, as download requests may occur axflasis, i.e., a large
number of users requests a certain file within short time.

The expensive upload capacity of a mobile user may also cselfish user
behavior by reducing the amount of uploaded data to othesiis¢he P2P net-
work. Since the users in a P2P network act as servers, thagn#ss of users
to share resources has to be considered. Furthermore, tiv lh@staken into ac-
count, that in contrast to classic client/server systenisaaesl file is no longer
at a single trusted server location. Thus, malicious usexg offer a corrupted
version of a file or parts of it to disturb the service. Thiséerred to as poi-
soning or pollution depending on whether the decoy was edfeieliberately or
not. As effect of pollution or poisoning, the download timee prolonged and
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the QOE of users may be decreased. When the user’s patiergedsded, he
will abort the download and abandon the service. The dedreatizfaction de-
termines the user’s impatience. Edge-based intelligealdag into account QoE
feedback will additionally affect the network traffic anethser behavior pattern.

As consequences of the emerging user behavior and the psecsption of
the service quality, a methodology has to be developed apbppate models
have to be provided for evaluating the performance of futaternet applica-
tions. The obtained results from performance evaluatiwato quantify their
technical impact and to derive solutions to overcome probleReturning to the
example of mobile P2P file sharing, large-scale systems avhitgh number of
users have to be analyzed. The complex interaction of mahieheterogeneous
users in the overlay has to be modeled in such a way, thatledaet effects are
captured within reasonable computational time. To this gr@provide a semi-
Markov model for user mobility in cellular wireless netwsrwhich enables us
to simulate large-scale P2P networks with mobile userss allows investigating
e.g. the application of Mobile IP techniques and to study puedlict the perfor-
mance of common P2P cooperation strategies, as applied diyke® or BitTor-
rent, in current and future cellular networks. A recommeiatiefor the usage of
Mobile IP in different scenarios is given. As a result of ttientified problems we
derive a novel cooperation strategy to master mobility anddaptive strategy to
utilize the scarce resources in such heterogeneous network

Figure 1.1 gives an overview of the contribution in this tkeFhe various
research studies carried out during the course of this werklassified according
to the major methodology on the x-axis and the main focus anlsngvestigated
technology of the study on the y-axis. The methodology isrdisished between
measurement studies, simulative performance evaluatiathematical analysis,
and design of new mechanisms, services or applicationsnittie focus of the
research study considers overlays, P2P, QoE, and wirglstenss. It has to be
noted that this classification aims at highlighting only thain contributions.
However, some studies cover several areas, e.g. mobile lB2Rdiring which is
therefore placed between “wireless” and “P2P”. The samauis tegarding the
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Figure 1.1:Contribution in thesis is illustrated by a cartography o tesearch
studies carried out. The noti¢n]” indicates that the scientific publi-
cation[z] is discussed in Chaptgrof this monograph.

applied methodology for some studies discussed in thissthes

In this monograph, three important issues in the futurerheteare selected
which cover a broad area in the classification scheme of Eiguk. The corre-
sponding chapter number marks the related scientific patiics of the three
examples. The first issue covers mobile P2P file sharing asstisd above. The
second issue addresses modeling of online TV recordingcesrand aims at a
performance comparison of a high-performance serverasiastd a P2P-based
system in terms of reliability, efficiency and fairness. Aeeault of the perfor-
mance study, the high-performance server cluster can gegyodimensioned.
In the case of the P2P system, the model allows investigétimgmpact of ma-
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licious or fake peers and their impact on the impatience gfile users. This
can be exploited for two reasons. First, the disturbanceePRP system due to
malicious peers is quantified when the service provideesein P2P technology.
Second, it allows dimensioning the number of fake peersatept copyrighted
contents from illegally being distributed in a file sharingt®m.

The third important topic considers the QoE of edge-baség dpplications,
since the QoE mainly determines the behavior of a user. ticpdar, it is investi-
gated how the current network conditions described as QuSrers influence
the QOE of a VoIP user. As a major contribution of this examgble IQX hypoth-
esis is formulated and derived as an exponential functiaiationship between
QoE and QoS disturbance. It is tested and validated foriegisheasurement
studies in web browsing, as well as for VoIP applicationsebasn own exten-
sive measurement studies in a controlled testbed. In addlitiis studied in how
far an edge-based application like Skype reacts to quadityatiations. Starting
from measurements of the Skype application, we show the tpmeperties of
selfish and altruistic user behavior in accordance to edgesintelligence.

1.2 Outline of Thesis

The organization of this monograph and the contributiorthénindividual chap-
ters are illustrated in Figure 1.2. For each of the threectstieexamples an indi-
vidual chapter is devoted with a similar structure. Eaclptérahas a background
and related work section and summarizes the lessons ledfigpae 1.2 shows
for each chapter three different columns which are related.} the impact of
user behavior and perception, (2) its consequences forpihieed methodology,
and (3) its technical impact and the derived solutions toavae the identified
problems. Arrows between the building blocks within thegdéan show that ei-
ther fundamental background is introduced or that the fyslare utilized in later
sections. The section numbers of the building blocks arergir parentheses.
The remainder of this monograph is organized as follows.Hagfer 2, coop-
eration in mobile P2P networks for content distributionngeistigated. A com-
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prehensive background on the multi-source download méstmaas key feature
of P2P CDNs and common cooperation strategies, as used hykepor Bit-
Torrent, are given. Additionally, we review related work ialh addresses het-
erogeneity and selfishness in general. As investigatedoetevior, we consider
the impact of selfishness, altruism, and mobility. Furthenen the heterogene-
ity of users stemming from different access technologidaken into account.
For the quantification of the performance, we define key rcetike reliabil-
ity or chunk availability. They reveal the fundamental laktink problem and
the need to derive appropriate cooperation strategiesdmome this problem.
As solution, we propose the so-called CycPriM cooperattosteqy. Its perfor-
mance is compared with common strategies in different uslea¥ior scenarios.
However, the simulation of mobile users with heterogenemis/ork access re-
quires too much computational effort and is not feasibleracfice. To this end,
a new semi-Markov model is proposed which allows invesitigathe impact of
the user behavior. We consider the application of Mobilesthhiques and study
the performance of common cooperation strategies in cquieamny and future
cellular networks for different load scenarios. Again, assult of the identified
problems, we derive a time-based cooperation strategy stemanobility and an
adaptive strategy to utilize the scarce resources in suehdgeneous networks.
Finally, important developments and future trends in treaaf mobile P2P are
shown.

Chapter 3 addresses the second example on modeling an dMinecord-
ing service. It aims at a performance comparison of a higfepaance server
cluster and an eDonkey-based P2P system for delivery of Gd@bd\contents in
terms of reliability, efficiency and fairness. We provideegpriate queueing and
fluid models to describe pollution by malicious peers anctitynamics, e.g. due
to flash crowd effects. Pollution in a P2P system may resytatonged down-
load times, while flash crowds may overburden server clastes a result in both
cases the users may get impatient. Thus, we consider permfi@earmeasures as
introduced in Chapter 2, but due to user impatience we alge twetake into ac-
count success ratio as essential QoE indicator. For ohtaneialistic file sizes of
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video contents available in the Internet, a comprehense@&sorement study was
conducted. To get numerical values from the proposed dcalyhodels, an ap-
proximation of matrix exponentials was applied in case efdheueing system,
while the Runge-Kutta method was applied to approximatatwis of differ-
ential equations systems. Together with the measured \ddém we compare
the performance of both systems and dimension them accptditheir desired
purpose.

Chapter 4 focuses on the user perception of the quality ofiR ¥pplication,
as a user will react according to the actual QoE. In particitidgs investigated
how the current network conditions described as QoS pammetfluence the
QoE of a VoIP user. As a major contribution of this chaptee, X hypothesis
is formulated and derived as an exponential functionaticeiahip between QoE
and QoS disturbance. To quantify the influence of QoS prablemthe QoE for
VolP applications and to test the IQX hypothesis, a measen¢study in a con-
trolled testbed was carried out to measure the quality oP\fffic. Thereby, the
applied methodology comprises measurements on networ&@pittation level,
emulation of network conditions, as well as the validatiérine measurement
testbed. Furthermore, related work dealing with user égpee in web brows-
ing is reviewed and we demonstrate that the exponentialdependency is also
valid there. Non-linear regression analysis was used taheshypothesis. As a
result of the study, simple mapping functions between Qa@EQ@DS parameters
are derived which can be used in edge-based applicationsntoot and adapt
the QOE. Next, the edge-based Skype VoIP application istiyeted which tries
to maintain the QOE of its user and makes the observed usewvioerappear
selfish from network traffic’s point of view. This selfish usshavior by means
of replicated sending of voice datagrams is analyticaNsgtigated with respect
to the obtained QOE of a single user. This demonstrates #ialitg of the de-
rived hypothesis. After that, QOE management and proviisgpis discussed in
general.

Finally, Chapter 5 summarizes the main findings gained tjfiout the course
of this work.
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2 Cooperation in Mobile
Peer-to-Peer

P2P file sharing systems contribute to the majority of trafficime currently be-
ing transported in the Internet. Applications like eDonke\BitTorrent are used
to share large volume content and alleviate the problem efloaded servers
by distributing the load among all sharing peers, which mdk2P systems scal-
able and resilient. The performance of such P2P contenilaison networks
(CDN) in cellular networks depends highly on the coordioiibf heterogeneous
and often selfish mobile users. Sophisticated cooperatiategies, such as the
multi-source download (MSD) and tit-for-tat principle gathe foundation of the
extreme efficiency of P2P content distribution networksltiMeource download
means the simultaneous download of parts of a file, refelrexs tchunk, from
several sources in parallel. The cooperation strategipbedpin popular P2P
CDN platforms such as eDonkey or BitTorrent, rely on the ameéntal P2P
assumption that all peers are equal. In cellular networtweher, the peers dif-
fer significantly in their characteristics, e.g. their &&aystem and bandwidth
which might change over time or their on-line behavior, timtsoducing hetero-
geneity and even selfishness in the peer community. Herne®2R assumption
of equal peers is not valid any more. In addition, the dynaraitd heterogeneity
in cellular mobile networks is further increased by the rligbof users.
Although most P2P CDNs use the benefits of multi-source doavtd, the var-
ious platforms differ significantly in the actual implemation of the cooperation
algorithms. In particular, the peer selection as well ascthenk selection mech-
anisms lead to different system behaviors and performagmdts. The detailed
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2 Cooperation in Mobile Peer-to-Peer

performance of the strategies is further determined by theah peer charac-
teristics and the peer behavior. The peer characteristiodes, among others
the available upload and download bandwidth, as well as tingber of parallel
upload and download connections. The mobility of a user m#tkese peer char-
acteristics change over time. Thus, the performance depesiderably on the
heterogeneity. The peer behavior is mainly described byrghie. the switch-
ing of a user between offline and online state, and by thengifiess of a user
to participate in the CDN. A user may behave selfish and taesihimize the
upload of data or he may redistribute the data in an altongsy. In the context
of cellular mobile networks, churn and selfish behavior apesen more distinc-
tive, e.g. to save battery resources or scarce and expangding capacities. As
a result, the so-called “last chunk” problem might ariseahhinhibits the data
dissemination process and makes individual chunks startheinetwork.

Additional challenges and influence factors on the perfoiceaof the sys-
tem arise in a heterogeneous, wireless cellular networkcdvsider a beyond
third generation (B3G) network with different infrastrucg-based radio access
technologies, in particular UMTS and WLAN. Due to the usetitity, vertical
handovers (VHO) between the different wireless accessitdapies are required
which may result in transmission delays and IP address @samigthe switching
peer. We investigate whether it is recommended to use mesharike Mo-
bile IP in the context of P2P-based content distributionatiutar environments,
since such mechanisms also introduce additional delaysth&nimportant phe-
nomenon occurring with VHOs is the abrupt change of avalalbindwidth, e.g.,
from a fast WLAN connection to a rather slow UMTS connection.

There are several possibilities to improve the performasfogontent distri-
bution in cellular networks. Those are (a) particular amstture concepts intro-
ducing special entities like caches for storing contentsrawlers for locating
sources, e.g. [17], (b) the optimization of parameterg tiie size of chunks, as
proposed by [16], (c) incentives to motivate the users toesfiles and to con-
tribute to the system, and (d) cooperation strategies ®ctrordination among
peers. From these possibilities, we will focus on the coaipen strategies in this

12



2.1 Background: Cooperation Strategies for Content [bigtion

chapter. The goal is (i) to describe how to a model a P2P cbulistribution
system with multi-source download in a cellular environtéi) to identify the
fundamental problems of typical cooperation strategii$,t¢ investigate the
impact of user behavior and heterogeneity, in particuldisbaess, mobility and
VHO, and (iv) to propose solutions to overcome the derivexblems.

This chapter is organized as follows. Section 2.1 gives cetrgnsive back-
ground on the multi-source download mechanism and commapecation
strategies, as used by eDonkey or BitTorrent. We define kégiaaéor evaluating
the performance of such systems and review related workvaddresses hetero-
geneity and selfishness in general. In the Section 2.2, weskshe fundamental
last chunk problem and show how the proposed CycPriM cotiparatrategy
allows overcoming this. Its performance is compared witlmemn strategies in
different user behavior scenarios. In Section 2.3, thectffef user mobility in a
B3G network on the traffic characteristics are revealeds Thderstanding makes
us derive an abstract mobility model subsuming the netwaykut and the user
mobility using a semi-Markov model. We consider the appigraof Mobile IP
techniques and investigate the performance of common catipe strategies in
today’s and future cellular networks for different load s@gos. Again, as a re-
sult of identified problems we derive a time-based coopamatirategy to master
mobility and an adaptive strategy to utilize the scarceus=ss in such heteroge-
neous networks. Finally, Section 2.4 shows our particulwpoint on important
developments and necessary future work in this area, b8krton 2.5 summa-
rizes the lessons learned in this chapter.

2.1 Background: Cooperation Strategies in
Content Distribution Networks
The mechanisms to control and manage content distributi®2P networks can

be distinguished in two major categories: (a) resource atigdi mechanisms,
which are functions for searching and locating resourcelS(lBresource access

13



2 Cooperation in Mobile Peer-to-Peer

control mechanisms, i.e. functions for exchanging filesamtgof it. There are
several approaches focusing on resource mediation mechsnlhey vary from
centralized concepts such as index servers, as in eDokeighly decentralized
approaches such as flooding protocols, as in the Gnutellenietor distributed

hash tables, as used in the Chord protocol. Especially, HiEszand hierarchical
derivates have gained a lot of scientific interest addrgs®finements to cope
with reliability and efficiency in cellular environmentsZ2]. Special architec-
tural entities like crawlers are used to locate files andsiof files on behalf
of other users to improve the performance. This is espgdrajportant in mobile

environments with scarce and expensive resources of udefs]].

The resource access control mechanisms determine thamatiod and coop-
eration among peers which means to permit, prioritize, ahédule the access
to shared resources. In this context, incentive mechan@msmplemented to
promote cooperative behavior. This means they try to makespegarticipate in
the network and share their resources. Examples are ciaditgystems as used
in eDonkey or tit-for-tat strategies like in BitTorrent. Wever, in this chapter,
we consider a different approach, the so-called cooperatiategies, to over-
come problems, like the last chunk problem caused by se#fsshar inefficient
usage of scarce resources in heterogeneous environnreptsticular, we inves-
tigate different cooperation strategies and derive sahstfor specific problems.
The coordination of the peers to enable the efficient, fad rbust distribution
of contents in a CDN is realized by a cooperation strategytal$k is to decide
(a) which peers requesting for blocks are served by an upigazker using a
priority function, like first-come-first-serve, and (b) whiis the next chunk to
download by a downloading peer. These two decisions uriderthy a cooper-
ation strategy are referred to as peer selection and chuedties, respectively.
The question arises whether a cooperation strategy camatgvehe effects of
selfishness or heterogeneity and establish an efficiengfidi robust CDN.

14



2.1 Background: Cooperation Strategies for Content [bigtion

2.1.1 Content Distribution with Multi-Source Download

An efficient and robust way of cooperative content deliveryhie multi-source
download (MSD), which means that the recipient peer ordads downloads
the desired data from many providing peers instead from glesione. The ef-
ficiency of MSD was demonstrated by the success of the P2Psfiléng plat-
forms eDonkey and BitTorrent and was scientifically reseadce.g. in [99, 103].

P2P content distribution mechanisms which apply MSD spdisfinto chunks
and blocks which are subparts of chunks. For the eDonkeycapion for exam-
ple, the chunk size is typically 9.5 MB and the block size i6 &B. A download-
ing peer requests blocks from serving peers, i.e. sourcésabfile, and might
download from these sources in parallel. As soon as a peeddwasloaded a
complete chunk, it becomes a source for the file, i.e. it cdistgbute the al-
ready received chunks. The benefit of MSD lies in the speedaithe parallel
download of data and the faster creation of additional sssifor chunks. As a
result, MSD does not rely on a single source and can therafaie bottlenecks
and overcome churn.

A peer can download from an arbitrary number of sources ialfghr While
the number of parallel download connections is typically limited, the num-
ber of parallel upload connections at a peer is restrictesd ttaximum ofn in
order to guarantee a certain minimal bandwidth. Requegti®ys being served
simultaneously share the uploading bandwidth of the pingigheer. However,
if a downloading peer cannot handle the offered bandwidih turestrictions
of his own download bandwidth, the surplus id equally did@mong the other
peer connections. In heterogeneous environments, thistéfemphasized, espe-
cially due to capacity changes over time due to mobility aktD#. The resulting
bandwidth sharing discipline is referred to as max-mingaare [10].

Reducing the number of parallel uploads to one= 1, which means no
parallel uploads at all, could possibly enhance the diffusirhis is reasonable
by considering the following scenario. At timg, only a single initial source
exists which provides a file consisting of one chunk. All geare assumed to
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2 Cooperation in Mobile Peer-to-Peer

have the same upload bandwidth, which allows them to uploadcbunk within
a time T using the complete bandwidth. Thus, the number of availeblenks
after timet is 2//7 in the case of one upload arié + 1)/*7 in the case ok
parallel uploads. It hold&k +1)7/* < 27 for k > 0, i.e., an outbound degree of
one performs best in theory. However, these assumptiomoaxalid in practice.
Selfish user behavior, churn, or heterogeneous peer cigshilill lead to other
results which will be discussed later.

A user interested in a particular content sends a downlaqeesd to a peer pro-
viding the desired content. If the provider already semeaseers, it pushes the
request into its uplink waiting queue. As soon as an uploauhection becomes
available, the first peer in the uplink waiting queue is sdriowever, this wait-
ing queue can be ordered according to a certain prioritytfancin eDonkey for
example, the credit point system is used to determine agppesition within an
uplink queue. This credit point system might take into actdbe popularity of
a file or the actual upload to download ratio of exchanged datta this peer.
The simplest priority function is a first-come-first-sert®©¢S) which means the
uplink waiting queue is served in FCFS manner. While beingesk each peer
downloads a specific amount of data in a row. In the currentleMpplication
which is a popular client for eDonkey, these are three ble¢ks80 kB, resulting
in a so-called download unit (DU) of size 540 kB. After contpig the download
of a DU, a peer will either re-enter the waiting queue at tret@rleave this peer,
if it has already finished downloading the desired data. Tilead queue model
is demonstrated in Figure 2.1. It has to be noted that if a gees offline, the
existing data connections are dropped, but the already ldaded part of a DU
is stored and does not get lost.

In the studies presented in this paper, we assume a hybricaffPRecture.
That means, the information where resources are locateftei®d by a central
entity, which we call the index server in reference to the @2y network. The
index server keeps track of the peers being connected tolie @/e focus on
the resource access control mechanisms and the sharingidrebfCDNs and
therefore assume that global information about chunkseshiarthe network is
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2.1 Background: Cooperation Strategies for Content [bigtion

peer requires more DUs

peer #1
peer #2 a%"]b
e - Shone
file/chunk Sfll‘;‘)/(etd dD‘i}Vglnolgg eodt share it
uplink waiting queue peer #n

uplink queue

Figure 2.1:Upload queue of a providing peer

available. A peer who is interested in a file, requests alil@vie sources at an
index server. Therefore, each peer knows all sources whéehannected to the
network at the moment of the request. New sources will beodesed by peri-

odical source request messages of a downloading peer widceat every ten
minutes. Every time a peer receives a new source, it sendwalaid request
containing an identifier for all required chunks. If the peddressed by the re-
quest has none of the required chunks, the request is nedlect

2.1.2 Common Cooperation Strategies

One of the major influence factors on the performance of a Cbtle applied
cooperation strategy. A high level of robustness driveh¢osuccess of BitTor-
rent and is achieved among others by the least-shared fopecation strategy.
In [107], Hamra and Felber identify the principal designicks of content distri-
bution that draw the behavior of the system. In particuke dtructure of the P2P
overlay and the cooperation strategy are emphasized. dicgpto them, a coop-
eration strategy is the result of three factors coupledttagethe peer selection
strategy, the chunk selection strategy, and the networiedeg

To define this clearly, a cooperation strategy describesealeztion of the next
peer being served as well as the choice which chunk shouldbsferred, i.e. the
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2 Cooperation in Mobile Peer-to-Peer

Table 2.1:List of requesting peers at seeds and providing peers atetfiering
of each round

% PD Pl P9
No.L | PPy Py | PiPoPar | PoiPaPor | - - -
N0.2 | PyPy Py | PoParoPL | ParPoraPy | Par | Por | Par

peer selection and the chunk selection strategy. In thisoseave describe two
common strategies which are used to identify problems ardttpare them as
benchmark test with newly proposed cooperation stratetyiggarticular, we in-
troduce the random chunk strategy and the least-sharedtfiaségy and discuss
the chunk dissemination process on an example scenariboftostrategies, the
peer selection is assumed to follow a FCFS approach.

As an example, the first two rounds of the distribution preagsa file for the
two different cooperation strategies are considered. kersake of simplicity,
we consider in this case only a single upload slot of the plingi peers and a
homogeneous scenario in which all peers require the sameararbtime for
downloading any chunk.

There are three initial sourc&g, S,, S, which share all chunks of a file. A peer
offering all chunks of a file is referred to as a seed for this fllable 2.1 shows
the list of requesting peers at the seeds and the providiecs 2 the beginning
of the first two rounds. At seefi,, for example, the requesting peers BieP,,
P, ... which will be served in FCFS manner order. In the beginningooind
no. 1, only the seeds share chunks. After that round, howtwemeers which
were served by these peers also act as sharing peers andepttowisuccessfully
downloaded chunks to the other requesting peers.

In the example the file consists of two chunks. Furthermogeethre ten peers
Py, ...,Py who want to download the file. The first step of the downloadcess
is without loss of generality assumed to be equal for bothtegiies: peeP,
downloads chunk from S, peerP, chunk?2 from S,, and pee, chunk1
from S,. After the first round of transferring chunks, the dissertiorabehaves
different for each strategy. The strategies will be exmdim the following.
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Table 2.2:Example of chunk download for common cooperation strategie
P, [P, [P, [Py P, [Ps [Ps [P, |Ps [P #C, | #C,

0 1 9
no.1l CJlS | C,IS, C/S;|| 5 4
no.2:
random ClS, CiS CyIS;| CilPo| ClPy CylPg 9 6
no.2:
LSF ClS, CilS CilS;| CulPo| ClPy CylPg 7 8

Table 2.2 illustrated the chunk exchange for the depictegimghe. The
columnsP,, ..., P, shows the file requesting peers and their corresponding ac-
tions per round for both strategies. For example, in rourpkegrP, downloads
chunk1 from seedS,, indicated a<,|S, . Round no. 1 is equal for both strategies
and results into five sharing peers of chun{s, S,, S,, P,, P,) and four sharing
peers of chunk (S, S,, S, P,), cf. Table 2.2. The number of sharing peers of
chunki is abbreviated asG in Table 2.2.

eDonkey-like Random Chunk Strategy

Applying the random chunk strategy, like the one used by éBypra download-
ing peer issues a request to a sharing peer. The sharing peeesjthis request
in a first-come-first-serve (FCFS) manner. As soon as the kbadimg peer is
served, it chooses a random chunk which it has not downlogdedn our ex-
ample, peeP, selects its missing part and departures after downloadliingr
the network. In addition, ped?, and peeiP, choose chuni randomly and in-
dependently and download it froB) andS,, respectively, cf. Table 2.2.

The random chunk strategy relies on the random selectiosopfired chunks.
The randomization avoids that all downloading peers sdfleetsame chunk.
Thus, the simultaneously downloading peers get differbohks and can there-
fore exchange these different chunks in the further distidimn process. This fos-
ters the cooperation among peers. As will be shown in Se&i2rthis strategy
performs well as long as peers are altruistic, i.e. as longeass are willing to
share after they have completed their download.
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2 Cooperation in Mobile Peer-to-Peer

However, if most of the peers are leeching and leave the rayshertly after
the download of the file or due to churn, the random selectaomot guarantee
an even distribution of the chunks. This leads to the sibmadf one chunk being
less shared than the others and the last chunk problem odewsar example,
chunk?2 is only shared by three peers besides the initial seedsewhiink1 is
shared by six peers. If a peer sharing ch@rlkaves the system for any reason,
this imbalance is increased further.

BitTorrent-like Least-Shared First Strategy

The least-shared-first (LSF) strategy also uses the samtpifunction for the
peer selection like the random chunk strategy, i.e. requast served in a first-
come-first-serve manner. However, the chunk selectioerdiffPeers choose as
next chunk to be downloaded the one which is least-sharduei®2P network.
This means that this chunk has the smallest number of shpeegs, compared
to the number of possible sources for other chunks. If thezesaveral chunks
fulfilling the least-shared criteria, one of these is choserdomly. After round
no. 1 of the example scenario, chupks the least shared one. Thus, with the
same peers to be served as for the random chunk strategyeehePp andP,
choose the least shared chuhkot yet being downloaded at the moment of the
download. At the end of round no. 2, the least-shared firategy results in a
more equal chunk distribution, that are seven sharing peersunk1 and eight
sharing peers of churikwhich can also be seen in Table 2.2.

A peer using this strategy selects the required chunk whahthe lowest
number of providing peers. This mechanism results typidalan evenly spread
number of sharing peers for all chunks of the file. Howevegrahare cases in
which this is not true. As it will be shown in Section 2.2, tisisategy is very
efficient as long as the chosen chunk is the least-sharedtahe @nd of the
download of this chunk. However, the decision which churtkéscurrently least-
shared one is done at the beginning of the download. Thuthenchunk can get
the least-shared one which undermines the homogeneouk diasemination.
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In addition, it is necessary that every peer is aware of thebmus of peers
sharing a specific chunk in order to know the least-sharedichilthough, we
assume that an index server, as used by eDonkey, keeps frdmkpeers being
connected to the CDN, the index server is not responsibl@raviding infor-
mation about the dissemination of chunks. Thus, the evalugresented later
neglects the overhead caused by frequent status updatagesess monitoring
mechanisms which are necessary to maintain or predictrtfosmation. Hence,
the LSF strategy might perform worse in practice, since thesmission of the
overhead consumes additional resources. As a result, thielaid time might
be longer than discussed here.

2.1.3 Key Performance Characteristics

The performance of a P2P CDN is determined by the implementatf the
cooperation strategy, the peer characteristics, i.e. thetly available capac-
ity resources for exchanging files (upload and download wadtt, maximum
number of inbound and outbound connections), and the ubawhe. The latter
one includes (a) the file request pattern taking into accflash crowd effects
and popularity of contents; (b) the churn behavior, i.e.gitching of an user
between offline and online state which might be more fregimemiobile environ-
ments; (c) mobility which mainly effects the available caipias of a peer; and
(d) the willingness to participate in the network, i.e. stifor altruistic peers. As
an extreme case of selfish peers we consider leechers whinkdrately leave
the system after finishing the download of a file. In such a,dasdeaving users
reduce the availability of chunks. As a result, in the woesteca specific chunk
may get rarely in the system.

From the user’s perspective, the key performance chaistitenf a CDN is
the efficiency in terms of download time which is the time freending the
request for a file until successfully receiving the entirateot. Additionally, a
user wants to minimize its costs in terms of the amount ofagiéad data volume
which consumes an expensive resource in cellular netwtitks)pload capacity
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of a peer. Beside the efficiency and the costs, in a P2P-baBéti the users
are interested in a fair system, i.e., the system shouldreriaiitness among the
peers with respect to efficiency and costs. This is espgdialportant in the
presence of selfish peers. In particular, a perfectly fadpevation strategy makes
all peers experience the same download time and upload the aaount of
data, although selfish peers try to maximize only their ownefie We choose
the fairness index introduced by Jain [53] to quantify fags.

Jain’s fairness index is defined by

J = (ZiE]M xz)

=5 (2.1)
| M| Eie]\l z?

wherez; are the values of the considered performance measufés the set of

all measurement values, aftl/| is the number of measurement values. It holds
J = 17o. Wherec, is the corresponding coefficient of variance. The fairness
index returns values between zero and one0i.&. J < 1. Low values of the
fairness index indicate an unfair system, while a fairnesex of one describe

a completely fair system. That is, all users experiencergetéstically the same
performance with respect to the considered measure.

From a global point of view, the robustness of a CDN is of ies¢rwhich
is expressed by the chunk availability and the occurrenaaref chunks. More
formally, we define the availabilityl; of a chunki in the time interval front, to

t1 as follows .
by
fo C;(t)dt

A, =4 2.2
o (2.2)

whereC; (¢) is the number of peers sharing churd¢t timet. The chunk availabil-
ity A; reflects the average number of peers sharing cliumkhe corresponding
interval. The rare chunk availabilityl is the minimal availability of all chunks
normalized by the average availability of all chunks. A loatue of A indicates

starving chunks, while a high value around 100 % shows thahahks are sim-
ilarly disseminated and available over time within the C¥t N denote the
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total number of chunks of a file. Then we define the rare chuakahility as

A
A= min § — 2 L 2.3)
0<i<N { % ZO§j<N A; }

which can take values ijo; 1].

According to Birolini [154], robustness is a charactedsif a system, being
stable under failure, misuse, and overload. For conteftilalision networks we
see this demand fulfilled if the system is resistant agaihahges in the user
behavior, i.e., the file transfer times and upload volumesséable even with
selfish peers in the network. Hence, a CDN which is efficieait, &nd robust
can provide a reliable download experience with short doamhitimes and small
upload volumes. To be more detailed, a cooperation strasegynsidered to be
robust, if the amount of data uploaded and the time neededist he download
of an arbitrary peer are close to the values obtained in adgiiffi scenario with
altruistic peers which will be explained in Section 2.2.8isTimplicitly requires
a high chunk availability for all chunks.

2.1.4 Related Work on Cooperation Strategies

Cooperation strategies define how peers interact with etledr.dPenserini et
al. [85] model peers within a special framework and reseanethods how to
judge the cooperation strategies build up by the reasongxhamism within the
peers for a given task.

If we focus on content distribution the task is to quicklysgiminate one or
more files to a group of peers. Incentives help these groupali@borate even if
some of the peers behave selfish. In [82], Lai et al. chaiiaeténe problem of
selfish peers and shown that solutions based on the locall&dge/on a peer’s
behavior does not scale with an increasing peer group siags, Tother options
have to be considered. But it has also been shown in [96] Heattare pos-
sibilities to reach near optimal sharing behavior even igdagroups and with
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high churn using incentives. A comparison between diffeiecentive strate-
gies is presented in [111]. Many of these incentive mechasare based on the
idea of trading upload volume against download volume bygisome sort of
virtual currency. However, if a new peer without any part loé file enters the
system, it has to earn an amount of this currency in order yofgaits down-
load. To encounter this problem Liao, Papadopoulos, andri®s{l35] propose
to reward peers for staying in the system instead of endowiwg peers the
possibility to download parts of the file. In contrast to thigiagnostakis and
Greenwald [87] believe that incentives based on virtuatengies are either in-
effective or much too complex. Therefore they propose agtincentive, based
on the idea of barter trade. In their proposed architecteergprefer to trade
parts of files with other peers, which provide them with p#rey currently need
and vice versa. Incentives might guarantee a good cooperhtitween peers.
But that does not necessarily mean that the exchange ofgifta for all peers,
as it is demonstrated by Veciana and Yang [72]. Howeverhake approaches
define incentives in order to stabilize the cooperation @rpeln our work we
propose an interaction scheme without incentives and crevipto some of the
architectures proposed above. Another proposal for amiiveeless architecture
is defined by Hales [131]. But in this work Hales assumes thatpare able to
copy the neighborhood and the behavior of other peers, wkislery hard to
achieve in practice and is not necessary with our approach.

In 2004, Fessant, Handurukande, Kermarrec and Massoufisfi@wed mea-
surement results of several peer-to-peer content disiwibisystems and con-
cluded that these systems provide the opportunity to gdiciexicy by cluster-
ing peers with the same interests and regional togetherfiéssidea of select-
ing proper peers in order to increase the efficiency was akswussed in [77].
This contribution proposes to build hierarchical struetuin order to cope with
problems locally and not to affect the whole network. [74$alisses how a
measurement-based optimization may influence bandwidtradding peer-to-
peer systems. The question is adressed in [137] which tgjgda@re created by
peers trying to minimize their connections and optimize rigponse times to
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2.1 Background: Cooperation Strategies for Content [bigtion

their overlay neighbors. The peer selection may also havefarence and can
optimize the dissemination of a file in the P2P system basediodom selec-
tion of parts of the file which is shown in [138]. In our contition we do not
restrict peers in their communication with other peers. Arpeay interact with
any other peer in the system. Thus, we focus on the timing whermpeers inter-
act and on the information they exchange, i.e. the scheglulithin the resource
access control and the chunk selection.

With the optimal selection of neighbors in the overlay it nisy possible to
structure and optimize the peer-to-peer network. Howeber,data exchanged
between two interacting peers also influences the file disegion. Felber and
Biersack [95] discuss which peer and chunk selection gfiedeare able to cope
with flash crowd effects. A more detailed look on the behaabthe content
distribution systems which we compare with our solution@esented in [104,
134]. Whereas Tutschku [104] focuses on the eDonkey netwagout et al.
[134] regard the BitTorrent architecture.

Beyond these performance measures it is also crucial tea€BN does not
decay in adverse circumstances. This feature is calledgtobss and is discussed
in [86,140]. While Risson and Moors [140] research the rofess of algorithms
that distribute dictionaries over a group of peers, Trifiifwa et al. [86] apply the
concept of robustness to P2P CDNs. The resulting contetnitdiSon system is
complex and uses peer clustering. In contrast to this, empgsed architecture is
flat and avoids the overhead needed to stabilize a hieraldnichitecture.

Despite the large literature on content distribution sabgrthere exist only a
few works on P2P CDNs in a mobile environment, especiallynfrastructure-
based wireless networks. Recently, mobile P2P researgécpsdhave received
high attraction which is reflected by the popularity of theetd IEEE workshops
MobiShare and MP2P. However, most of the work addressestgtad P2P net-
works based on distributed hash tables as lookup-servicermiders mobile ad
hoc networks. For example, Michiardi and Urvoy-Keller [1p2opose a cooper-
ative P2P scheme that allows parallel download of the cobised on swarming
protocols in wireless ad hoc networks.
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2 Cooperation in Mobile Peer-to-Peer

In the context of infrastructure-based, cellular netwpd@me investigations
on P2P-based content distribution exist. Bistrom and Rartd92] propose a
JXTA solution to create a mobile file sharing system in 3G emvhent. The
effect of heterogeneous, but fixed link capacities in Bit&ot-like file sharing
systems was analytically evaluated with a simple fluid m¢@@2]. It is shown
that bandwidth heterogeneity can have a positive effectament propagation
among peers. The cooperation concept proposed in [128]s1mers help each
other in downloading data. In [151], the authors proposeaar&-aware P2P file
architecture and related control schemes in cellular systehich divide a P2P
file sharing network into multiple network-aware clustekdile discovery con-
trol scheme named Mobility-Aware File Discovery ControlAMDC) scheme is
devised to obtain fresh status of shared peers and find theasenrce providing
peers in wireless mobile networks. Additionally, a reseysmovider selection al-
gorithm is devised to enable a mobile peer to select new resquoviding peers
for continuous file retrieval. However, these strategiemdbtake into account
the effects of mobility and VHO in a heterogeneous, cellelarironment.

2.2 Selfishness of Users and Robustness of the
System

The scope of this section is to show the impact of selfish userthe perfor-
mance of the system. In particular, we will show that the sleffess of users will
decrease the robustness of the system which will lead t@gtehunk problem.
We will further address if an appropriate cooperation stygtis able to deal with
selfish user behavior and makes the system be robust agairésilt of the
observation why common cooperation strategies fail togmweehunks starving
in the network, we develop the so-called CycPriM strategya worst-case and
a best-case scenario, we compare the performance of theilllystPategy with
the eDonkey-like random chunk selection strategy and thiEoBient-like least-
shared first (LSF) strategy.
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Figure 2.2:lllustration of the last chunk problem in the leeching seéna

2.2.1 Last Chunk Problem

The coordination of peers in a P2P file sharing network is mpk task. An in-
appropriate coordination of the peers may decrease therpehce of the strat-
egy, i.e. it may increase the overall download time of a filgaticular problem
in P2P file sharing networks is the so-called “last chunk” stafving chunk”
problem [107]. Here, a single chunk of a file may not spreadhénfile sharing
network as the other chunks do. Hence, a shortage of praeviderthis chunk
may arise. As a result, the remaining providing peers maywedaaded and the
file exchange is delayed.

The user behavior now decides on the willingness to padieim the network,
i.e. to behave as selfish or altruistic peer. Leechers asteenex case of selfish
peers leave the system immediately after finishing the doachbf a file. As a
leaving user sharing some or all chunks reduces the a#iadfithe correspond-
ing chunks, leechers provoke chunks to get rare. As a résulie worst-case a
specific chunk may get rare in the system, i.e. there are ofdyaources for
this chunk in the CDN. As a consequence, these few sourcds migbe able to
efficiently serve all requesting peers and the entire camlistribution process is
disturbed.
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2 Cooperation in Mobile Peer-to-Peer

Figure 2.2 depicts two examples for such a behavior. It shbespreading
of chunks, i.e. the number of sharing peers for each cliwikhe file, over time
in a leeching scenario. Most of the chunks are spreadingigiinaut the system,
cf. label 'popular chunks'’ in Figure 2.2. One of the chunksated as 'starving
chunk’ will not spread due to the leeching behavior of peasthe downloading
peer disappears from the system as soon as it has downldaidezhtink. The
only remaining sources of this chunk are the initial seedsaAesult, unfinished
peers which seek the final, last chunk have to wait until tleeeive the chunk
from one of the initial sources. This leads to large downlaxks. This problem
is called the last chunk problem.

Figure 2.2(a) depicts the number of peers sharing a chumkighout time
using at most one upload connection. In this case, the ramthomk strategy is
applied. Each of the chunks of the file is represented by amgesiine in Fig-
ure 2.2(a). It is evident that the number of peers sharingualclloes not rise
equally. At the beginning some chunks are reproduced wliilers are not. A
chunk being shared by some more peers than only the seedemné® inde-
pendent to churn which allows a faster reproduction of sesifor these chunks.
Additionally, in the beginning there are several peers shatre only one chunk.
Therefore, they will distribute this chunk only, as long heyt do not download
any other chunks. Thus these chunks will be more often dawddd than the
other ones.

After the first chunk was distributed among the requestireype peer down-
loads another chunk and this chunk spreads in the netwarkHifirst one. Later
this leads to a situation in which nearly all chunks are oftbared. This is the
point where the leeching behavior harms the system. If a geemnloads this
starving chunk there are two possible situations. In thedase, it has the other
chunks already. Thus this peer has finished the downloadepataires from the
CDN. In the second case some or all of the other chunks araestiled. Then the
peer will be able to download the remaining chunks in a sliroe tbecause of the
high number of peers sharing the other parts. Afterwardsaites the network.
In any case, the time this peer provides this rare chunk additianal source is
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2.2 Selfishness of Users and Robustness of the System

very short. As a result, one chunk is shared only by a few paedisrequired by
man peers which forces them to wait for this final chunk to bagferred.

The LSF strategy tries to overcome the last chunk problenalgring rare
chunks. In order to choose the least-shared chunk, it isratige to know the
dissemination of chunks at the moment of the chunk requésis,Tthis informa-
tion has to be up-to-date and globally accessible, e.g ptavided by a tracker
or other more complex distributed schemes.

In Figure 2.2(b), we see the evolution of the number of peleasisg chunki
for the least-shared first strategy with at most four paralgoads. In this sit-
uation, this cooperation strategy is no longer able to pregestarving chunk.
The reason is that the least-shared chunk is determinece dtetiinning of the
download. However, this is not necessary the least-sharedwnen the down-
load ends. With a rising number of parallel uploads it getsendiifficult to decide
the least-shared chunk at the end of the download beforarisst

The question arises whether a cooperation strategy caratpvehe selfish
behavior of the peers and avoids the last chunk problem.iki\itiis chapter, dif-
ferent cooperation strategies are evaluated with respeisetlast chunk problem
by their download performance and their spreading behafitve chunks. There
are many attempts to overcome this problem like the leasteshfirst chunk se-
lection of BitTorrent [71] or Avalanche network coding [J1%n this chapter
we propose, however, a new cooperation strategy calledi@c®hich has ef-
ficient chunk diffusion behavior and unlike other stratsgieis based only on
existing local information available at the peer.

2.2.2 CycPriM Strategy

A sharing peer should take care of the homogeneous churdndisation in the
network to avoid the last chunk problem. As we have seen sdHarrandom
distribution of chunks leads to rare chunks in the presefselfish peers or high
churn rates. Although the least-shared first strategy toiesercome this, it still
cannot avoid that chunks get rare in the system. The mairiggroterives from
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the fact that the downloading peers determine which chulovanload next. As
selfish peers are only interested in their own download amnéhribe robustness
of the CDN itself, any chunk selection undertaken by the doaating peers to
their benefit cannot solve the last chunk problem if the paeesserved in a
first-come-first-serve manner. As the downloading peerdgetes which chunk
is required and will be downloaded next, our idea is to motlify peer selection
strategy of an uploading peer in an appropriate way. Theafdahé peer selection
strategy is to force the downloading peers to download cbsokh that an equal
dissemination of all chunk of a file prevails. Thus, the cheelection strategy of
the downloading peer is implicitly determined by the pedec®n mechanism
of the uploading peer.

If there is only local information available at a providinggr on the availabil-
ity of chunks in the CDN, the sharing peer should deliver &suin an ordered
way. The basic idea is to distribute the entire file - instehtheoring individ-
ual chunks - in upload rounds. In each upload round the mésantries to
distribute a sequence of all chunks to requesting peergrasds requests for
these chunks are available. If no request is available feradrthe chunks in the
sequence, this chunk is skipped and the next chunk of theeeequis chosen
to be distributed. After the complete sequence is processeew upload round
starts. In order to prevent the downloading peer from sieig@ny other chunk,
we propose the following cooperation strategy: The uploggtieer offers only
this one chunk. If a peer accepts this offer, or no peer wareshunk, then the
next chunk from the cycle is chosen. We call this strategyRe¢ which stands
for Cydic Priority Masking.

It has to be noted that this cooperation strategy does notreegny additional
information from the CDN. In contrast to the least-sharest trategy, the chunk
availability has not to be monitored and signaled to prowgdpeers and seeds.
Thus, no additional signaling traffic arises. Each prowdoeer only has to de-
cide its individual sequence of chunks. According to thigussce, the upload
of chunks is determined. However, no coordination amongt#es is required
to define this sequence. In fact, we use a random sequencerdf delivery for
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Table 2.3:Example of chunk upload for CycPriM and common strategies

S S S Po Py Py #C, | #G

no.1 C,|P, C,|P, C,|Pq 5 4
no.2:

random | CilP2 [CdPo | CUPy | CilPs | ClPs | CylPg 9 6
no.2: c,P C,P c,P c,P c,P c,P 7 8
LSF 2P> 2APo 2IPs 1IPs 2IPs 1IPg

no.2:

CyePriM CJlP, |CIPsV|ClP, |CJIPs | CJlPs | CilPg 8 7

each providing peer. This sequence is locally stored atitéiging peer and is
kept constant while uploading chunks of this file.

We consider now the same example as in Section 2.1.2. Thefilgsts of two

chunks and the chunk upload sequences for each seed ardlahéng. Seeds
ands, first upload chunkl and then chunk, while seedsS, first uploads chunk
2 and then chunk, i.e.(C,,C,) for S;; (C,,C,) for S;; and(C,,C,) for S,.

The first round of the download process is the same as for tidoma chunk

strategy and the least-shared first strategy. Pgetownloads chunk from S,
peerP, chunk2 from S,, and peetP, chunk1 from S,. After that, however,
the CycPriM strategy leads to a different system behavibe drdered list of
requesting peers at seeds and providing peers at the hegjioheach round is
given in Table 2.2.

Table 2.3 shows which chunk the seeds and the providing peérad in the

two rounds for the random chunk strategy (random), thedelaated first strategy
(LSF), and the cyclic priority masking strategy (CycPriMhe number of shar-
ing peers of chunk and chunk is denoted as@&, and #£,, respectively. Note
that Table 2.3 shows now the chunk dissemination process fine viewpoint

of an uploading peer, in contrast to Table 2.2 showing thentimad of chunks

from the viewpoint of requesting peers. This represematighlights the differ-

ent peer selection of the CycPriM strategy compared to tHeS-eer selection
of the random and the LSF strategy.

1PeerP0 is masked because it already has chiinkhus, the next ped?; is served instead.
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Figure 2.3:Avoidance of starving chunks by equal dissemination andred/de-
livery in a leeching scenario with selfish user behavior

In Table 2.3 the example shows, that all seeds share the itppbsink in
the second transfer phase for the CycPriM strategy, as tidein dhe first. For
example see8, has transferred churikin step 1, thusS, will distribute chunkl
in step 2. PeeP, would be served by seeq in the second step. However, peer
P, has been masked because it already has chufikie next peer wanting to
download chunK, which is in the example pe#,, is served instead.

Figure 2.3 shows the temporal evolution of the number ofiebgveers for
each chunk for a single simulation run. The considered sitiar scenario is
the same as described in Section 2.2.1. Thus, we considexchiihg scenario
in which the users disappear immediately after downloadifige. Figure 2.3(a)
shows the results for the LSF strategy with a single uploadppeviding peer,
while the results for the CycPriM strategy with a single @ulds illustrated in
Figure 2.3(b). Obviously, in both cases, the cooperaticatesyy avoids starving
chunks which is realized by an equal dissemination of chdiok&SF and the
ordered delivery of chunks for CycPriM, respectively. Asvitl be shown later
CycPriM is only a little bit slower than an optimal adjuste8F. But it neither
needs additional signaling traffic nor has the last chunklera which appears
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2.2 Selfishness of Users and Robustness of the System

when using several upload slots for LSF. This means the QycRill also lead
to a robust system, if the number of upload slots differs Aegpeers have hetero-
geneous peer capabilities. Figure 2.3(b) shows in paatidhiat using CycPriM
the availability for the different chunks stays relativelpse together in the be-
ginning. After this, they spread in the CDN and the numbere¥rp sharing a
particular chunk is very dynamic. The most popular chunkigeé times more
often shared than the most unpopular one which increaggglglthe download
times.

2.2.3 Investigated Scenarios of User Behavior

The performance of the cooperation strategies is evaldatetifferent scenarios
in which the user behavior and the peer capabilities aredalh particular, we
investigate the impact of selfish and altruistic peers, db agethe impact of a
single upload and four parallel uploads per peer.

The selfishness of peers is investigated in a worst-casaoethe leeching
scenario, and a best-case scenario, the diffusion scemaridich the peers are
almost altruistic. In the diffusion scenario all peers fimig the file transfer will
serve as uploading peers during the rest of the simulatimmPhe diffusion
scenario it can be concluded whether a strategy uses thalaeaiesources ef-
ficiently or not. Against this, a peer finishing the downloail depart from the
network shortly after in the second scenario, which is dailee leeching sce-
nario. The selfishness in the leeching scenario will dematesif a strategy can
deal with uncooperative peer behavior.

Another influence factor on the system performance are teegapabilities.
In all scenarios of this section, peers are assumed to hasathe bandwidth ca-
pabilities. The impact of heterogeneous and changing baltlsvis considered
afterwards in the Section 2.3. Here, the peers have GPRSsaedth an up-
load bandwidth of 12 kbps and a download bandwidth of 48 kbps.maximum
number of outbound connections, i.e. parallel uploads aéex,pmight strongly
impact the system and is varied between one and four coonscilhese settings
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are used in this section as a case study to see how the cdopestaategy im-

pacts the performance and how the sophisticated CycPratesly improves the
system. This mobile P2P CDN scenario is of particular irget@investigate the
robustness of a system, due to the increased churn beh&yieers and the poor
connectivity of the peers. This may increase the selfishofpsers and clearly
reveals the drawbacks of the cooperation strategies.

The considered network consists of 1,000 peers. These aeensterested in
one file which is provided by three initial seeds. The file haza of 8 MB which
corresponds roughly to the median size of a YouTube videp f3he beginning
one peer is chosen randomly to download the file. The inigehtime used to
schedule the file requests of the other peers follows an exjiah distribution
with a mean of 80 seconds.

Although user mobility has an impact on the capacity of tHeutze system,
the effect of mobility for a P2P user with fixed access bantlwid a cellular
network can be described by a simple ON/OFF process. If tee issgranted
access to the wireless system, he may start its P2P appficiue to the loss
of radio coverage, the peer appears to be offline in the P2l@rsyg hus, we
may subsume (i) the online and offline behavior of a peer dusvitching the
P2P application on or off and (ii) the effect of mobility of @gr with a fixed
bandwidth in a cellular network. In the following, we use teem “churn”which
is described by a random variable taking (i) and (ii) intocaod.

In all scenarios we assume churn.The duration of an ON pemadan OFF
period of a peer is exponentially distributed with a meanr®f bour, respectively.
For illustrating the dynamics of the system, we take a clések at the churn
ratio. We define the churn ratipas the ratio between the online tiffig, and the

offline time Ty of an arbitrary peer, formally = %

In our simulations;Ton and To follow an exponential distribution with an
average online respective offline time of 1 h. As a resuls a random variable
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whose cumulative distribution function can be derived disvis

P [T"” < t} = / P [T"” < t} P[To = a] da (2.4
Tot a=0 a
o o = Aat —Aa _ t
_ L:0(1 ) Ae do=t=. @9

The probability density function of the churn ratjds accordingly

1
(1+1¢)2 "

Ply=t]= 2P <= (26)

dt

Figure 2.4(a) shows the cumulative distribution functi@DE) of the churn
ratio for the parameters as used in the simulation scenariose Wialprobabil-
ity density function (PDF) is given in Figure 2.4(b). As cam &een from these
results, the dynamics of the peers in the system due to chignt tve quite high.
This assumption is reasonable because of the considereiitynobthe peers.

The dynamics of the system can also be identified when deriia probabil-
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Figure 2.4:Churn ratioy as used for the comparison of CycPriM with common
cooperation strategies
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ity that a peer is online in two successive on and off pha&esl?i[ TonTi”Toﬁ ] .In
an analogous way, we obtain

Ton
P|l———<1t
|:Ton + Toft — }

/:OP{ aT gt}P[Ton:a]da

=0 a + 1off

/ e M/t RaNeT g =t (2.7)
a=0

Ton +Toft
For the numerical evaluation, we simulated ten runs for saehario and each

cooperation strategy. Confidence intervals are omittecefsons of clarity, when
presenting the simulation results in Section 2.2.4. We ladieated in [30] that
the confidence intervals are small enough to separate tf@pance results of
the cooperation strategies from each other. Thus, theetbqualitative state-
ments and results regarding the application of cooperati@tegies in different
scenarios are valid, even when taking significance levelse$imulation results
into account. In order to show the statistical credibilitie nevertheless take a
closer look on some exemplary scenarios at the end of Sez.2oh.

and4 P | —Ln_ < ¢| =1 as probability density function.
dt

2.2.4 Performance Comparions of CycPriM with
Common Strategies

Next, we investigate the performance of these cooperatiategies in the diffu-
sion and the leeching scenario. The diffusion scenariessmts an ideal system.
The scenario is used as a reference scenario for the disnuskthe leeching
scenario where robustness and fairness is of major int@restlast chunk prob-
lem and the associated decrease of efficiency are assumedraibly caused by
the selfish behavior of peers. Therefore, the robustnesaaildbility of chunks
is investigated in the leeching scenario. It has to be ndtatthe results for the
diffusion, as well as for the leeching scenario are combineBigure 2.5 and
Figure 2.6. Next, we start discussing the diffusion scenari

36
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Diffusion Scenario

Figure 2.5 shows the results of the simulation study fromuer’s point of view
including the uploaded data volume as well as the downloaddiexperienced
by the user. The left part of Figure 2.5(b) depicts the avedigvnload time in the
diffusion scenario with the associated 95 % and 99 % quantilee number of
parallel uploads in the scenario is varied from one to fouriatabeled as '#PU’
in Figure 2.5, as well as in Figure 2.6. The average downlgadd are in the
same order of magnitude for the different cooperation efyias in the diffusion
scenario. They show that all cooperation strategies areeféicient and permit
a short download time. However, the download time of an eahyitpeer depends
highly on the actual number of available sources and théiragpbandwidth. Due
to the altruistic behavior, a peer that starts the downlasely sees many sources
for the file where it can choose from. Hence, a peer arrivitgylaexperiences a
short download time and has to upload less data.

Figure 2.5(a) shows the average data volume uploaded by padrthe cor-
responding 95 % and 99 % quantiles. We see, that in the diffustenario the
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(a) Data volume uploaded by peers (b) Download times experienced by peers

Figure 2.5:Comparison of CycPriM with random chunk and LSF strategy
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amount of uploaded data volume significantly differs amdreggeers which is
independent of the cooperation strategy. This is also esprkby Jain’s fairness
index in Figure 2.6(b) which is around 0.5. The indices aréahe same order,
independently of the observed performance measure, eaugload volume or
the download time, and the number of parallel uploads. Thentlad time is
closely related to the availability of chunks. The more pgaovide a chunk the
faster a download can be completed. The left part in Figug@2shows the rare
chunk availability in the diffusion scenario. It nearly cbas the optimal value of
100 % for all strategies due to the altruistic user behavior.

Leeching Scenario

We continue to investigate the leeching scenario whichpsoted in the right part

of Figure 2.5 and Figure 2.6. A cooperation strategy is aereid to be robust, if
the amount of data uploaded and the time needed to finish theload are close
to the values obtained in the diffusion scenario. Figurdad.Shows the data
volume the peers have uploaded. In all scenarios, the mdaa v uploaded

data volume is roughly the same. The 95 % quantile and the 98&tide show

how much individual peers have contributed in uploadingnfrthis figure the

high fairness index of the LSF strategy with a single uploaddmes evident,
cf. Figure 2.6(b). This variant is the only strategy thatuass single peers not
to upload much more data than two times of the download. Aleostrategy

variants have much higher values for these quantiles.

The right part of Figure 2.5(b) shows the average downlaaeé tf the peers
in the leeching scenario. The LSF strategy with one parafiedad has download
times which are in the same order as in the diffusion scenefri¢eft part of Fig-
ure 2.5(b). This feature and the low upload volume for ea@r demonstrate the
very good robustness of the LSF strategy with one paralllelagpagainst leech-
ing behavior. The CycPriM strategy permits fast downloates in the leeching
scenario as well. It cannot provide always the short dowhtiaes of the LSF
strategy. However, the robustness of the CycPriM stratems chot depend on
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the peer capabilities. In contrast, the download timestferandom chunk strat-
egy and the LSF strategy with four parallel uploads are ttirees higher. Only
CycPriM is robust against selfish behavior independentepter capabilities.

Figure 2.6(a) shows the availability of rare chunks. Forléeehing scenario,
the last chunk problem occurs at the random chunk stratedjjhen SF strategy
with a high outband degree. In our simulation study, we foantlthat already
four parallel uploads make one chunk starve in a LSF-based.dmis is re-
flected by the low values presented in the right part of Figuée The CycPriM
strategy shows a rare chunk availability of about 50 % wh&h result of the
wide spectrum of number of sharing peers as already disgtiusgbe CycPriM
Strategy section. The LSF strategy with a single uploadseéadhe best results
regarding this rare chunk availability in the leeching soém However, in this
case, itis necessary to update or estimate the global iaftwmabout the number
of sharing peers for every chunk. Furthermore, the LSFegiyahas to prevent
changes to the peer capabilities, ie., it must not allowlfgnaploads at a pro-
viding peer. The CycPriM strategy is robust against leaglsig well as against
changes of peer capabilities while still avoiding the ldsirk problem.
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Figure 2.6:Robustness and fairness of cooperation strategies
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Figure 2.6(b) visualizes Jain’'s fairness index for the agleolume and down-
load times experienced by the peers. The fairness index chaperation strate-
gies in the leeching scenario is mostly on the same levelrigeepart of Fig-
ure 2.6(b). Only, the LSF strategy with one parallel upload & fairness index
that is significantly higher. The fairness indices of theeotstrategies are more
or less the same.

As a result of this performance evaluation, we have seenrhzdses where
most of the peers are selfish, i.e. show a leeching behali®pérformance of
the CDN can be significantly improved with an appropriatepssation strategy.
The results proposed so far are also valid in a more genemngxioof P2P-based
CDNs, however, the typical features of wireless networkpleasize strongly the
effects and the performance influence factors.

Statistical Credibility of Simulation Results

The statistical credibility of the simulation results peated in the previous sec-
tion is investigated next. We focus here on the diffusion Esthing scenario
with one parallel upload. For the scenarios with four patalploads, we obtain
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Figure 2.7:Confidence intervals at significane level of 95 % doeth percentile
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similiar results. The investigated performance measutigeislownload time ex-
perienced by a peer in the system. Different performanceicsdike rare chunk
availability also show similar statistical results. Thimde explained, e.g., by the
fact that the download time is strongly correlated to the cunk availability.

Figure 2.7 shows the confidence intervals at a significanaed td 95 % for
the a-th percentilex,, of the download timeX from ten conducted simulation
runs, i.e.P[X < a] = z. Although the number of simulation runs is quite
low, we see that the confidence intervals are rather smadaiticular, the drawn
conclusions at the end of the previous section are not affe¢tor the random
chunk strategy, the confidence intervals are larger whisimiply caused by the
pure random dissemination of chunks in the network and theltieg potential
risk of starving chunks. Especially in the leeching scamaef. Figure 2.7(b),
this can be observed clearly. However, as this strategysl&aduch worse re-
sults than the LSF and the CycPriM strategy using one pérgllead, this has
again no impact on the derived conclusions. Next, we congigerelative error
of key performance measures of the download tikheThey include the aver-
age valueE[X], the coefficient of variatio©OEF [X], the minimum download
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Figure 2.8:Relative error of key performance measures from several run
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time MIN[X], as well as Jain’s fairness indéAIN[X], which are plotted in Fig-
ure 2.8. The relative error is computed as the length of tinéidence interval at
a significance level of 95 %, normalized by the average valtleeoperformance
measure from the ten individual simulation runs. It has tombed that the re-
striction to ten runs has been done because of the excessiyautational effort.

Nevertheless, we see that the realtive error is below 10 %méconsidered per-
formance measures in these scenarios and we can concludedhesults are
statistically credible for validating our reasoning.
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2.3 Content Distribution in Heterogeneous
Cellular Networks

In this section, we in-depth investigate the impact of waithandover (VHO)
in Beyond 3G (B3G) networks on cooperative content distiiiousystems. We
consider now mobile users moving through a heterogeneduidacenetwork
consisting of WLAN hotspots and UMTS cells. First, we clgarveal the ef-
fects of user mobility on application layer. This allows asttodel mobility and
VHO for a P2P-based CDN in a cellular network appropriately performance
study, we analyze the impact of mobility in different loatliations and empha-
size the effects of mobility and VHO on the system’s perfanoga Additionally,
we consider a today’s and a future network layout of the tallnetwork. In the
future network layout, we assume a better WLAN coverage thaoday’s net-
work layout. The question arises whether the increaseccigghue to the higher
WLAN density dominates the drawbacks of VHOs on P2P CDNs. fesalt of
the performance evaluation, we develop new cooperatiategfies to cope with
the identified problems.

2.3.1 Effects of Mobility

A mobile user moving through such a B3G networks needs taparfertical
handovers. This means the ongoing connection is passeddinenwvireless ac-
cess system to another and might also include the passingdne operator to
another. A VHO implies some delaytvwo to reestablish the connection. During
this period of time, no application data is transferred. ifiddally, the switching
between radio access technologies results in an abruptrantatic change of
the mobile peer’s uplink and downlink capacity.

Registering to a new access technology might also changeethés IP address
which leads to the loss of all TCP connections currently epefor file transfer.
This concerns the peer's ongoing upload and download cdionsc But even
worse, on application layer, when contacting a providingrpeith a new IP ad-
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dress, the peer might not keep its old position in the progdieer's waiting
queue but reenters at the end of the queue and waits to bedsémvaddition,

a peerP performing a VHO might serve as a providing peer. The IP afire
change results in lost connections and the peers servedeyPpeeed to redis-
cover P by asking the index server for new sources of a file. In stahddtule
implementation, this is done periodically every ten misuta the following, we
will refer to this technique agequeueing w/o refill

An alternative method is calledequeueing with refilllt introduces a minor
modification of the peer’'s cooperation strategy to imprdwe gystem’s perfor-
mance and utilizes the fact that a providing peer knows afpén its uplink
waiting queue before and after the VHO. Thus, the providiegrsimply reiden-
tifies itself at the served peers with its new IP address arnigkBithem to continue
the download. Thus, it can speed up the recovery after a VHO.

Previously, we focused on the situation that a VHO implieslRraddress
change. However, approaches like Mobile IP preserve thesp@&address and
allow TCP connections to continue after the VHO. These maishas lead to
an additional delayA tmip which we assume to be static. On application layer, a
peer keeps its current connections running which mean# tlab maintains the
position in the uplink waiting queue or is still served. Howe the total transmis-
sion delay during which no application data is exchange@g Atyo + Atmip.
Such a mechanism is denotedram-requeueing technigLiehe VHO delay can
be assumed to be rather small, especially compared to tht@adiidelay caused
by the non-requeueing technique, and we will ¥8&+o = 100 ms in the simu-
lation studies.

Summarizing, we focus on three effects that VHO have on egiitin layer:
abrupt bandwidth change, transmission delay, and chan@esafdress. In partic-
ular, we investigate the impact of requeueing at a provigieer's uplink waiting
queue with each VHO, as well as the use of mechanisms thagrpeethe IP
address and connections beyond VHOSs, like Mobile IP , atdseaf additional
transmission delays.

44



2.3 Content Distribution in Heterogeneous Cellular Neksor

2.3.2 Modeling Mobility and VHO in Cellular Networks

The performance evaluation of a P2P-based CDN with mobiesus a cellu-
lar network requires to model the mobility of the users arelahove mentioned
effects of mobility. In the run-up of our study, we investiga different mobility
models, like the random direction mobility model (RDMM) atieé Manhattan
mobility model (MMM). Such a mobility model is a set of rulesieh deter-
mines the next point on a user’s track at each decision péiatfound two in-
adequacies for our simulation purposes. First, the effarihiodeling mobility
with a "classic* mobility model is not suitable with a largamber of simulated
users in a discrete event simulation, since it produces afleents and thus
increases significantly simulation run time. Second, theiaghof a particular
mobility model is difficult and conveys a lot of following upgblems, like the
design of a suitable simulation plane for the users whict imsludes the distri-
bution of coverage areas of the wireless cells and the clodite corresponding
technology.

Therefore, we model mobility in a more abstract way. We psepan abstract
mobility model (AMM) which subsumes the network layout ahe wuser mo-
bility by a semi-Markov model. In [32], we showed that the taést mobility
model (with appropriately derived parameters) leads tostiree results as the
simulation of detailed mobility models, like Random Diriect Mobility Model
or Manhattan Mobility Model, and detailed network layouite, simulation of
the individual location and coverage of any UMTS node-B andAN access
point. The simulation of the abstract mobility model is alds@i times faster than
the detailed simulation which is required in order to obsatistically significant
data and to be able to investigate a large variety of scemarid parameters.

Semi-Markov Model

We now present an approach that releases the discrete eweafdtson from those
events that do not affect the content distribution proceésdlaThis is possible
since the mobility of a user is only perceived on applicatayer when perform-
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ing a VHO in the B3G network. Therefore, our approach dessribuser’s mobil-
ity by the user’s sojourn time within a certain wireless tealogy and transition
probabilities to other technologies. This abstract mgbitiodel can be modeled
as a semi-Markovian finite state machine as defined by Lee and183] with
the wireless technologies as states, general independgnirs times, and the
transition probabilitie;; for switching from technology to technology;. Note
that the transition from one WLAN cell to another is also ¢deeed as a VHO,
as the WLAN cells are assumed to be operated as individugphbtst.

The distribution of the technology specific sojourn times déime transition
probabilities for the AMM are obtained by means of simulatising the RDMM
and the MMM with different network layouts, separately. itagated a single
user moving through the simulation plane for 100 days to gistically signif-
icant data. The technical details on the extraction prooés®journ times and
probabilities can be found in [148].

The rule set a user has to obey for the AMM still includes denipoints, but
these are not geographical anymore but merely time depemiegach decision
point in the AMM, a value is chose from the sojourn time dimition function of
the current access technology, and then the next accesmtegi is randomly
determined according to the transition probabilities.

Simulation Scenario Description

We consider a content distribution system in a heterogenaaeless environ-
ment. In particular, we focus again on the multi-source doaeh mechanism
which is based on the eDonkey protocol as implemented in Mhdesapplica-

tion and described in Section 2.1. As we focus on the hetemigeinstead of the
user behavior in this section, the random chunk strateggrisidered now with
peers being served in FCFS order. The investigated radiesadechnologies
comprise an area-wide UMTS network and WLAN hotspots whigly mverlap.

The mobile users move in the landscape and perform VHOs ketWweth tech-
nologies or between different WLAN cells. In this contexte tswitch from one
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WLAN cell to another is also denoted as VHO, as it might causeadditional
delay and the re-assignment of IP addresses.

The UMTS users have a fixed transmission rate of 384 kbps imlifakvand
64 kbps in uplink direction. For the WLAN technology, we agsa fixed sym-
metric bandwidth of 1 Mbps for up- and downlink each. Notettive do not
consider radio resource management mechanisms of theessrabtwork, like
admission, power, or rate control, as we aim at the qualéhtievaluation of the
effect of VHO on the P2P system. In addition, we do neithesa®r background
traffic in the wireless network nor the case that multiplerpeshare the capacity
of one cell. Including these effects into the simulation ldoon the one hand
lead to unbearable simulation times and on the other handtsuclear impact
of the VHO only. A detailed description of the derived par&eng for the abstract
mobility model can be found in [148].

The WLAN cells are randomly uniformly distributed withingtconsidered
area. We use the disc model with a radius of 50 m to describeaVerage area
of a single WLAN cell. In our simulations, we consider a tyglicity center which
is modeled as a square of length 2400 m. According to theftigated scenario,
we distinguish between a today’s and a future network laydith only differ
in the WLAN coverage. In today’s network layout, we assumaMI9AN cells
according to the current number of public WLAN cells in Wurps city center
of a German operator providing UMTS as well as WLAN. In theifetnetwork
layout, we assume a much better WLAN coverage with 200 WLAd¢ss points.

2.3.3 Impact of Mobility in Today’s and Future Networks

In the investigated scenario, a single file of size 9500 kBoisstdered. There
are 100 mobile peers that want to download this file and alinailly share this
file after download. Every 120 seconds, a random peer sendgueest to the
sources currently available for this file until all peers églaced their request.
At the beginning, the P2P network consists of a number oftetepeers with a
constant uplink capacity of 768 kbps that serve as initiatees, and keep serving
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throughout the simulation. This ensures that the mobilespalevays find equal
conditions on simulation start-up. The number of theséaihiteers controls the
load of the P2P system. Few Internet peers lead to a high &iack the first
downloads may take a long time, and the file only slowly dé&isAll stochastic
influences except for the mobility pattern are avoided, lse,itnpact of VHOs
is not tampered by stochastical fluctuations not caused jlityoFor the same
reason, we kept to a single set of parameters defining theorietand traffic. We
performed 20 repetitions with different seeds for the randoamber generator in
every simulation run. For the sake of readability, we orditenfidence intervals
and show them only when necessary.

For our analysis, we consider four scenarios: today’s netwith a low load,
today’s network with a high load, a future network with a lavadl, and a future
network with a high load. A high load corresponds to a singterinet peer and a
low load to ten Internet peers.

In today’s network, preserving the IP address outperfownsihg the IP ad-
dress in a high load situation. A peer that loses its IP addesforced to reenter
the uplink waiting queues of its sources and therefore hasiomuch longer un-
til it is allowed to download for the next time. There is, ha®g no clear impact
of the non-requeueing delay even if the non-requeueingydglaxtremely high
around 10 seconds, since there are simply too few VHOs irytodatwork lay-
out. The low load scenario in today’s network nullifies theaut of the different
IP address handling mechanisms, since even less VHOs ogdngdhe shorter
download time in this scenario, and the waiting queues ane@stl empty. Thus,
the average download times are nearly the same. Detailals@nd numerical
values can be found in [148].

Let us next investigate the situation in future networkshwitgher WLAN
hotspot density. Figure 2.9 show CDFs for requeueing withwfo refill as well
as CDFs for non-requeueing with delays of 0s, 1s, 55, 10s1@0848 in the fu-
ture network layout. Figure 2.9(a) shows the results forhigh load scenario.
Analogous to the results in today’s network layout, nondegping is better than
the two requeueing variants, but the difference betweenengging and non-
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requeueing increased from a factor of two in today’s netvaykut to a factor of
ten in the future network layout. The higher WLAN density lire future layout
has two effects, a higher network capacity and more VHOs higiieer available
amount of bandwidth leads to an average download time ofr@ites in the
future layout compared to 175.6 mintues in today’s layouttie non-requeueing
technique withAtme = 1s. However, the higher number of VHOs in the future
layout increases the relative impact of the non-requeudelgy, compared to
Atmip = 0s, expressed by larger differences in download times.

Using the requeueing technique, the peer changes its IRssldt every VHO.
Thus, itis often losing its connections, is removed frormgederved, and shifted
back to the end of the waiting queue. Together with frequadO¥, this tech-
nigue has to be avoided for an efficient content distributiervice in a future
network layout. Only for unrealistic VHO delays of 100 sedsnthe requeue-
ing and the non-requeueing technique show the same dowpkréarmance in
a high load scenario as can be seen in Figure 2.9(a).

In the following, we focus on the low load scenario in futuretworks for
which Figure 2.9(b) shows the equivalent CDFs as before. &lestill see a dif-
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Figure 2.9:Requeueing and non-requeueing technique in future netiapdut
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ference in requeueing and non-requeueing as well as theagureueing delays
even with a low load as opposed to today’s network layoutesimore VHOs

occur even in the shorter download times. If the load in the Bystem is low,

then downloads take less time which leads to less VHOs doguduring the

downloading time. In general, the impact of mobility deses with load and
vice versa.

In both load scenarios, preserving the IP address with eqnaueing out-
performs requeueing techniques. Nevertheless, the peafare gain of non-
requeueing melts in the low load scenario, since the waijmeues at the pro-
viding peers are almost empty and hence the waiting timeslarest negligible.
In such a scenario, a dela¥tmip exists such that the download performance
is even worse than with requeueing techniques. However oty happens for
unrealistic large delays.

As a result of the performance evaluation, we see that nguetgeing tech-
niques, like Mobile IP , are recommended in mobile P2P filaiagasystems
with respect to download performance, if this techniquey aBfuires a small
transmission delay below a few seconds. In future networtts, the increased
uplink capacity due to the higher WLAN density leads to seralbwnload times.
In order to foster the download from such high-capacity penew cooperation
strategy is proposed in the next section which tries to shevothanges in the
available uplink capacity as a consequence of the user'dlitg@nd the resulting
VHOs. This means it tries to overcome the drawbacks of hgtareity.

2.3.4 Mastering Mobility with Time-based Data
Exchange

In this section, we introduce a new cooperation strategyaffiects the duration a
user is allowed to access the uplink capacity of a providieergn common P2P
networks like eDonkey, the resource exchange is volumeehds., each peer
is allowed to download the same amount of data in a row, inited as down-
load unit (DU). We will further speak of volume-based coagiem (VBC). The
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problem of VBC is that a peer with a high-capacity technojdige WLAN, is
thwarted by peers with smaller bandwidths, like UMTS, ifdageers wait to be
served by the same source. Thus, a user connected to a hiagitgapchnology
cannot finish its download quickly and serve as a new seedlier peers.

As an illustration, we imagine three ped?®s, P,, P, with download capaci-
tiesC,, C,, C,. The ratio of the corresponding downlink capacities mayHee t
following, C, : C, : C, = 3 : 2 : 1. If the peer with the highest capacity, i.e.,
P,, requires a download timA¢ to download a DU, then it takexA¢ for P, and
3At for P,. If these three peers start downloading at the same timetfiersame
source, the®, will have to wait for5At, i.e., the timeP, andP, are served until
P, is served next. Thus, it is thwarted by these two peers an&2fenetwork
cannot fully profit by its higher capacities. As a conseqeetige whole content
distribution process is slowed down.

Our new approach avoids this thwarting due to heterogeigityot restrict-
ing the amount of data, but the time a peer is allowed to doachlim a row.
This approach is called time-based cooperation (TBC). ;Tiesrs with a higher
capacity will serve earlier as new sources, since they deetaltiownload more
data in the same time. Alas, the effectiveness of this apprbeavily relies on the
peers’ altruism to behave cooperative. The basic prin@ptais TBC approach
is a time-outAt¢ which is the maximum time a user is allowed to download from
a providing peer. Additionally, we still need a limitatiof tbansferred volume,
since MSD needs a reservation mechanism for the data ciyroewwnloaded to
prevent downloading data twice. We set this limit toWe= 540 kB. The pro-
viding peer stops serving the downloading peer if eithertitine At is spent or
the volumeV is uploaded. In particular, the downloading peer is inteted after
time At’ = min (At, Aty) while Aty is the duration a peer needs to download
V. Note, thatAty might vary due to new file requests, churn, and VHOs of the
downloading or uploading peers.

For the analysis of TBC, we consider the following scenariiclh makes
greater demands on optimization. There are 100 mobile pdech move around
in the future network layout. There are a total of 20 differies, each of size
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9500 kB. On average, each peer shares a single file at thenbegiThe peers
want to download all remaining files they not already hawe, 19 files on aver-
age. The interarrival time between two file requests is egptally distributed
with a mearnur = 40s. Additionally, we consider churn here. The peers switch
from online to offline with exponentially distributed lemgt of the online and
offline phases, each with a meap = 1h.
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Figure 2.10:Volume-based (VBC) and time-based (TBC) cooperationegsat

Figure 2.10(a) shows the average download time and the 95#titpiof the
download time of the VBC and TBC approach. The latter's penémce depends
on the choice of the timAt, a peer is allowed to download. The figure illustrates
that the performance of TBC is always at least as good as of. WB&Esee that
the largerAt the smaller is the performance gain. This results from trerpe
with fast technologies having to wait the longer on peerdawer technologies
the largerAt. We can see that there is an upper boundXobeyond which the
two approaches give the same results since even a peer ilotrer $echnology
is able to finish its download before the time-limit is excegdFigure 2.10(a)
suggests that there is an optimal value of the allowed daehtome, roughly
at At = 4s. However, the size of the 99 % confidence intervals of theamesr
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download times, indicated by error bars, is quite large. ddeiit’'s difficult to
find an optimum. This results from the fact that we are ingeding a highly
dynamical and complex system. The behavior of such a syséemary largely
depending on small changes in the overall situation as, & geer that stayed
within WLAN for a longer time and/or became a new seed for affitger.

A second relevant aspect of a P2P CDN is fairness, i.e., whaihpeers are
treated equally. Figure 2.10(b) shows Jain’s fairnessximdéhe download time
for VBC as well as TBC in dependence At. The figure reveals that the fairness
is lowest if the performance of TBC is best. This is due to kigpacity peers
being preferred by TBC and being able to download more dataeiisame time.
The dots in Figure 2.10(b) represent the average fairnelex iaof 20 simulation
runs. It has to be noted, however, that due to the highly dycelsystem the
fairness indices of different simulation runs of the samensacio are varying
strongly. This explains, for example, the fluctuations effdirness index of TBC
for At ~ 4s. However, a clear trend can be observed for the fairnesximde
dependence of the parametet.

2.3.5 Utilization of Scarce Resources in Heterogeneous
Networks

In theory, a single uplink performs best in distributing & fiver a P2P file shar-
ing network under certain assumptions. In practice, thesaeting assumptions
are broken. E.g. by churn which lets peers go offline, by MSDhctvienables
peers to download files from different sources in parallglthe fact that a peer
usually downloads not only a single file in a row, and by thetegeneity of the
B3G network as well as the mobility of the peer which breakehaality and
constancy of down- and uplink capacities, respectively.

By the use of a single uplink, another problem emerges in iouulation sce-
nario, the waste of uplink capacity. With a single uplinle YWLAN capacity can-
not be always utilized. E.g., if a peer in WLAN lets downloagdeser in UMTS.
With an uplink capacity of 1 Mbps, this peer could almost szteithe downlinks
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of three peers in UMTS, with a downlink capacity of 384 kbpstéad, it wastes
almost2/3 of its uplink capacity, when it is restricted to a single agli This
effect is even intensified, since we investigate a P2P nétéat makes use of
MSD. Thus, the downloading peers may not even use theirdotahlink capac-
ity. This leads to an increased waste of uplink capacities.

In order to utilize the scarce resources in a heterogeneziuork, we develop
a simple, but effective algorithm that is trivial to implentén an existing P2P
network. The main feature of this algorithm is the iteraigaption of the number
N of parallel uplinks. To ensure the performance improverbgrihis algorithm,
we also introduced an upper bouhghaxfor IV, since allowing an unlimited value
of N can be negative for the P2P system. This can be explainecebigltowing
scenario. A peer in WLAN is able to serve several UMTS dovkdiim parallel. A
sudden switch to UMTS causes that the downloading peerdevilirther served
with a rather small bandwidth, which is only6d kbps/1,024 kbps = 1/16-
th part of the original WLAN uplink capacity. Hence, we erestoy setting an
appropriateNmax , that the minimal bandwidth each connection can be assigned
cannot become too small as well as that the time utihas re-adapted to a
sensible value keeps short.

The actual implementation of this cooperation strategy @fiects the peer
selection of an uploading peer, but not the chunk seleclibarein, each peer is
initialized with a single uplink, i.eN = 1, whenever joining the P2P network.
The peer periodically accumulates the current bandwidfithe active down-
loading connections. Then, it checks whether the downiapgieers have left
over some capacity, i.e., the uplink of this peer is not catghy utilized. In that
case, the numbeN is increased as long aSmax is not exceeded, or until the
capacity of the uploading peer is utilized. In contrasthé tesult of the capacity
check comprises that there is no uplink capacity left, he.downloading peers
use the uplink completely, then the number of uplinks is e@sed by one. Thus,
the remainingV — 1 peers can increase their bandwidth per connection, if they
have downlink bandwidth left. It has to be noted that theeéase or decrease
of N is not applied until a peer has finished its current downlazldme, and a
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single new peer would enter the uplink. This is done in ordexvbid that the up-
link capacity of the peer is overbooked and download conoestare cancelled.
In particular, all connections are allowed to finish theirrent download of the
DU. Thus, no connection is aborted just because a suddehankéng situation
emerges.

500 N
600 % 450F 95% quantile, fixed
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500f = . ) ) )
£ - . . Eagol 1@ 95% quantile, adaptive
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(a) Requeueing with refill (b) Non-requeueing

Figure 2.11:Adapting the number of parallel upload connections

Figure 2.11 shows the average download time for the futurerark layout
when varying the maximum number of parallel uplink&ax of the proposed
adaptive approach. For comparison, we also consider tldnaichunk strategy
with a fixed number of parallel uploads. Figure 2.11(a) shtlresmeans and
95 %-quantiles of the average download time when using rexing techniques,
while Figure 2.11(b) refers to the case of using non-requoguechniques like
Mobile IP .

For Nmax = 1, both approaches return the same result, since there iss30 po
sibility to adapt with a single uplink. We can also see thatdbwnload perfor-
mance increases for both approachesNggex > 1. This is due to the fact that a
peer’s uplink is not saturated with a single downlink corioet; especially in the
future network layout where peers are often connected to WLRurthermore,
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we see that the adaptive approach shows a significantlyr lokttenload perfor-

mance than the fixed approach. In detail, the average dodrloee reduced

from around 150 minutes with the fixed approach to around li6Qtes with the

adaptive approach. This improvement is caused by the aalyestof the adapt-
ability, especially when switching between technologiéthwa big difference in

the uplink capacities as it is common in the future netwoylold.

For Nmax > 8, the download performance of the adaptive approach becomes
invariant to further increases @¥max . If the uplink is already saturated by a
certain number of downloading peers, the adaptive approeites the current
number N of parallel upload not exceed a certain threshold. Thuseasing
Nmax has no more impact. In contrary, the download performandhefixed
approach decreases with increasiigax > 8 when using requeueing techniques,
as we can see in Figure 2.11. The reason is that with a higmebeuof parallel
upload the download bandwidth per peer decreases, the dawtimes for files
increases, and thus sources for these files are available llat-igure 2.11(b),
the average download times are given when using non-reigetechniques.
For largeNmax the adaptive and the fixed approach converge. The reasamigor t
simple derives from the actual implementation of this appto We do not apply
an adaptation of the numbé¥ of parallel uplinks, until the download of the DU
is successfully finished and another peer enters the uplieke Since the non-
requeueing technique keeps the current connection althaygeer conducts a
VHO, N is not adapted until the DU download. Obviously, this altfori can be
further optimized to utilize efficiently the scarce resagceven in the presence
of Mobile IP or other techniques. However, this is part ofgming research.

Besides the general performance improvement of the a@egitiorithm, there
is another advantage. The cooperation strategy does ndttoe#imension an
appropriate humbeNnax of parallel uplinks a priori. This is especially useful,
when the CDN is established in more complex and heterogsnemironments
with unknown peer characteristics.
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2.4 Future Trends in Mobile Peer-to-Peer

A variety of peer-to-peer content distribution systemsehamerged in recent
years that use logical overlays on top of the physical Iremifrastructure for

distributing content among the users. In these peer-togetems the available
resources of the end users are utilized to help the contesgmination process:
the end users assist the system by storing data locally anglbgpding data to
other users. Peer-to-peer file sharing systems have bealothi@ant source of
traffic in the Internet over the past years. The recent risthefpopularity of

streaming video services, like YouTube, shows however tthere is sufficient

interest for video-on-demand and hence it can become a reajoce of Inter-

net traffic in the future. Consequently, peer-to-peer viste@aming applications,
which offer either video-on-demand, live streaming or bette expected to gain
popularity. With the increasing capabilities of mobile @&s in terms of compu-
tational power and graphical displays, it is expected thesé applications which
are quite popular in the Internet will also be implementedcessfully for mo-

bile end users. As video streaming applications have mad stquirements in

terms of timely delivery of data packets for a smooth playafuthe video, it is

expected that the user behavior for such applications wihge.

The large amount of data exchanged in overlay applicatisres significant
source of costs for Internet service providers (ISPs) asd @alobile operators.
Overlays typically span the networks of several ISPs andatpes, and due to
the logical separation of the overlay and the physical ngtwa@pology, content
is often exchanged between end users that reside in diffé3&s. Such inter-
domain traffic leads to interconnection costs for the ISRmSEquently, an ISP
would like to (i) control and manage the traffic from overlgyphcations in or-
der to reduce its traffic costs and (ii) compete with the égstpplications by
offering data distribution services himself instead ofrigejust a ’bit pipe’. An
ISP or operator has different options to control the ovettaffic. For example,
the ISP can provide the means so that sophisticated coapesaitategies can be
employed among the peers, e.g., they can take into accarinttivork topology
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or any other useful information, and this cooperation migatl to a more ISP-
friendly way of content distribution. The considerationimtier-domain traffic in
the context of mobile P2P applications is in the focus of feruvestigations.

In order to meet the user's demands and requirements, thigyQafeExperi-
ence, of P2P applications has to be fulfilled. Sophisticatexperation strategies
are the foundation for efficient and robust content distidsusystems. In the
context of mobile and heterogeneous environments, a flkeydopic is multi-
homing for mobile P2P applications. This means that thesusan utilize sev-
eral access technologies at the same time. Thus, a coapesdtategy might
consider several access technologies and uses the mospagpfe one for spe-
cific applications. For example, a video-on-demand semdcgires only a low
bandwidth when displayed at a mobile device, but has sttiatity of service
requirements in terms of delay and jitter. In this case, a \3Mbnnection via
a dedicated channel providing a constant bandwidth migtée= appropriate
than a WLAN access, although the available capacity is higgre VLAN. Fur-
thermore, it is interesting how to realize multi-homing R2P-based system. As
incentive mechanisms of existing P2P CDNs are usually besetit-for-tat or
credit point systems and identify a user by its IP addressstimultaneous ac-
cess of a user with different IP addresses per interfacdeasitl to problems. The
question arises how to implement multi-homing transpéyetat existing P2P
protocols such that the user will achieve a performance. gain

The combination of different cooperation strategies i© astopic of fu-
ture work. Cooperation strategies are often optimized ashiea particular goal.
CycPriM tries to overcome the drawbacks of selfishness,enthié time-based
data exchange and the adaptive parallel upload strategyatimmastering mo-
bility and utilizing scarce resources. However, in an hejeneous environment
with selfish peer, the advantages of both strategies have totégrated into a
common cooperation strategy. The investigation of the doation of different
strategies has to reveal whether they can additionallyatigach other and mu-
tually improve the user’s gain.
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2.5 Lessons Learned

The performance of P2P content distribution in cellular ifleobetworks is de-
termined mainly by the implemented cooperation strategylatal peer. Major
challenges which arise typically in cellular networks dre selfishness and the
heterogeneity of peers. The selfishness of users leads taghehunk prob-
lem, while the heterogeneity wastes expensive resourctgeigystem. In this
chapter, a background on common cooperation strategiehane based on the
multi-source download is given. For performance evaluaparposes, the key
performance characteristics are formally defined, befeleted work in the field
of P2P content distribution is reviewed.

In this chapter, we have shown that in cases where most ofetis @re self-
ish, i.e., show a leeching behavior, a chunk selectionegjyalike least-shared
first is able to overcome the last chunk problem. Howeves itdcessary to up-
date the global information about the number of sharinggpémrevery chunk.
Furthermore, the LSF strategy has to prevent changes t@trecppabilities, i.e,
it must not allow parallel upload at a providing peer. A mooelssticated coop-
eration strategy, the CycPriM strategy, has proven to bastoagainst leeching
as well as against changes of peer capabilities. The basicigdto modify the
peer selection strategy of uploading peers which impjicidtermines the chunk
selection strategy of the downloading peers. This seems tadre appropriate
to deal with selfish peers in a heterogeneous environment.

An adequate peer selection mechanism has also been shoeefficeent in a
B3G network with mobile users conducting vertical handdwetween different
wireless access technologies. In particular, the adaptafithe number of paral-
lel upload slots of a multi-source download mechanism hawsho efficiently
utilize the available resources. Common cooperationegjias waste these re-
sources, as the heterogeneity of peers is not considered.

The comparison of today’s and future network layouts inadléht load scenar-
ios showed that non-requeueing techniques like Mobile &recommended in
mobile P2P CDNss if this technique only requires additioredagls in the order of
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a few seconds. In future network layouts, the increasechkigliapacity e.g. due
to better WLAN coverage leads to smaller download timesrtteoto foster the
download from such high-capacity peers, a time-based catipe strategy is in-
troduced. Although the fairness of the system is decreasdugh-capacity peers
are able to download more content in the same time, this atelipldifferent ap-
proach allows for efficient exchange of files for all userse Thplementation of
particular cooperation strategies to overcome problenmadbile environments
is an important problem and will surely constitute the ba$ifrther studies.

The lessons learned in this chapter on cooperation in mét2ikecover differ-
ent aspects, which are the emerging user behavior, théfidatibn of problems,
and the design of new mechanism. In particular, due to thécapipn of the P2P
paradigm for content distribution, different user behavdmerges. Users may
appear selfish or altruistic and show churn behavior, whigbeicts significantly
the performance of the P2P CDN. The mobile environmentduices additional
problems and requires the determination of major influeactof, like mobil-
ity and heterogeneity of users, and their impact. The ifieation of problems
due to the emerging user behavior and the new technicalectyss guides to
the application of existing mechanisms, e.g. using moBitel overcome draw-
backs on application layer due to vertical handover of usene performance
evaluation of various scenarios, however, requires a frariefor also consid-
ering and predicting future scenarios, as well as a metlggolo investigate
them, e.g. modeling mobility of users in the context of P28taws in cellular
networks. Finally, this performance evaluation fostees diesign of new mech-
anisms to overcome the identified problems and to improveénfrmance of
the system and the experienced quality of the end user.
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Television has traditionally been an entirely broadca&red medium. How-
ever, nowadays, new technologies delivering packetizgitiadlivideo data are on
the brink of replacing conventional television broadcagtsterrestrial, satellite
or cable transmissions. With increasing access bandwjm#bds for end users,
the newInternet Protocol-based televisidiPTV) has gained popularity as a
means of delivering high-quality video images. The tecbgiglal advancement
in high-speed Internet accesses facilitates such pasiskilMeanwhile, a large
coverage of DSL or fiber-to-the-home (FTTH) is available angdroved video
encoders like H.264 permit the transmission of clear higgolution video im-
ages at half the bitrate of MPEG2 current on DVDs.

An important distinction of IPTV systems is by their contatistribution
method: network-based video recorders (NVR), video-amated (VoD), and
live TV streaming. In this chapter we focus on network-babedaecorders. They
operate basically in the same way as home hard-disc videwders with the
only difference that the content is recorded and storedraese@mote machines
in the Internet. An example for such a servic&islineTVRecorde(OTR). The
live TV program is recorded at the OTR server and registesedsican download
their previously programmed shows and later view them @fflin

The volume of such video traffic transported over the Intehas drastically
increased over the last few years. In the context of OTR, tventbad of mul-
timedia contents may consist of large files imposing highuiregnents on the
bandwidth of the file servers.
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Delivery via P2P or server clusters In conventional systems this means
that the servers must be properly dimensioned with sufficepacity in order to
service all incoming file requests from clients. On the otterd, P2P technology
offers a simple and cost-effective way for sharing cont&mwbviders offering
large volume distributions (e.g. Linux) have recognizesl potential of P2P and
increasingly offer downloads via eDonkey or BitTorrent.

As explicated in Chapter 2, in P2P all participating peetssanultaneously
as clients and as servers, and the file is not offered at aestegler location, but
by multiple sharing peers. Since the load is distributed ragrall sharing peers,
the risk of overloading servers with requests is reducegea@ally in the pres-
ence of flash crowd arrivals. However, this flexibility conags slight risk. Since
the shared file is no longer at a single trusted server latatieers may offer a
corrupted version of a file or parts of it. This is referred $gaisoningor pollu-
tion [110] depending on whether the decoy was offered deliblgrateot. When
the number of fake peers is large, the dissemination of teenfdy be severely
disrupted. All of this leads to a trade-off consideratiotweEen high reliability at
the risk of overloaded servers and good scalability wheze¢lseived data may
be corrupt.

From the view point of a content provider, the P2P technofaggs, however,
another major challenge. P2P file sharing platforms arenafsed for illegal
distribution of copyright-protected contents. In ordeptotect now its own con-
tents, a content provider may utilize the fact, that files #PRare not offered
by single trusted server locations, and inserts some fadesdfering corrupted
versions of its contents. After a chunk is downloaded, ithieaked for consis-
tency via MD5 hashes and in case an error is detected, thek dhudiscarded
and downloaded again. Thus, if a user downloads some datadrtake peer,
the entire download is prolonged. The hope of the contentigheo is to heavily
disturb the data dissemination, such that the user’s irapegi is exceeded after
some time and the user gives up downloading via the P2P sy#tetimat case,
the user may use the content’s provider platform instead&ft® download the
video data.
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Currently, most IPTV service providers offering copyrigitotected contents
use high-performance server farms in order to manage artcottime provided
service with respect to security or AAA, i.e. authenticatiauthorization and
accounting. The provider aims at satisfying its customiezs{o provide a good
QOE. At the same time, the operator may also profit indirefotign a good media
consumption experience for end users, as the increaseshwarst fidelity will
also attract other potential users to use this service.drctimtext of video de-
livery via OTR, the QOE takes into account three tasks whiehradependent of
the technical realization: (a) efficient download of the teom, (b) reliability of
the system, (c) fairness among users. They can be quantifiedms of down-
load time, the number of download aborts / the success iatid the variation
of download times among different users. In this context,define reliability
as the availability of a single file over time in a disruptivezieonment which is
expressed by the success ratio of downloads. In order tade@ good QOE,
however, such an IPTV system has to be dimensioned properly.

Goal and structure of chapter The goal of this chapter is twofold. First,
we provide appropriate models to describe impatience arll fieowd effects in
a high-performance server cluster and an eDonkey-basedy3##ms for deliv-
ery of OTR video contents. Second, these models allow etiathe impact
of user behavior and dimensioning of system parametersade of the high-
performance server cluster, for example, the number ofahlaidownload slots
has to be estimated. In case of the P2P system, the modekatieastigating the
impact of fake peers. This can be used either (i) to quartidydisturbance of the
P2P system due to malicious peers when the service proéties on P2P tech-
nology or (ii) to dimension the number of fake peers to sayg/dght-protected
contents for being distributed in illegal file sharing syste

The chapter is organized as follows. Section 3.1 gives a oaingmsive back-
ground on video content delivery. This includes a short wieer and a clas-
sification on IPTV and P2PTV systems. We explain the OTR serin more
detail, as the investigated high-performance serverelsstre based on the ex-
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isting OTR service and the disseminated contents in the p&Rra are OTR
video files. After that, we review related work with a focustba performance of
P2P CDNs, the diffusion of files within them, and epidemic eledo describe
the file diffusion behavior. In addition, existing work ridd to the analysis of
gueueing systems with user impatience is presented, siecgpply later basic
queueing theory to evaluate the performance of the OTR setusters. Sec-
tion 3.2 presents a measurement study of typical video ottae the Internet.
First, we take a closer look on OTR TV shows, before video eatst provided
by YouTube are analyzed.

The model and the analysis of the high-performance servstests is pre-
sented in Section 3.3 which considers user impatience duweiiting times in
gueues or too long download times. To describe the timesdimbehavior of
the system we develop a deterministic fluid model. This ifulse consider
phenomena like flash crowd arrivals which may occur due tqtmularity of
TV shows. Next, we model the performance of an OTR video dgliservice
by means of a Markov model to derive the stationary sojoume tiwhich is used
for dimensioning the system. The investigated key infludactors comprise the
impatience during downloading and waiting, the number @ifilable download
slots and the variation of the file size distribution.

Section 3.4 investigates the pollution of the P2P contesttitution service,
again, taking into account user impatience as in the seags. &\e derive an epi-
demic model for the file diffusion, starting from a simple StRdel from biology
and refine this to a detailed file sharing model. After thatjmeoduce pollution
in our model which is then described as a flow model by a difféaéequations
system (DES). Further, we show how to obtain the downloadtaur out of the
DES. We investigate some exemplary scenarios to compangaion results
with numerical solutions of the DES and quantify the influeon€pollution, self-
ishness, and supporting servers in the P2P system. Thigshusmto Section 3.5
in which we compare the QOE in the centralized system anderP@P system.
Finally, the lessons learned in this chapter are summaiiz8éction 3.6.
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3.1 Background: Video Content Delivery

The term/PTV stands for Internet Protocol-based Television and is afssd to
refer to IPTV systems with particular characteristics. Egample, the ITU fo-
cus group on IPTV defines IPTV “[...] as multimedia servicestsas television/
video/ audio/ text/ graphics/ data delivered over IP basad/orks managed to
provide the required level of QoS/ QOE, security, intesigtiand reliability.”
However, in general, IPTV means a system where a digitalitéts service is
delivered using the Internet Protocol (IP) over a netwofkastructure. An even
more general definition of IPTV is television content thastead of being de-
livered through traditional broadcast and cable formatesedeived by the viewer
through the technologies used for computer networks.

One of the main features of IPTV is its high degree of intevagt Users are
no longer restricted to the broadcast schedules of TV sistibut can choose
the program they wish to see on-demand, whenever, whewemon whatever
device they want (TV, PC, portable player). Additionallyrther value-added
services are often included, such as chat functions or déestback mecha-
nisms allowing the viewers to provide ratings or discus$@moms on the shows.
Therefore, offering IPTV has become an attractive businesdel for telecom-
munication service providers. Many providers no longeitlitmeir offer just on
telephone or Internet access, but provide so-called tgfalg services, integrat-
ing Internet, VoIP telephone services, as well as telemisiomovie channels.
Furthermore, it is also appealing to businesses, which ffangersonalized ad-
vertisements, individually tuned to the TV programs thetauer is currently
watching or localized to his region of access. An IPTV sexpcovider usually
deliveres the video contents over a well-dimensioned nddwehich is carefully
engineered to ensure bandwidth efficient delivery of vasiwarts of video traffic.

In Section 3.1.1, we first give a short overview on the difféneays of dis-
tributing the video contents. We describe the OTR servica papular example
of network-based video recorder in detail in Section 3.iefore we review ex-
isting work related to this chapter in Section 3.1.3.
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3.1.1 Classification of Video Delivery Services

In general, IPTV network architectures can be categorizediwo main
classes: centralized and distributéentralized systemollow the traditional
client/server (C/S) paradigm, where server farms with s€geeues balance and
manage the load among the content servers. Examples araidewind OTR
servers. Here, the client directly connects to the senarHATP and after a
queuing/buffering delay directly streams/downloads trents from the server.

On the other handjistributed systemare usually based on P2P technology,
e.g. Zattoo, Joost, PPLive. Each user also automaticattyzeca relay for other
peers in the network. This means that while downloadingfiiag a video, the
peer provides the already downloaded content to other pébese are several
advantages of using P2P-based content delivery systertiseyaseact better to
sudden bursts in requests arrivals. However, the overlpglagy must be dy-
namically set up first and the network must be adaptive toltgyochanges due
to churn or to selfishness of users. The tdP@PTVrefers to P2P applications
designed to distribute video streams via a P2P network.

file sharing proprietary P2PTV
P2P icati
OTR via eDonkey applications
OTR via BitTorrent Babelgum } SopCast
PPLive TVANts

- Zattoo
hybrid OTR combiload server-assisted
P2PTV
Joost
Anevia Toucan o
main OTR server commercial
SIS otRmirrors Joulube IPTV systems

NVR VoD live TV
type of video content delivery

network architecture

Figure 3.1:Classification of video content delivery
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Beside the differences in their network architecture, #méous IPTV systems
differ significantly in their video delivery mechanism anidére 3.1 classifies ex-
isting IPTV applications accordingly. Basically, there @éinree major categories
of IPTV content distribution methods: live TV streaminggd&b-on-Demand, and
network-based video recorder.

Live TV Streaming describes the streaming of live TV channels over IP-
based networks, just as they are being aired over convetimoadcast media.
The current live TV program is packetized and often streaasedpplication-
layer multicast to the connected peers in the overlay, wtiieh share the stream
with other peers. Live streaming applications require &ijglated mechanisms
because all users watching a news broadcast or a populds gvent are typ-
ically interested in the same piece of the stream at the same Therefore,
delays of one or more minutes seem unacceptable.

Video-on-Demandpermits a user to browse a catalogue of video files and as
soon as one is requested its playback is started. Thus, Vobtisestricted to
any broadcast schedules, but entirely to the user's derdandng the available
VoD systems, YouTubent t p: / / www. yout ube. com enjoys high popular-
ity among Internet users. YouTube is a centralized videoisgavebsite where
users can upload, view, and share short video clips.

Network-based Video Recordersoperate basically in the same way as home
hard disc video recorders, only that the content is recoatieldstored on a remote
server. The live TV program is recorded at a remote machitteiternet. Users
can download their previously programmed shows and laésy them offline on
a PC or handheld device.

3.1.2 Online TV Recording Service

A popular example for such a video recording service is thé& @€rvice in
Germany which is the underlying video content delivery sgsfor our inves-
tigations in this chapter. Users can currently select shoovering around 40
channels of German television, but support for other céemtis planned. The

67



3 Modeling of Online TV Recording Services

access to OTR is provided by a portal at its main Internet lpmgeht t p:

/I www. onl i net vrecorder. com There, a registered user has the possibil-
ity to choose programs he wishes to record from an electrprigram guide
(EPG) or can download previously recorded shows. In ordeateguard licens-
ing restrictions and prevent unauthorized access, a usepmy download files
that he had previously recorded. For this reason, the coigerffered encoded
which cannot be played directly, but must be decoded priptagback.

The video files offered by OTR can consist from several huhdnegabytes
up to 1 GB or more depending on the length of the TV show, as agbn the
encoding format, e.g. high quality H.264, standard qudlityX, or MPEG-4
for portable devices (iPod, PSP, etc.). The recordings eagither downloaded
directly from the main server, from user-created mirroesior alternatively via
P2P file sharing networks (eDonkey or BitTorrent). Howetke majority of
clients are using the HTTP-based server download platf@masin Section 3.3
we will focus on this type of file transfer. In the followinghen we refer to OTR
server, we treat the main server and the mirror servers isaee way, since their
basic operation is the same with the only difference thatansites usually offer
only a subset of available recordings after a slight delay.

As the OTR server farms are often overloaded, new requestuaued when
the number of provided download slots is full. The restoistio a maximum
number of simultaneous downloads guarantees a minimal Idagrrbandwidth
for each user. The download duration itself depends on tia¢ ¢apacity of the
server farm and the number of users sharing this capacityeker, users who
might encounter slow downloads may abort their downloaditigmpt if their
patience is exceeded. When requesting a file, the user may inegediately
his download if the server has available download slotg ké&swill be put on a
waiting queue. OTR also offers prioritizing premium usetswway for advancing
faster in the waiting queue, but we assume later in our mdulall users are
treated equal. Users who experience too long waiting timigghtnabort their
download attempt before being served.
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3.1.3 Related Work

As we want to compare the reliability and efficiency of a P2Rdul and a
client/server-based OTR system, we review literaturerdigg the performance
of P2P CDNs with a special focus on flash crowds and pollutitaxt we review
related work on P2P file diffusion and epidemic models whithé approach we
follow to analyze the P2P-based system. Finally, an overgie existing work on
the analysis of queueing systems with user impatience &gsince we develop
a processor-sharing model with impatience to analyze akred OTR.

Performance of P2P CDNs

Most studies on the performance of P2P systems as contéribaiion network
rely on measurements or simulations of existing P2P netsvdrkr example,
Saroiu et al. [70] conducted measurement studies of code&tnery systems that
were accessed by the University of Washington. The authistinguished traffic
from P2P, WWW, and the Akamai content distribution netwonkl éhey found
that the majority of volume was transported over P2P. A c@mnensive survey
of different P2P-based content distribution technologegven in [89]. In [105]
a simulation study of P2P file dissemination using multieagnts is performed
and the propagation under different conditions is studite3feld et al. [10] pro-
vide a simulation study of the well-known eDonkey networkl amvestigate the
file diffusion properties under constant and flash crowdsalsi However, most
work on P2P file diffusion as those mentioned above usuallga@ssume any
fake files from pollution or poisoning.

Han et al. [98] study the distribution of content over P2P andsider re-
warding strategies as incentives to improve the diffusidrey show that the net-
work structure in terms of hierarchy and clustering imprthesdiffusion over flat
structures and that compensating referrers improves treiapf diffusion and an
optimal referral payment can be derived. The user behanidaa analysis of the
rationale in file sharing is studied in [90] using game theditye focus lies on
free riding in the network and the authors offer suggestam$ow to improve
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the willingness of peers to share. Qiu et al. [103] model ad@ient network us-

ing a fluid model and investigate the performance in steaatg sThey study the
effectiveness of the incentive mechanism in BitTorrent prale the existence
of a Nash equilibrium. Rubenstein and Sahu [119] provide themaatical model

of unstructured P2P and show that P2P networks show gooahdigigl and are

well suited to cope with flash crowd arrivals. Another fluiffisive P2P model

from statistical physics is presented by Carofiglio et @91 Both, the user and
the content dynamics are included, but this is only done eridilel and without

pollution. These studies show that by providing incentieethe peers for sharing
a file, the diffusion properties are improved. We includerappate parameters
in our model which capture this effect, while also considgipollution.

Christin et al. [110] measured content availability of plapuP2P file sharing
networks and used this measurement data for simulatingrdiff pollution and
poisoning strategies. They showed that only a small numbéake peers can
seriously impact the user’s perception of content avditgbin this chapter we
present a diffusion model for modeling eDonkey-like P2Ruwogks based on an
epidemic SIR [156] model. This model includes pollution angeer patience
threshold at which the peer aborts its download attempt.

P2P File Diffusion and Epidemic Models

Epidemic methods have been considered as simple and effgctitocol for dis-
seminating data in communication networks. The main featfithesegossip
based protocols is that they do not require any specific tgyohnd that any node
has the same probability to contact another node. This apprbas been used
to devise gossip-based protocols operating in mobile adAketworks [67] or in
unstructured P2P networks [94, 100, 101]. The effect of #tevark topology on
the spread of the epidemics is studied in [113].

In epidemic computing, nodes contact each other with aiceréde and de-
pending on the rate of cure to infection a disease may becorepidemic. Epi-
demic models are also well suited to model the diffusion biemeof specific
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information in a network, see [68], and has often been agpbeforecast the
spreading of worms and viruses in the Internet [65]. In a \&@nyilar manner,
epidemic models can be used to model file diffusion in P2P fikriag net-
works. The papers found on P2P file diffusion either consideaisurement stud-
ies, e.g. [99, 104], or by means of simulation [10, 106]. Aottetical model of
a BitTorrent P2P network can be found in [103]. The authoesaifluid model
and study the performance of the network and investigateffhets of the incen-
tive mechanism.This work is extended to considering difféiclasses of access
links in [102] and the authors show that bandwidth heteredggrtan have a pos-
itive effect on content propagation. While in [103] and [10% steady-state net-
work performance is investigated, we emphasize the tinmexghycs of the system
which requires us to consider non-stationary processcatged by flash crowd
arrivals of file requests. Measurement studies on pollugiath poisoning can be
found in [110, 117]. Both papers show that there can be a auotist influence
from introducing even a small number of fake peers to the odw

Chen et al. [93] and Thommes and Coates [121] use a model basbhd clas-
sic SIR approach, which is also the fundamental idea of oukwdowever, as
we will see later from comparison with simulations, the diestate assumptions
made in many papers, e.g. in [103], are not appropriate dtleetdighly non-
stationary behavior of the system. The transitions are nhatleen the states
after a fixed amount of data has been downloaded. Using sianjpgnsition rate
does not properly reflect the system dynamics. The focusisnitbrk is on the
time-dynamic transition phase during the diffusion praec&is facilitates the
consideration of flash crowd arrivals of file requests. Whamsaering illegally
shared content this often corresponds to the release datofy or a movie as at
that time the number of requests will be highest. For legdiyributed software
(e.g. distributions of the Linux operating system) P2P filaring is also much
more effective for content distribution than client-seras it relieves the down-
load servers from overloading when new software releasesvailable [99].
Furthermore, we investigate the influence of fake peersstiete corrupt or fake
content on the diffusion process.
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Queueing Systems with Impatience

In general, with a slight abuse of the Kendall notation foegjng systems, the
model we use to investigate the high-performance OTR setuster can be ex-
pressed as M(t)/GI/T-PS with user impatienc®, an unlimited waiting queue,
and a server capacit§y’ which is shared among* users at maximum. Thus,
the service rate is influenced by the download rate of a usetrelisas the user
impatience® and depends on the number of currently served users.

Admission control to the system can be taken into accoungebiricting the
size of the waiting queue. However, in this paper we use thebeun of download
slotsn* to guarantee the bandwidth per user and only investigaterthact of
the user’s impatience on the system’s performance. Wailegingis considered
with an i.i.d. random variabl®, balking i.e., taking back the download request
if the waiting queue is too long, is neglected in our model.fédris on the effect
of wasted capacity due to users’ impatience regardless ethehthey are being
served or not, and the impact of variability of the file sizetdbution, which
is expressed by the service rate. Our findings show that the ghsuccessful
downloads increases with the variability of service time.

Basically, there are several approaches on how to andlytizluate such a
system depending on the number of currently available doa¢htlotse. If n <
| %], the user's access bandwidkhlimits the download rate. For* < | %],
this effectively results in a M(t)/GH*-FCFS system with independent service
rates, since® is an i.i.d. random variable and the service rate is consiigre
service rate depends only on the file size and the users’ abegslwidth. An
analytical evaluation is provided in [76]. Far > [ |, the download rate and
therefore the service rates depend on the current state sf#ftem. On the other
hand, if the downlink of a user is not the limiting factor,.j.a user can always
utilize the offered bandwidth of the server (< R), the system approaches areal
processor sharing system with increasingvhich is investigated in [54,129]. In
the past, a lot of research has been dedicated to the anafygiguing models
with impatience. Barrer [50] was among the first to analyzevidi/1 system
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with deterministic impatience thresholds. In the follogiirmore sophisticated
FCFS models with Markovian arrival and service processe® Wweestigated
in [155], [52], and [62].

As we will see later, the general service time has a greatdinpa the per-
formance, however, it is well known that for such systems @gproximative
evaluations can be performed for metrics of interest [166t.the exact analysis
of steady-state sojourn times, we focus therefore only mple models which
are easily analytically tractable. Nevertheless, our messents of video con-
tents in Section 3.2 show that these assumptions are vadigveAalso consider
time-dependent flash crowds arrivals a transient analysideacribed later in
Section 3.3.2 is additionally required.

3.2 Measurement of Video Contents

The performance evaluation of a video content deliveryesystrequires several
input parameters. Among others, these are the arrival psotiee user behavior,
and the video duration as well as the corresponding data Isizbe case of a
centralized system additionally the number of serverss#reer discipline, and
the queue length are of interest. We focus in this chapterideog offered by
OTR or YouTube. However, as OTR and YouTube are proprietash system is
regarded as a black box and measurements are taken frometfeadge. Thus,
only the service time can be obtained, which is in our caseacherized by the
offered video file sizes. To investigate the impact of thearrimg parameters in
a OTR system, parameter sensitivity studies are perforegdby varying the
popularity of files and the accompanying arrival rate of usguests.

OTR and YouTube are both web-based server-oriented sys@hfsrecords
TV shows at the main server or mirrors, and HTTP or FTP over BGRed for
file transfer. The achieved download speed heavily dependkeoselected mir-
ror. For many mirrors, the user's DSL access speed is théitignfactor. How-
ever, a user often has to wait for an available download sitit be is served.
OTR supports different video resolutions from low qualitg@ x 120) to high
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quality (720 x 576) and post-processing of the videos allows e.g. to remove com
mercials. On the other hand, YouTube is designed for VoDisparser-created
contents and video streams are downloaded over HTTP. Dudvertssements
on the web portal, several TCP connections to different dresbes are estab-
lished. During the course of the measurements, only lowluisas (320 x 240)
are supported. Table 3.1 summarizes the statistics of tasunement studies and
considers the file size, the duration of videos, as well aztigec efficiency as
ratio between file size and video duration. The standardatiewi is abbreviated
as ‘std’, the coefficient of variance as ‘cov’, and the skesenas ‘skew’.

Table 3.1:Basic statistics for OTR and YouTube video contents

[ [ [ mean ] std. [ coef. | skew. | kurtosis | median | min | max_|
OTR duration [min] 47.21 29.27 0.62 1.14 4.42 45 1 195
11563 size [MB] 343.19 186.71 0.54 1.12 4.31 305.87 0.06 1236.87

samples efficiency [kbps] 1155.01 662.93 0.57 7.33 86.05 1038.42 0.71 16310
YouTube duration [s] 339.11 419.16 1.24 7.91 90.64 252 5 10233
21014 size [MB] 12.38 14.88 1.20 7.09 69.25 9.41 0.07 274.59
samples efficiency [kbps] 302.11 52.43 0.17 -1.61 16.81 318.54 1.12 1040.52

3.2.1 Network-based Personal Video Recorder — OTR

The measurements which were made in April 2007 consist &6BlLfile sam-
ples from 19 different TV channels. According to the infotima provided by
OTR, standard video files are encoded at a resolutiohl 2fx 384 pixels at a
video bitrate of about 750 kbps and an audio bitrate of 128kibpe measured
data contains only standard quality video files and con$ispproximately 80 %
encoded in the DivX format and 20 % in Windows Media Video (WM¥rmat.
Figure 3.2(a) shows the probability distribution of the Tvow durations in
minutes. The majority of the files (95%) are discretized iftsunf 5min. We
can distinguish 4 different categories of TV shows. Mostfiéee short features
(e.g. animation series) of about 30 min and shorter files nedfpibinstance news
shows. Another peak can be found between 45-60 min whicheisisnal dura-
tion of TV dramas or other periodical shows. Movies usuallyénthe duration
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between 90-120 min and very few larger recordings of spesiahts exist, like
the broadcasts of live sports events.

However, we are more interested in the file size distributiarder to approx-
imate the download time than the duration of the shows theesd-igure 3.2(b)
shows that the actual file size distributighhas a mean of 368.31 MB and stan-
dard deviation of 196.82 MB. It can be well fitted by a an Erldndistribution
with & = 3.34 phases and an average volume ¢V =107.67 MB per phase,
i.e., itis the sum of k| independent identically distributed random variableseac
having an exponential distribution with mearilg] and an exponential distribu-
tion with mean(k — | k]) E[V]. Due to the real-valuel a Gamma distribution
is used for numerical computation. The mean squared erttorelea the fitted
Erlang% distribution and the measured values is oAy = 0.0008. Using an
exponential distribution yields to a larger mean squaresref £2 = 0.0205.

0.25 1
M 0.9 measured
0.2 /Shon features, like Simpsons 0.8 values
. 0.7 exponential
2015 TV series, talk sh(.)ws, 06 distribution,
=l movies, W Erlang—k E2 = 0.0205
s sport events, ... 8 0.5 désmbUUOﬂ :
g 0.1hews _ 0.4 E®=0.0008
special events,
J e.g. live events, 0.3
0.05(f themes, ... 0.2
j 01
0 0
0 20 40 60 80 100 120 140 160 180 200 0 200 400 60 800 1000 1200
duration of TV show [min] size [MB]
(a) Probability distribution of show durations (b) CDF of file sizes

Figure 3.2:Measured TV show durations, file sizes, and codec efficiehOT&R

The codec efficiency is defined as ratio of the file size overdimation of
the TV show in kbps. The probability density function has stidct peak at
about 1 Mbps and is comparable to other standard qualityovidemats, such
as VCD or SVCD. The measured values could be well fitted withgalbgistic
distribution superimposed with a Dirac function at the pealkie, cf. [43].
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3.2.2 Server-based Video-on-Demand — YouTube

The measurement were conducted in December 2007. In totaflownloaded
21,014 randomly selected video streams from the YouTubeieebnd analyzed
their file sizes and durations. For the data transport, anfH@dnnection to the
server is established and the content is delivered via TQRe6tly, YouTube
uses the H.263 video codec and the MP3 audio codec, packedhiatflash
video container (file extensiafiv). The video bitrate of a random stream is about
300 kbps, while the audio bitrate is typically about 60 kbps.
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0.008 2 006
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0.002 0.02
0 o 4
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log, , size [MB] codec efficiency [kbps]

(a) PDF of video stream sizes (b) Codec efficiency
Figure 3.3:Measurements of YouTube video streams

Figure 3.3(a) shows the PDF of the sizes of downloaded vittearas from
YouTube. Note that the x-axis is logarithmically scaleduaer-created content
is usually restricted to 10 min. With a special user accohatyever, it is also
possible to upload larger video files. In our measuremengsplserved video
durations of up to 170 min and video sizes of up to 275 MB. Agtig file size
distribution is leptokurtic highlighted by the strong pestkhe PDF at 22.85 MB
and shows a large kurtosis valueG8f25. This peak corresponds to the maximum
allowed duration of 10 min for user-created contents.

For YouTube videos, the codec efficiency shows a very stremads pt roughly
315kbps and is nearly constant, see Figure 3.3(b). Accgidithe PDF of the
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video stream durations looks quite similar to that of theatn size and is omit-
ted here. Further results can be found in the technical t¢#8}. The negative
skewness of the codec efficiency shows that the mass of ttrébdi®on is con-
centrated on the right of the figure and only a few videos medess bandwidth.

In [147], YouTube videos are evaluated by distinguishing ¢ategories and
popularity of video clips, as well as user access pattekesviews and ratings.
Small-world characteristics for video groups are iderdiféend caching or P2P
strategies for utilizing these clustering effects are pegal. Furthermore, [150]
monitors YouTube usage in a local campus network in ordenéterstand how it
is used by clients. The video files and the transfer of theogde characterized.
They also provide statistics on the most popular videosetrtuTube site and
get similar results as obtained in our measurement studies.

3.3 High-Performance Server Clusters

Currently, the majority of OTR subscribers are using sebased platform for
downloading the recorded video contents. The user eithenldads directly
from the OTR server farm or from user-created mirror sitesctviwe do not
distinguish here. Since the service provider aims at gatigfits customers with
a good QoE, such a centralized IPTV system has to be dimestsiomoperly to
provide a high-performance server cluster.

In this section, we analytically investigate the perforeaof an OTR server in
different scenarios and enhance basic queueing modelsisjdesing user impa-
tience. Since the file sizes are very large, the downloadiidurenay take longer
than the user is willing to wait. For this reason, we include tiser impatience
in our model, where a waiting or downloading user may leaeesistem before
completing the download. This is taken into account with impatience thresh-
olds during downloading and during waiting. Queuing modeith user impa-
tience can be found in [62, 129], however, those models dammapplied to our
system. Further discussions of the existing literatureevgéren in Section 3.1.3.

The OTR server model is described in detail in Section 3.Boldescribe
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the time-dynamic behavior of the system, e.g. for invesitigaflash crowds and
time-depending popularity of files, we develop a deterntimftuid model in Sec-
tion 3.3.2. To understand the key influence factors of theegysnd to dimension
the system properly, we additionally model the performamicthe OTR video
delivery service by means of a Markov model which is the magu$ of the in-
vestigation of the OTR server. The Markov model allows tawdethe stationary
sojourn time, which corresponds to the time until a typice¢rucompletes the
download of a file. An exact analysis of the stationary sojdimes distribution
follows in Section 3.3.3 which requires the derivation ¢ femaining sojourn
time and the stationary distribution of the number of usarthe system. The
key influence factors investigated are presented in Se8td and comprise the
impatience during downloading and waiting, the number @ifilable download
slots and the variation of the file size distribution.

3.3.1 Model of Centralized OTR System

In the following we will describe the model of an OTR serverigthis responsi-
ble of managing the demands of a maximum finite numbe¥ afustomers. We
assume first that user requests arrive at the server acgdaaPoisson process
with paramete’ > 0. When a request arrives and the system has free download
slots, the clientimmediately proceeds with the downlodeerT, the user becomes
a downloading clienand we also say that the customes&ved

We may further assume that the server has a total fixed uplaadwidth of
capacityC. This bandwidth is equally shared among a maximurmosimul-
taneously downloading clients. If there were more tharsimultaneous clients,
the exceeding customers would wait for a downloading sldiettome free. We
refer to those clients asaiting clients The total number of downloading and
waiting clients at the server is thus in this particularigegtfinite (with a maxi-
mum number equal t&). When downloading a file, the access bandwilithof
the client may be the bottleneck. We assume this bandwittis the same for
all customers. Clearly, the conditid®,; < C must hold.
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The average rate at which clients complete their downloésis depends on
the file size. We assume here that the file size is randomlyitaistd follow-
ing an exponential distribution reflecting the measurenmestilts described in
Section 3.2. There, Figure 3.2(b) shows that the actualifile distribution has
a mean of 368.31 MB and standard deviation of 196.82 MB. Itlmanvell fit-
ted by a an Erlang-distribution with only small residual mesquared error
E? = 0.0008. We will assume an exponential file size distribution forsake of
analytical tractability in spite of its slightly higher iidsial error, cf. Figure 3.2(b),
however, the equations developed here could be extendbd trkang case, too.

While in the system, a client might beconmpatientand decides to leave the
system after a random amount of time. We assume that thegevergatience
duration depends on the speed of the download. That is, Wieee are less than
n* customers in the system, the impatience duration is dig&thaccording to an
exponential random amount of time with averdge . In the other case, i.e., there
are more tham™ customers in the system, the impatience duration for custem
being served remains the same, but the average impatieneddi waiting cus-
tomers isd; * < 67!, If we consider impatience being independent from being
currently served or waiting in the queue, we simply use tmeloan variable®
with averaged *.

3.3.2 Time-Dynamic Evaluation with Fluid Model

User requests are assumed to arrive at the server accommgdn-stationary
Poisson process with ratgt). The time-dependent arrival rate of user requests
is a realistic scenario when looking at individual files,cainthe popularity of a
TV show highly depends on the time it was recorded. Once a ffsmomes out-
dated, the interest for this file decreases. This phenomisnaferred to as flash
crowd arrivals [10]. However, since a server may offer sa\different files, the
overall rate may remain nearly constant. The superposgifitime-dependent ar-
rival processes with different starting points can be medels stationary Poisson
process for a sufficiently large number of offered files pevese
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When a request arrives and there are free download slotsliém: may pro-
ceed with the download. We assume that the server systemtb&s éixed ca-
pacity C' which is shared among all simultaneously downloading tdién¢) at
time ¢. The maximum number of users served in parallel is resttici@*. Thus,
the time-dependent download raté) is

= 1 min ¢
0 = g {mm {D(tw}’Rd} G

for an average file size F,] and the maximum download rate is limited by the
maximum physical rat&, of each client.

In order to consider flash crowd arrivals, we use a fluid amstechnique.
The state space of transitions is shown in Figure 3.4 andiffezehtial equation
system is given in Eqn. (3.5). The partial derivative of thedtion f(¢,y) with

respect to variableis denoted a#, f (¢, y) = “tu)

d(e) -

Do) - {0 P) < a2
At) —D(t) u(t) —vW(t) otherwise

o) - {)\(t) — D) ult) if D(t) < n* -
0 otherwise

BLA(t) = D) plt) pu(t) + 62 W(1) (3.4)

OeF(t) =D(t) (1 —p(t)) pd). (3.5)

Arrivals enter the waiting populatior with rate\ or directly the download-
ing populationD, if the number of slots™* is not full. If the slots are full, waiting
users simply proceed to the downloading state with fate p D, which does
not depend oV . After entering statéD, the client remains in this state until
he either fully downloads the file and enters the finishedestor he aborts
the download when the download duration exceeds his patidmesholdo, .
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The latter is expressed by entering abort stéatén both cases the transitions are
performed at rate multiplied with a probabilityp (when the download fails) or
1 — p in the case of success. An abort occurs when the patiences afawn-
loading user is exceeded either during downloading or m@ifi he patience in
this model is characterized by the exponential random bkas®, with rated,
during downloading an®- with ratef, during waiting, while the downloading
time is exponentially distributed as well with rate= C(¢) /E [ fs]. The variable
C(t) denotes the time-dependent capacity per user,G’&) = C/D(t), and
E[fs] is the mean file size. Thus, the probability that the patiea@xceeded
during downloading at timécan be expressed as

e D(t) E[fs]
PO =50 = DWEL + CE@L’

(3.6)

Note that in the case of a single downloading s@teexponential file sizes
fs and thus exponentially distributed rajesre assumed. If we consider Erlang-
k distributed file sizes as obtained in our measurements,téie ® must be
expanded to several intermediate stdies D1, . .., D.

P

Figure 3.4:Fluid model state transitions
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3.3.3 Derivation of the Stationary Sojourn Time
Distribution

In the following, we use a Markov Model to investigate thetistzary sojourn
time distribution. Our objective is to derive the time negier an arbitrary cus-
tomer to successfully complete the download of a file. We ttédl the sojourn
time of a customer. The stationary sojourn time distributiooadi us to under-
stand the key influence factors of the system and to dimenk®system prop-
erly. In order to simplify the resulting equations, the a@pas in our model are
normalized byC, thus without loss of generality the normalized server cipa
is 1 and the access bandwidth of a clientilg/C, where R, is the maximum
physical download bandwidth of the customer afidthe real capacity at the
server. The file size is randomly distributed following apexential distribution
of parametel reflecting the measurement results described and norrddiize
the system capacity, i.e.= C/E|[fs].

The changeover poinV* reflects whether the user’s access bandwidth or the
server’s capacity is the limiting factor. Let firdt* be such that

C C

<R. .
N*—1>R and N*—R (3.7)

We assume thaV* < n*, otherwise the resulting model is trivial.

We are interested in computing the exact sojourn time a mestepends in the
system in order to completely download the entire file. Théhaewe will apply
actually consists of solving a system of differential egqueg and is inspired by
the work of Sericola et al. in [120] or Masuyama and Takine84][ However,
our system is more complex since it integrates impatiendedifferent service
behaviors according to the actual number of customers irsyaem. We first
derive equations for the remaining sojourn time distrimutdf an observed cus-
tomer, then we establish the stationary distribution ofrthber of customers in
the system and finally obtain the stationary distributiothef sojourn time of an
arbitrary customer.
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Remaining Sojourn Time

When the system counts less thaif customers, any new customer is served
at an average speed 0R,/Cp)~". Obviously, in this case the bandwidth is
not shared. However, as soon as the system counts more\thatlients, say
nq clients, the bandwidth of our observed customer shrink(;/ﬁ,md)*l, on
average. It is important to know exactly when this happens.

Itis clear that as soon as our observed customer is in seigcdownloading
the file, he will continue until either the file is completelgwinloaded or the cus-
tomer becomes impatient and leaves the system before ciompldevertheless,
we still need to take the arriving customers following hisval into account,
even if they do not directly interfere with our observed oanstr's sojourn time,
i.e. if they are waiting customers. Indeed, these waitingtamers will eventu-
ally become downloading customers. Accordingly, the servate will remain at
alevely/n*, even when a customer in service leaves the system.

Imagine now our customer entering the system counting @&resore than
n* clients. Our observed customer becomes, thus, a waitirngroes. It is then
important to know exactly how many clients were waiting ptio his arrival in
order to exactly determine when his service will start. mghme manner we also
need to record how many clients arrive after his arrival rioteo to determine the
subsequent speed of service.

Owing to the necessity to keep track of the actual numberebther clients
in the system and, therefore, to differentiate between yiséem behavior, we
define the following three different conditional randomiahtes.

ForK € {0,1,...,n* — 1}, we define the random variabl& (K, 1) as the
remaining time a customer needs in order to completely doahthe file he re-
quested, given that there ak&customers in service. Fét € {n*,...,N — 1}
andN € {n*+1,..., N}, we define the two random variabl&g (X, 1) and
W (K,0, N) according to whether our customer is in service or not. The ra
dom variable W (K, 1) is the remaining sojourn time of the observed customer
when the system count® customers. The random variadlg (K, 0, N) is the
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remaining sojourn time of the observed customer when therd{acustomers
in the system and our observed client is waiting at posifioto be served, i.e.
N —n* customers need to leave the system before our customer dbavhload-
ing the file. Note that thes& —n* clients have to be clients in service or waiting
customers located in front of our observed customer in tieigu

We denote by (z) an exponentially distributed random variable with mean
1/z and formulate Theorem 3.1, considering all possible cdsgtsan occur.

Theorem 3.1. For K € {0,...,N* — 1}, the remaining sojourn time of a
customedV (K, 1) in a system that count& customers is such that:

E(AK))

wp. Ra/C(A(K)) ™!
ENK))+W(K —-1,1)

w.p. K (1Ra/C + 01)(A(K)) ™
EAK))+W(K+1,1)

W.p A(A(K)) ™!

W(K,1) = (3.8)

whereA(K) is the exponentially distributed rate at which the next ¢wacurs
that changes the system state:

AK) = (K +1) (upRa/C +01) + . (3.9
WhenK belongs to{ N*, ..., n* — 1}, we have:

E(AMK))

w.p. (K + 1)A(K)) ™!
E(A(K)) + W(K —1,1)

w.p. (K/(K + 1) + K1) (A(K)) ™"
E(AK)) + W(K +1,1)

W.p.A(A(K)) ™

W(K,1) = (3.10)
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where
AMK)=p+(K+1)01+X. (3.11)

WhenK € {n*,..., N — 2}, the remaining sojourn time of the observed cus-
tomer, assuming he is already in service, is:
E(A(K))
wp. p(n* A(K))
EANK))+W(K-1,1)

W(K,1) = (n* — 1) /n* et (n* —1)01 4+ (K +1—n*)6o (3.12)
wp. ACK)
EAK))+W(K +1,1)
W A(A(K)) !
where

AK)=p+n 01+ (K+1-—n")02+ A\ (3.13)

When the observed customer is not in service and assuming &eposition
n* + 1, we have:

ENK))+W(K -1,1)
w.p. (1 +n*61) (A(K)) ™!
E(AK)) + W(K —1,0,n* +1)
w.p. (K — n*)0a(A(K)) !
E(A(K)) + W(K +1,0,n" + 1)
WP A(A(K)) L.

W(K,0,n" +1) = (3.14)
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In case the observed customer is at positwith N € {n* +2,..., K + 1},
we have:

E(AK)) + W(K —1,0,N —1)
u+n*91+(1\77(n*+1))92
A(K)

E(A(K)) + W(K —1,0,N) (3.5)
wp. (K +1— N) 0a(A(K))™"

E(AK)) + W(K +1,0,N)
WP AA(K)) ™.

W.p.

W(K,0,N) =

In both cases described by Eqn. (3.14) and Eqgn. (3.15), tine A& K) is used
as defined in Eqgn. (3.13). Whéfi equalsN — 1, the remaining sojourn time of
the observed customer, already in service, is:

E(A(N—1))

W(N-1,1) = wpp (AN = 1) (3.16)
S| e -y W -2 '

n* — n n*—1)0 N—n*)0
W.p. ( 1) /n* pt( ey 1%)1)+( *)62

where
AN—-1)=p+n"01 + (N —n")0,. (3.17)

When the observed customer is not in service, then assumiig dt position
n* + 1, we have:

EANN -1) +W(N —-2,1)
W.p. (g +n*01) (AN — 1))
EAMN —1)) + W(N —2,0,n* +1)
W.p. (N — (n* +1)) O2(A(N - 1))
(3.18)

W(N—1,0,n" +1) =
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In case the observed customer is at positi®rwith N € {n* +2,..., N},
we have:

EAN —1))+W(N —2,0,N —1)
WP (416 + (N — (n* +1)) 62) (A — 1)) "
EAN-1)+W(N —2,0,N)
wp. (N — N) (AN — 1)),

W(ﬂ_lvov N) =

(3.19)
where the definition of\(K) found in Eqn. (3.17) is used in Egn. (3.18) and
Eqgn. (3.19).

Proof. We only establish a formal proof of Eqn. (3.14), since theopffor all
other equations can be obtained following a similar argumen

We compute the remaining sojourn time of an observed custayiven that
the observed customer is in a system countiigther clients withK” > n*.
Moreover, we assume that our tagged customer’s service dtageh started.
However, as soon as one of thé clients already in service leaves the system,
our observed customer will begin with his download. We, tluegnpute the re-
maining sojourn time of our observed customer given thas la¢positiom™ + 1.
In this case, because of the memoryless property of the expiahdistribution,
the next event (arrival or departure) takes place after aprentially distributed
time with parameteA (K). We have, as stated in Egn. (3.13):

AK)=p+n 01+ (K+1-—n")02+ A\ (3.20)

Indeed, we may observe one of the clients in service, either finishing their
download (at a rat@/n*), or becoming impatient (at a rafe). The remaining
customers including our observed customer, thus, tiiose 1 — n* customers
that have not yet started downloading their file, may becammatient at a rate
0>. Of course, we may still observe the arrival of a new custoamerrateh.

If the departure of a served customer occurs, then our obdewstomer will
become served. This happens with the probability+ n*6:) (A(K))~" and
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corresponds to the first case in Eqn. (3.14). The second oassponds to where

a waiting customer becomes impatient, leaving our obsezustbmer still wait-

ing for service, but the system counts one customer less.h&gpens with prob-
ability (K — n*) 62 (A(K))™*. The last case corresponds to the arrival of a new
user. [ |

Let us remark the following point. Since we are interestedamputing the
sojourn time of a customer, defined as the total time needatbwmload his
desired file, we only consider successfully completed doaaé and the event
that our observed customer leaves the system due to impatiemot taken into
account in any of the equations in Theorem 3.1.

Let W be the remaining sojourn time of a typical customer. We detfiree
following conditional probabilities. FoK € {0,...,n* — 1}

R(y|K,1) = P[W > y| X = K,§ = 1]

(3.21)
=P[W(K,1) >y,

thus, the complementary remaining sojourn time distrdutf a customer in
service § = 1) in a system withi users = K). ForK € {n*,...,N — 1}

Riy|K,1)=P[W >y|X =K,S =1]
= P[W(K,1) >y]
R(y|K,0,N)=P[W >y|X =K,5=0,P = N]
= P[W(K,0,N) > 1],

(3.22)

(3.23)

whereN € {n* 4+ 1,..., K + 1} and P is the position of the observed user in
the queue of waiting users, sinfe= 0 indicates that our observed customer is
not yet in service.
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We now establish the system of differential equations inrieet theorem,
which is given without proof.

Theorem 3.2. The conditional complementary probability distributions
R(y| K,1) andR(y | K, 0, N) respect the following differential equations.

fO<K<N*

QR (y| K1) = ~AK)R(y| K, 1) + K (R/Cu+60:) R(y| K —1,1)
+AR(y|K +1,1).
(3.24)

If N* < K <n*:

OyR(y| K,1) = —A(K)R(y| K, 1)
(3.25)

K
K K-1,1 K+1,1).
+ (gt K0 ) ROTK =10 4 AR (K + 1,1
fn*<K<N-1

AR (y| K1) = —AMK)R(y| K, 1) + AR (y | K + 1,1)

* 1 * *
+<nn* w4+ (n —1)91+(K+1—n)92)R(g|K—1,1).
(3.26)

OyR(y|K,0,n" +1) = —A(K)R (y| K,0,n* + 1)
+(p+n0)Ry|K-1,1)+(K—-n")02R(y| K —1,0,n" + 1)
FAR(y| K +1,0,n" +1).

(3.27)
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Moreover, ifn* +1 < N < K + 1:

R (y| K,0,N) = —A(K)R(y|K,0,N) + AR (y| K + 1,0, N)
+(pu+n01+(N—1-n")02)R(y|K—1,0,N —1)
+(K+1-N)6:R(y|K—1,0,N).

Finally, we have

*_1 * *
+(” M+(n—1)01+(ﬂ—n)92)R(y|ﬂ—271)7

n*

OyR(y|N—-1,0n"+1)=-AN-1)R(y|N-1,0,n"+1)
+(M7177’L*)92R(y|ﬂ72,0,n*+1)
+(u+n"01) R(y|N—2,1)

and

+(p+n 0+ (N-1-n")02)R(y|N-2,0,N - 1)

whenn* +1 < N < N.
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Forn* < i < N, we define the vectorR(y, ¢) of size(i — n* +2) x 1 as
follows:
R(y|%,0,n* + 1)
R(y|%,0,n* +2)
R(y,i) = . (3.32)
R(y|4,0,i4+ 1)
R(yli,1)

Accordingly, we define the vect®(y) as composed as follows:

R(y[0,1)
R(y[1,1)
R(y|n*—1,1)
R(y) = R(y,n") (3.33)
R(y,n* +1)

R(y. N — 1)

which has the dimensio§ ((n*)* — (2N + 1) n* + 3N + N?).

The system of differential equations in Theorem 3.2 can newhtten as

,R(y) = AR(y) and R(0) =1, (3.34)

wherel is a vector of appropriate size consisting of 1. The matris defined
as composed of the following blocks:

Co Ao 0 ... 0
B Ci1 A ... 0

A=]10 By C2 ... 0 , (3.35)
0 0 0 ... Cna
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where for0 < < n*

Ci = —A(i) (3.36)
A=\ (3.37)

(3.38)

i(Rq/Cpu+601) ifO<i<N*
i/ G+ Dp+i161 ifFN“<i<n”

When: belongs to{n*,..., N — 1}, we haveC; = —A(¢)I with I the identity
matrix of appropriate siz& — n* + 2) x (¢ —n* + 2). We have

B,. — (n*_l pt it ) (3.39)

u+(n*—1)91—|—02

02 u+n 6,
Bn*+1 =|p+ n*01 + 65 0 (340)
0 L (0t —1) 61 4 2062

For2 <i < N —1 — n* the matrixBp« 1 is of size(i 4+ 2) x (i + 1) with

Brs1i(j, ) =({—(j—1)02 for1<j<i
Bne1i(j +1,5) =p4+n* 0+ 50y for1 <j<i
Brrti(1,i+1) =p+n 6

Brogi(i+2,i+1) =2Fut(n* —1)0+ (i +1) 02,

(3.41)
and other elements being equal to 0. Bot ¢ < (N — 1) — n*, the matrixA4;
is a matrix of sizg(i + 2) x (¢ + 3), whose elements are

Apitri(G,f) =X for1<j<i+1

(3.42)
Apcyi(t+ 2,0+ 3) = A

and others elements being equal to O.
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The system of differential equations with initial condit®in Eqn. (3.34) can
be easily solved and we get:

R(y) = exp(Ay). (3.43)

It has to be noted thaixp(Ay) is the matrix exponential of the quadratic matrix
Ay ofsizeN x N, i.e.exp(Ay) = 32 % (Ay)". This series always converges,
so the exponential afly is well-defined. Algorithms for the fast computation of

power series solutions of systems of differential equaticem be found in [146].

Stationary Distribution of the Number of Users in the System

Our objective is to compute the stationary distribution led time a customer
needs in order to completely download a file. When a custontergthe system,
he may find the system already occupied with< N customers. This section
aims at computing the stationary distribution of the numifecustomers in the
system at the arrival instant of the observed customer. ®treetPASTA property,

this stationary distribution is simply equal to the staipndistribution of the

number of customers in the system at any time.

Let {X(t); t € R"} be the Markov process counting the number of cus-
tomers in the system. As previously mentioned, the cormdipg stationary
random variable is given byX. We denote by the vector the corresponding
stationary distribution, that is

m(K)=P[X = K], (3.44)

with K € {0,...,N}.
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We defineQ as the generator associated to the pro¢esét); ¢ € R*}. The
elements of) are:

QUi,i+1) =2\ foro<i<N -1
Qi,i— 1) :iRd/Cp+iel for1<i< N*. (3.45)
=p+ib forN* +1<i<n*

=pu+nb+GE—n")0 forn*+1<i<N

The diagonal elements ¢f are such thaf)1 = 0, with 0 being a vector consist-
ing of entries 0 and of appropriate size. Other element@ afe zeros. Clearly,
the process{X (t); te R*} is a birth-and-death process. Accordingly, gebe

pi =M ((E+1)Rs/Cpu+(i+1)61) for0<i< N*
=N (p+@E+1)01) for N* <i<n* (3.46)
=X (u+n" 014+ (GE+1-n")0) forn* <i<N-—1.

We obtain the stationary probabilities f&f € {1,..., N}

m(K) = w(0) 1:[ pi  with  7(0) = (1 + i 1 Pi) . (347)

Stationary Total Sojourn Time

When a customer enters the system, he may either be immgdiateed or is

placed last in the queue depending on the current numberstéroers present
in the system. The complementary total sojourn time distidim of a customer
respects the following equation:

— N—-1

PW >y] = Z R(y|K,1)+ Y w(K)R(y|K,0,K+1).
=0 K=n*
(3.48)
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Fori € {0,...,N — 1 —n*}, we define the vectors(:) as:
(i) =e(i+2,i+ 1) w(n” +1), (3.49)

wheree(s, j) is a row vector of sizeé full of 0's except elemenj which is equal
to 1. Accordingly, we defin@I as composed of

H:<7T(0) 1) ... wnt—1) xm(n?) ... K(M,1)>. (3.50)

Then, using Eqgn. (3.43), we obtain the complementary distion of the user’s
sojourn time as
P[W > y] =Ilexp(Ay)l. (3.51)

For numerical results, we use an approximation using Krgiolspace pro-
jection techniques to obtain the sojourn time distributi®h= ITexp(Ay). It
is available as a software package that provides matrixrexqdal routines for
small dense or very large sparse matrices [60]. It does nopate the matrix
exponential in isolation but instead, it computes diretttly action of the expo-
nential operator on the operand vector. This way of doindlewa for addressing
large sparse problems and improves computational speeiicigtly.

3.3.4 Understanding the Key Influence Factors

In this section we will provide some numerical results anigfly discuss the
influence of some of the important parameters on the systéravim®. Let us
consider an OTR mirror server site with a total capacity/of= 20 Mbps. Note
that while the analytical Markov model used rates normdlibg the server's
capacity, we give absolute values here, as we are intergstbd actual down-
loading durations and they are more meaningful for vergytine plausibility of
the results. The average file siz¢/fE] is 359.87 MByte and the maximum down-
load rateR, of all users is 4 Mbps as specified by the ITU G.992.2 standard f
ADSL Lite. Since we assume this is a mirror site operated byiaie person,
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it is reasonable to assume that the maintainer only limitese to a relatively
small number of concurrently served downloads, @g.= 10 and N = 20,
due to the following consideration. Many existing mirronses indicate the cur-
rent queue length and the expected waiting time until a doadislot will be-
come free. In the above scenario, a user at the first posifitreavaiting queue
would have to wait 20 min and at the last (i.e. 10th) positicsuld require a
waiting time of 200 min. A requesting user who would be fadiagvait so long
before service would obviously select a different mirree sieforehand. As fur-
ther parameters, if not indicated otherwise, we assume westa@rrival rate of
XA = 107 % requests/s as well as the impatience thresholdsgof = 2h and
6;' = 1h for downloading and waiting users, respectively. Furthaen we
verified the accuracy of our numerical implementation bywudations.

Influence of Impatience During Downloading

Let us first consider the impatiené® and its influence on the sojourn time of
a successful customer as shown in Figure 3.5. On the leftigur& 3.5(a), the
CDF of the sojourn time as computed from Equation (3.51) ashwith dif-
ferent impatience thresholds for downloading ugkrs. Darker lines represent
smaller values ob; *. Obviously, the sojourn time increases when the patience
threshold increases. This can be explained by the fact thah; * is small,
only small files are actually downloaded and users downiwgtirger files will
have a large tendency to abort their attempts, so on avehegeojourn time
in the system will be small. This is also suggested when wk &idhe steady
state distribution of the number of users in the system, sge3/5(b). For all
considered values, in particular whep' is small, the probability of finding an
empty system upon arrival, i.e(0), is greater than zero. A largé[ ! shifts the
weight of the distribution toward a larger number of custenén the case of
67! = 60 min we can see that(IN) > 0, leading to blocking of potentially new
arrivals.
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Figure 3.5:Influence of the impatience tint@, during downloading

Figure 3.5 compares additionally simulation results,¢atkd by dashed lines,
with the numerical results obtained from the analysis,datéid by solid lines.
Since we provide here an exact analysis of the sojourn tindettas number of
customers in the system, we simulated only 1,000 downlogukss. Otherwise,
the curves lie on top of each other and cannot be distingdishiee confidence
intervals out of ten simulation runs are omitted, since #r@ytoo small to be vis-
ible in the figure. Therefore, we skip the simulation resintghe following. The
comparison of the analysis and simulation was presentegierder to validate
the accuracy of the numerical solution as well as the coimepgtementation of
the analytical model.

Influence of Impatience during Waiting

We now investigate the influence of the impatience of waitisgrs©- on the
sojourn time. The numerical results are shown in Fig. 3.6eNat in contrast to
Figure 3.5(a) the left figure (Figure 3.6(a)) now shows theglementary CDF
of the sojourn time. Itis remarkable that the probabilitieg1” > 0] may be less
than 1, if the waiting impatience tim{g*1 is large. Again, we can interpret this
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result better by looking at the corresponding distribugiohcustomers as shown
in Fig. 3.6(b). Wherf; ' = 5min the system is already serving' customers
and there are on average 3 waiting users in the queue, iaditgtthe highest
probabilities=(¢) for ¢ € {12,13,14}. However, since the impatience time is
small, queued users quickly leave the system again. On ttee band for larger
impatience values df; ', especially wher; ' > 15min, users wait longer in
the queue and the probability is very large to find the systdim éccupied. Note
that P [W = 0] = P [X = N], i.e., the probability that the sojourn time is zero
is equal to the probability that there akecustomers in the system.

1 0.5 ‘
0.9 0.45 6271 = 60min {
0.8 - 0.4
6! = 60min

0.7 2 o . 0.35 62’1 =30min
=06 62 =30min :? 03
A =}

© —

205 ) 025 0, ! = 15min
%04 S 02

0.3 . 0.15 6. = 5mi

6,7 = 15min =omin
0.2r 2 / 0.1 2
X,
0.1 6,™ = 5min 0.05
o) IR SIS
0 500 1000 1500 0 2 4 6 8 10 12 14 16 18 20
sojourn time [s] number of customers
(a) CCDF of sojourn time (b) Distribution of number of users

Figure 3.6:Influence of the impatience tint®, during waiting

Influence of the Number of Available Download Slots

Finally, we investigate how the number of available dowdlsots affects the
sojourn time. We now look at a slightly different scenarigthwh = 1/80s™",
N = 42 and for values ofn* = 5,10, 20,40 to emphasize exemplarily the
effect. Although the curves for the CDF of the sojourn timendo intersect at
the same point, cf. Figure 3.7(a), the intersection pginfor any two curves
lies in a small range between 1600s and 1700 s. With laigethe download
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bandwidth decreases and together with a higher patiende ddwnloading than
while waiting, the probability for sojourn timeg > 1’ beyond this intersection
point increase wittn*. The CDF of the sojourn time displays a similar behavior
with blocking for largen* as already observed fés. Note that a value of* =

40 and N = 42 means that the maximum waiting queue length is 2.
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0.9 n* 0.06
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(a) CDF of sojourn time (b) Distribution of number of users

Figure 3.7:Influence of the maximum number of download slots

Influence of Variation of File Size

The next investigation aims at the optimal dimensioninchefhnumber of down-
load slotsn* for different file size distributions in flash crowd scenaritn order

to get numerical results for this particular study, we usdsardte event sim-
ulation to investigate the OTR server cluster for variougtributions. For the
file size, we consider deterministic, exponential, Erlaggg lognormal distri-
butions. The parameters of the distributions are choseh that the average
file size corresponds to the measurement values for OTR witheSection 3.2.
For the Erlang and the lognormal distribution, we fitted tHeFCof the mea-
surement values to obtain the corresponding parameteisofbrdistributions.
Clearly, the deterministic distribution has a coefficiehtvariation of 0, while
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the exponential distribution yields to a value IofFor the flash crowd scenario,
we use(t) = Aoe”* with @ = 1072 and\o = 1. This means the popularity
of the video shows an exponential decay and the number okBtl users is
limited to [° Aoe™*" d7 = Xo/a. In the scenario with the parameters above, we
considerl, 000 download requests.
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Figure 3.8:Influence of variation of file size

While Figure 3.8(a) shows the success ratio depending oméxémum num-
bern* of simultaneously served users, Figure 3.8(b) depictsuamge goodput
in kbps. Both figures illustrate the influence of the skewrasshe system be-
havior. It is remarkable that for deterministic and Erlafigtributed file sizes a
maximum success ratio exists, whereas for exponential agribimal the suc-
cess ratio remains nearly constant when> |C/R4|. However, this is caused
by the fact that with a higher skewness, smaller files are ttmaed more often.
In all four cases the goodput is highestiat |C/Rq |, as can be seen from Fig-
ure 3.8(b). The goodput is defined as the ratio of the file simkethe download
time for successful downloads. For largerthe system capacity is wasted due to
longer download times caused by the processor sharingtifeeiand the aborts
due to the user’s impatience.
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As a result of this investigation, we see thét = 7 leads to optimal perfor-
mance in a homogeneous scenario, where all users have tleeasaess band-
width. In this case, the available resources are efficianttlized and the aborts
of impatient users are minimized. In a heterogeneous systenever, we should
follow a dynamic approach to achieve both goals, similahtogroposed coop-
eration strategy for the utilization of scarce resources B2P CDN in a hetero-
geneous cellular network in Section 2.3.5.

3.4 Pollution of P2P Content Distribution Service

Recordings of OTR can alternatively be downloaded via e@gri¢ BitTorrent

P2P file sharing networks. The efficient and cost-effectiay for distributing

contents makes P2P interesting for services like OTR witlugehamount of
video contents. However, the file is not offered at a singlested server location,
but by multiple sharing peers. Thus, peers may offer a ctedipersion of a file
or parts of it. This is referred to as pollution. In the origiinersion of eDonkey,
error detection is done after all blocks of a chunk have beeerived and the
complete chunk is discarded in case of an error. As a reblelgownload of the
entire file is prolonged. However, in more recent versiorsdnkey clients, e.g.
eMule, the Intelligent Corruption Handling (ICH) mechaniss implemented
that performs the error detection on smaller data units thanks and which we
define in the following as segments. Instead of discardiegcthmplete chunk
when at least one corrupted block is received, only all ldockthe damaged
segment need to be re-requested. The actual size of a sedapsrids on the
ICH mechanism. In our proposed model, such mechanisms caadily taken

into account, since we model the actual transmission ofalatalock level.

In this section, we want to model these fake peers and eedlbeir impact on
the performance of an eDonkey-like P2P file sharing systeiteQoE of their
users. Since the file dissemination is disturbed, the daaehjorocess may be
prolonged and the user may abort download requests. Therefo appropriate
model is required which takes into account the user behawittr respect to
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pollution and impatience. In addition, we want to investigas well flash crowd
effects. Therefore, we derive an epidemic model for the fffaglon in eDonkey
like P2P networks. We start with a simple SIR (Susceptibfedted-Recovered)
model from biology and refine this to describe file sharingoprty. After that,
we introduce pollution in our model which is finally describley a differential
equations system (DES).

The numerical results of the DES can be interpreted for tWferdint scenar-
ios. Firstly, the service provider wants to disseminatdeats via P2P. Malicious
peers may disturb the service by pollution and degrade the Qjahe other
users. Secondly, the service provider wants to disturigdlleissemination of
copyright-protected content via other file sharing platfer This can be realized
by polluting such P2P systems. In that case, the servicédmolas to know how
many fake peers are required to heavily disturb the systaoh that the peers
get impatient and stop downloading via P2P. In other wotdsservice provider
has to dimension the required resource for pollution. Tiselts in this section
can be applied for both scenarios.

3.4.1 Epidemic Model of File Diffusion

In the following, let us consider a basic epidemic model faPFile sharing. In
general, the epidemic model is used to describe the progfems epidemic in
a population. It categorizes the population in groups ddipgnon their state. A
commonly used approach is the SIR model [156]. SIR is an atdiien for the
states that are taken during the course of the spread ofshas#i. At first, there
aresusceptiblesnhich are users that can be possibly infected with a cersam
When they are contacted with the disease, they move to the aténfectives
and can pass the disease on to other members of the susequillation. Fi-
nally, there is theemovedpopulation, consisting of users who have either fatally
suffered from the disease or have recovered and become ietoun In either
case, they cannot get infected by the disease again. In #ie 8tR model the
total populationV remains constant.
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Analogy of P2P to Biological SIR Model

We start describing the basic underlying biological model ahow the com-
monalities with P2P file sharing. Although there are varianalogies between
both models, we will see that simply applying an SIR modehsiificient due to

the complexity of the P2P file sharing applications. Howgtler principle time-

dynamic modeling technique from biology will be maintairet we are able to
consider cases that are not in steady state.

®
® : ©

Figure 3.9:Simple IDS state space

Let us now define a model similar to SIR in the context of filerstga We
denote the number of susceptibleside peersi (t) at timet. From this set, the
file requests are generated with a rate\¢f), which can be a time dependent
function or a constant reflecting the popularity of the fikx §10]. Once the peer
starts to download the file, he is attributed to the sed@fnloadingpeersD(t).

The download ratgi(¢) depends on the number of peers sharing the file and
the other downloading peers, which all compete for the doashlbandwidth.
Once downloading of the complete file with sife is finished, the peer joins
the sharingpeersS(t), that offer the file to the other users. The peer shares the
file only for a limited time after which he returns with rageto the idle peers,
see Figure 3.9. Note that this is a rather simplified view fgeaeric file sharing
application, as the detailed mechanism in eDonkey invotl@snloading and
sharing chunks of the file. As we will see later, the sharingroéller data units
also has an impact on the accuracy of the model.
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Thus, the dynamic system of the sharing process can be sgprbyg the equa-
tion system given in Eqns. (3.52)-(3.54). In analogy to tie Bodel, we will
refer to it as the IDS model.

BI(t) = —A()I(t) +1S(1) (3.52)
8:D(t) = A)I(t) — a(t)D(t) (3.53)
8:5(t) = @) D(t) — nS(t). (3.54)

The initial values ard (0) = Io, S(0) = So, andD(0) = N — Ip — So.

In Egns. (3.52)-(3.54) we can at first assume a constant sequnéval rate\
which is adapted to match a Poisson arrival process and theprablem lies in
the determination of the download rgiét). Let us define the upload and down-
load rates a$?., and R, respectively. For the sake of simplicity, we assume ho-
mogeneous users with ADSL connections, resulting in raftegs,0= 128 kbps
and R; = 768 kbps. Since eDonkey employs a fair share mechanism for the
upload rates, there are on average/p () peers sharing to a single downloading
peer and we multiply this value witk,, which gives us the bandwidth on the
uplink. However, since the downloading bandwidth couldteelimiting factor,
the resulting effective transition ratg¢) consists of the minimum of both terms
divided by the file sizefs, see Eqn. (3.55).

i) = = min S@) Ry
at) = 7. { D) Rd}. (3.55)

The dynamics of the populations @& and.S are shown in Figure 3.10 and
compared to the mean population sizes, i.e. mean numbeeds,gEbtained from
5,000 simulation runs. We selectéd = 5,000, Iy = 100 and a constank of
1300 requests per hour. For the sake of simplification weidenst this point
n =0, i.e., all peers remain sharing peers after a completed ldagrand do not
leave the system.
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3.4 Pollution of P2P Content Distribution Service

When comparing the simulation with the analytical model, ca@ see that
the same general shape matchestfor 2000 s, whereas a problem arises with
respect to the accuracy of the model for smaller values of tinThis can be
explained as follows. The transition frol to S is performed only after the
complete file with fixed siz¢s has been downloaded. The current model using
the stated, D, andS, however, is memoryless and does not take into account the
number of bits that have already been downloaded. The timmsbetween these
states are given here as rates indicating the “average” euofliransitions per
time unit. In reality, the average download rate changemduhe downloading
process of an individual peer and itis insufficient to coasitla priori as constant
for the complete file. While this assumption is generally leggbin epidemic
modeling of diseases, we wish to provide an enhanced matluainaodel by
considering a finer granularity. In the following we will @trefore, minimize the
error by splitting the macro stat® into M smaller states corresponding to the
number of bits downloaded. We expect that wiidrapproaches infinity that the
error will be reduced to zero.

1000
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800 sharing peers

700 g p ~a ;

[}

N

n ’

2 600 .

£ s00 e

S .

53 400 L7 downloading
= 300 L’ peers

200r .7
1001=
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time [s]

Figure 3.10:Comparison of simulation results with basic IDS model
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Detailed File Sharing Model

For the sake of simplicity, we consider in the following ttast chunk of a file
which is the most interesting one, as its completion resalthe completion of
the entire file. The user can then decide whether the wholesfghared or not,
i.e., whether the peer becomes a leecher or a seeder. Inlitwing the terms
file and last downloaded chunk have the same meaning.

Let us split the file with sizefs into M logical units which we will consider
individually. Our model thus increases by the stat&s ..., Das. We can in-
terpret the state®; as the state wherglogical units have been successfully
downloaded, i.e.Dy means that the download is initiated afd,; indicates
a complete download. After reception of each block, the guagchanism of
eDonkey determines the sharing peers from which the negklitodownloaded.
This involves an update of the download ratg) after each logical unit. If we
choose the logical unit as blocks, our model is exact and t&imed numerical
error is acceptably small as will be shown in more detailr|ate Figure 3.12(a).
The transitions from the statd3; use a ratg.(¢) similar to the one described in
Eqgn. (3.55).

= Mrnin M R . 3.56
p(t) {Z W d} (3.56)

M—1
i—o Di(t

A further enhancement of the simple model is the introductbp; as the
probability of sharing a file. The updated state space wathditions is illustrated
in Figure 3.11. After thel/-th logical unit has been downloaded, the peer enters
the sharing peers with probability; and returns to the idle state with— p;.
This corresponds to the user leaving the system after daalitig (leecher) or
downloading it another time again at a later time.

The new equation system is summarized below. The originaeingiven in
Section 3.4.1 corresponds to a valueldf= 1. Obviously, the larged/ is, the
more accurate is the model, but the computational requinesrfer solving the
equation system increases as well. Finding a good valié ofvolves a tradeoff
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(1 =ps)n

1 m I Dstt

Figure 3.11Detailed IDS state space

between accuracy and computation speed.

Ol (t) = (1 — ps)p(t)Dar—1(t) — A()I(t) +nS(t) (3.57)
9:Do(t) = A(t)I(t) — pu(t) Do(t) (3.58)
OeD;(t) = p(t) (Di-1(t) — Di(t)) Vi<icm (3.59)

9:S(t) = psp(t) Dar—-1(t) —nS(2). (3.60)

Again, we include the condition — as in the original SIR modéb keep the
total population at the index server constant at

M
N=I+) Di+5. (3.61)

i=1

Since the equation system is a closed system, initial valbeging this con-
straint lead to a constant population. Hence, we assumeé\that Iy + Sy and
D; = 0 for all 7. The considered values faf areM € {1, 18,53} correspond-
ing to the size of a chunk, a download unit of 540 kB, and a bloekpectively.
The extended model is compared to the average o&ver 5,000 simulation
runs in Figure 3.12(a). We can recognize that using a larbesvaf M greatly
improves the accuracy of the model. Throughout the restisfttiesis, we use
M = 53 for the numerical results. This means that the size of thedbgnits in
our model is given in blocks.
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Note that the task of comparing results averaged from sitionlauns to the
mathematical model is not fully appropriate. The time iscditized into steps
of length§ and at each time poirtt = i6 the average population siZé(t;) is
calculated over the/ simulation runs, i.eX (t;) = + Z;,Vzl X (t:) with X;(¢;)
being the population size of simulation rgrat timet;. The DES now describes
the average behavior of a single evolution over time, dejpgndn the initial
values and boundary values. Each individual simulationmatches exactly the
shape of the analytical model, however, depending on thdoranvariables can
be different in scale, see Figure 3.12(b). When we average the series of
simulation runs, this leads to the different decreasingesloetween time 1500 s
and 2000 s in Figure 3.12(a).
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(a) Influence of different values @¥/ (b) Error in average over simulation runs

Figure 3.12:Extended IDS model
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3.4.2 Analytic Modeling of Pollution in the P2P Network

So far the model assumed that all peers share correct versidine file and none
is corrupted. Now we will investigate the influence causedHhase fake peers,
whose cardinality we will denote a& in the following. The number of fake
peers in the system can also be time-dependentki(€), e.g. in order to relate
the degree of pollution to the popularity of the file. We mgdifie detailed file
sharing model to include fake peers and download abortsairegatience. In
addition, we relax the condition of a constant populatiae sind finally end with
a flow model of pollution in a P2P file sharing network.

In the P2P model we assume that the file sharing process of aiffiesize
fs operates similar to the eDonkey network, see Section 2.&.shlaring itself
is performed in units of 9.5 MB, so-called chunks, and tha dditeach chunk is
transferred in blocks of 180 kB. After each chunk is downkxhdt is checked
using MD5 hashes and in case an error is detected e.g. dansmiission errors,
the chunk is discarded and downloaded again. After all chwfka file have
been successfully downloaded, it is up to the peer if the dilkept as a seeder
for other peers to download or if it is removed from sharedfes or free rider).
Since the model does not distinguish between specific chunks sufficient
to just consider an arbitrary chunk instead of the complédrfithe following.
Therefore, we consider a file that consists of a single chuttk W = 53 blocks.

Description of the Flow Model

The flow model is characterized by a differential equatiostesyn describing the
transitions between each of the states a peer traverséallynthere are only

So peers in the system sharing a correct version of the file Idnfdke peers.
Requests for downloading the file arrive with rateA peer downloads\/ units

of the file where it has the possibility of reaching a corresmtsion of the data
block with probabilityp,. Since we assume an equal probability for reaching a
sharing or fake peep, can be given as in Eqn. (3.62) at tirhe
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__ S
p(t) = SO+ EQD (3.62)

The population of peers with successful downloadswiits is defined a®; .
After having successfully downloadéd data units, an error check is performed
and the chunk is discarded in case of an error. If the downdb#ake entire chunk
was successful, the peer either shares the file and enteutagiop S with the
sharing probabilityps or entersL of non-sharing peers with the complementary
probability 1 — ps. On the other hand, if the download attempt of the chunkdaile
because of downloading at least one block from a fake pezpdhbr aborts with
probabilityp, and retries the download attempt with- p,. This means the num-
ber of download attempts is geometrically distributed g@secthe user downloads
from fake peers. The download oflata units of which at least one is corrupt is
represented by stafé. The P2P file sharing model with pollution and impatience
is depicted in Figure 3.13 showing all populations and ttramsitions.

arriving
arriving leaving

A

sharing

O

non—sharing

J_ downloading ‘
L §

Qi o O
(I-pe)n (1-py) 1 (I-po)p pe(l-pr)n
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aborting

leaving

leaving

downloading from fake peers ‘

(I-pa)u

Figure 3.13:Flow diagram of P2P file sharing model
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3.4 Pollution of P2P Content Distribution Service

The differential equation system describing the dynamfabi®r of each pop-
ulation is given in the following Eqgns. (3.63)-(3.69). Fbetsake of readability,
we neglect to note the time-dependency of variables and irsstead off (¢).

0Dy =X+ p (1 —pa) [Frr—1 4+ (1 —py) Da—1] — Do (3.63)
OD; =pupyDi-1 —puD; fori=1,..., M —1 (3.64)
Ol = p (1 —py) Do — p Iy (3.65)
OwFi=p(l—pp)Dic1 +puFi1 —pF; fori=2,....M -1 (3.66)
OS=v+pupspy Dnv—1 —nS (3.67)
WL =p( —ps)pp Dvy—1—nL (3.68)
A = ppa[Fric1+ (1 —ps) Dv—1] —nA. (3.69)

The other variables that have not yet been discussed arddlreduest rate
A and the rates for leaving the systemFurthermorey is the rate of arrivals
of peers that share the file which they obtained from anotberce than from
this network. For peers in the network, we will assume flaghwdrarrivals as
OcA(t) = —aA(t) with initial value of A\(0) = Ao. Hence, the flash crowd sce-
nario corresponds to an exponentially decreasing arratalwith parametet.

A(t) = Xoe . (3.70)

For the sake of simplicity we assume that a peer decides Ve lealy if he
either has successfully completed the downlo8dagd L) or when he aborts
the download attempt4). In Fi;—1, the peer may enter the populatignwith
abort probabilityp,, or else reattempts. The most crucial variable in the model is
the download rate per data umift). We use the same approximation as in [24]
which assumes that if there are enough sharers, the dowbéatidthR; of a
peer will be the limitation, otherwise all requesting pefaidy share the upload
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bandwidthR,, of all sharing peers, see Eqn. (3.71).

M R (S(t) + K(t))
HO=T, { SEDi) + S TR Rd} '

Note that all variables in the equation system are in facttions of time re-
sulting in a highly non-stationary behavior. Finally, ibsid be remarked that the
continuous transition rates lead to a slight inaccuracypnfrmn-integer popula-
tion sizes which do not appear in reality, but reflect the agervalues.

(3.71)

Evaluation of the Download Duration

From the solution of the dynamic system in Egns. (3.63)98.&e can indirectly
derive the transmission durations until reaching an aldsgnopulationS, L, or

A. The statess and D; allow from Eqgn. (3.71) the computation of the download
rates per data unji(¢). For the computation of the download duratié(t), let

us consider the start of the download attempt of a chunk & #inand a series
of time instantg, . . . , tar. Eacht; indicates the time at which the downloading
of one data unit is completed. Since the transmission ragewish respect to the
transmission of a block, thg values can be computed by numerical solution of
Eqgn. (3.72), beginning with a givep.

t;
/ u(t)dt = 1 1<i<M. (3.72)
ti—1

Once the whole chunk is downloaded, we also define this tirseuim asT},
j > 1 indicating withj the number of attempts a download attempt was made
starting atly. Thus,to is always set to the starting time of a new chunk download
and is considered only within the context of a chunk. Theti@iahip between
u(t), t;, andTj is illustrated in Figure 3.14.

At time instantsT; we compute the probability that the chunk was correctly
received by considering the possibilities of encountedrfgke source at atl;.

112



3.4 Pollution of P2P Content Distribution Service

p(t) A duration of chunk transmission
(first attempt)

duration of block
transmission

| - -

N
to f t tm1 tmv—toti b time
To T: T,

Figure 3.14:Computation of block and chunk transmission durations frgm

The probability for a correct block,(t;) at the start of each block download
intervallt;, t;+1] and the probability.(¢o) of the chunk being correctly received
is the product over each of the correct block probabilitiegibning at,.

M—-1

pe(to) = H po(ts) . (3.73)

If the chunk was not successfully downloaded, the peer @®us retry its
attempt with probabilityl — p,. The average successful download duratigr)
is then computed considering(¢) andp,. If we define the random variable of
trials X (To) needed for successfully completing the download whichesieat
Ty, after thej-th download attempt, we obtain the probabilities in Eqn7z43.

PIX.(Ty) = 1] = po(T0)
PIXo(T0) =l = (1= paV ™ pelTys) [] 0= pel)) . 22,
k=0
(3.74)

The average time until successfully completing the chunkrdoad which the
peer started at tim&, follows then as shown in Eqgn. (3.75). The probabilities for
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Xs(To) must be normalized by all possible realizations in ordemty take the
successful download completions into account.

P [Xs(To) = 4]

8(T) = > (T3 = To) s~ B oy =77 -

j=1

(3.75)

3.4.3 Solving the Differential Equation System

The proposed model for pollution of a P2P CDN is describedrasdider ordi-
nary differential equations (ODE). In order to solve ODE

Ovy(t) = f(t,y(t)), y(to) =1%o, (3.76)

we use the Dormand-Prince method known from numerical aiga[$1]. The
method is a member of the Runge-Kutta family of ODE solversrdvispecifi-
cally, it uses six function evaluations to calculate foughd fifth-order accurate
solutions based on Taylor series expansion. The differbrtgeen these solu-
tions is then taken to be the erroof the (fourth-order) solution. This error esti-
mate is very convenient for adaptive stepdiZe). The Dormand-Prince method
only needs the-th order solution at the immediately preceding point to pate
the next value

s i—1
Ynt1=Yn+ Y _ biki, where k; = hf (tn +ehyn+ Y aijkj> (3.77)

i=1 j=1

with step sizeh. The coefficients are given in the so-called Butcher tatde, s
Table 3.2, and we use the Butcher table as in the related Matdde45 imple-
mentation.
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Table 3.2:Butcher table containing coefficients for Runge-Kutta eolv

0

c2 | a2

c3 | az1  ase (3.78)
Cs | As1  Qs2 - As—1,s

o b2 - b1 b

Numerical Accuracy

For validation of its numerical accuracy, we compare thdyaical flow model
with simulation results. A user in the P2P system (i) may béaias offering
corrupted content, (i) may behave selfish or altruistic(iibr be impatient and
aborts a download. The parameters related to the user loeteae the number
of fake peersK, the sharing probabilitp,, and the abort probability,. We
investigate different parameter settings taking such skavior into account.
Figure 3.15(a) shows the final average population sizesarirghpeers and
aborting peers over the number of fake peravhen the whole population is in
the absorbing states, L, A. The values are obtained from 20 simulation runs
and error bars represent the 99% confidence intervals. Talgsismatches the
simulations well with only slight differences due to the enrging Markovian
assumption at state transitions. The accuracy can be sexntday inserting ad-
ditional intermediate states at the cost of a higher contipma complexity for
solving the equations. Figure 3.15(a) shows that a smalbeurof X = 10 fake
peers is almost sufficient to prevent any peer from compjetie download.
Since we consider a non-stationary system, the downloaatidarvaries over
time according to the current system state. Figure 3.1%{ts the average du-
ration of a peer as function of the starting time of the dowdléor K = 4. The
analytical result is computed directly from Eqgn. (3.75) adnpared to values
obtained from 20 simulation experiments. In both scenanidis different abort
and sharing probabilities, the curves show a good matchfl@kle crowd arrival
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Figure 3.15:Comparison of simulation results with analytic flow model

causes in both cases a strong increase with a linear de@edsa the case of
no retrials and altruistic usergpd = 1, ps = 1), the duration is significantly
smaller since peers only attempt to download the file onceth®rother hand,
whenp, < 1 the number of trials has an average greater than one resiidtin
longer download durations, see Eqn. (3.74).

Influence of Pollution, Selfishness, and Supporting Servers

The following three major influence factors are considetieal are (a) pollution
in terms of number of fake peefs, (b) user behavior in terms of willingness to
share afile,, and (c) the number of supporting servers in terms of irsesding
peersSy. We choose an arbitrary (but fixed) observation time insanthich we
obtain the number of aborted downloads. In the followingnegkes, we chose
the time instant to be one day after the whole process starts.

For illustrating the abortion of downloads clearly, we ddes here the case
that each user will retry the download exactly once morer dftsering down-
loaded some corrupted content. If the second download pttéaits, the user
will give up. This can be easily realized by enhancing theestpace of the pol-
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lution model, cf. Figure 3.13, with downloading stat®$;+1, . .., Daar—1 and
Fu, ..., Fon—1 for the second download attempt. Then, the following triamsi
ratesi — j from statei to j have to be modified and accordingly applied in the
DES given in Egns. (3.63)-(3.69).

Transition rates for downloading from regular peers for tleanload attempts:

Dy-1—A:0 (3.79)
Dy—1 — Fur i (1= po)p (3.80)
Dnryi — Daytita : polt ie{0,1,...,M —2} (3.81)
Diarsi — Fursivr s (1— po)p ie{0,1,...,M -2} (3.82)
Dopy—1 — A:(1—py)p (3.83)
Don—1 — S : pspopt (3.84)
Don—1 — L: (1 —ps)poit - (3.85)
Transition rates for downloading from fake peers for two dimad attempts:

Fy-1— Do: 0 (3.86)
Frn-1— Fy:p (3.87)

Fy — Dyt : polt (3.88)

Frve — Fugr s (1—po)p (3.89)
Fayrvs — Fargivr o ie{0,1,...,M —2} (3.90)
Fopi—1 — A (3.91)

Thus, a user may only abort after the second attempt, igr. ddtvnloading2 M
blocks, cf. Eqgns. (3.83) and (3.91). Download requeststerexamples occur
with rate ) to investigate the download df0) = I, peers in total. The DES is
enhanced accordingly,

OI(t) = A1) and Do) = AE)I(t) + u(t)Do(t) . (3.92)
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Figure 3.16:Aborted downloads regarding sharing probability, number of
fake peerds, and number of initial seeds,

We can recognize in Figure 3.16 that already a small numbéakefpeers is
sufficient to severely disrupt the diffusion process of a figure 3.16(a) shows
the ratio of aborted downloads over the numbérof fake peers and the ratio
So/ K of initial sharing peers, over fake peerg(. The sharing probability was
set constant tps = 0.5. Increasing the number of fake peers leads to an increase
in aborted downloads. Especially, if the number of fake sesiis greater than 15
and there are less than 100 initial seeds, there will be ncesséul downloading
attempt. It has to be noted that the flat area, where the rbtibarted downloads
is almost zero, stems from non-finished downloads. Thismsda€the ratioS, / K
is too low and falls below a threshofd. However, the actual threshold depends
also on the absolute number of fake peers, {&is a non-linear function of
So and K. From Figure 3.16 we can conclude that the actual downlaaé ti
and the number of aborts show a non-linear relationship éatg, and K.
Considering the scenario where the content providers ugBstéhnology to
distribute the files, dimensioning of supporting servees 9y, disproportionately
highly depends on pollution in terms of fake peers.

In Figure 3.16(b) we investigate the influence of the shapirapability p, on
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the ratio of aborted downloads. The number of initially ghgpeers is chosen as
So = 200. We can recognize that the number of fake peers has more dtingn
effect on the aborts rather than the sharing probability.

Summarizing, the results show that a relatively small nunabéake peers is
sufficient to disrupt the propagation of a file in an eDonkefwoek. Altruism
of users cannot help to overcome pollution if too much pedier @orrupted
content. However, a large number of initial seeds or supmpitervers, being
disproportionate to the number of fake peers, attenuagesftact of pollution.

3.5 Comparison of Client/Server and P2P

The aim of this section is to evaluate the performance of aecdrdistribution
service with respect to reliability and efficiency. We comgpa client/server sys-
tem to a P2P CDN and evaluate the users’ QOE in terms of dodimgdime,
success ratio, and fairness while considering flash crowigaés and corrupted
contents. The number of fake pedksis assumed to remain constant through-
out the observation period. This allows to easily dimengtmn system for the
scenario where the service provider wants to save copypigitected contents.
In order to compare the performance of P2P and a C/S systenmeeg
to match the conditions like the available capacity of thstesyn and aborted
downloads. Therefore, impatient users in both systemsetaheir download-
ing attempt if the total sojourn time in the system exceed&rgatience time
O. In order to make a proper comparison, we now use a detetinipatience

Table 3.3:Default parameters for evaluation of P2P and C/S system

general parameters P2P parameters
file size fs 9.5MB initial sharing peers| So | 100
upload bandwidth R, | 128kbps|| seeder arrival rate | v 0
download bandwidth| R, | 768kbps|| departure rate n 0
flash crowd decay « 103 sharing probability | ps | 0.8
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© = 50,100, 150, 200 minutes. In the P2P system, there &fginitial sources
for the file which have an upload capacRy,. The C/S system is assumed to have
a total constant capacity = SR, which corresponds to the total bandwidth
available in the P2P system at time- 0. Unless stated otherwise, we will make
the following assumptions as summarized in Table 3.3. Wenogesimulations

to obtain the numerical results. Each simulation run is agetwenty times.

3.5.1 Success Ratio

The performance of P2P and C/S is now compared regardingittoess ratio,
i.e., the ratio of successful downloads to the sum of sutglesmsd aborted down-
loads. The success ratio in P2P is 100%@&or> 50 minutes and smallK, see
Figure 3.17(a). However, wheR increases from 6 to 7, the success ratio with
© = 200 minutes reduces to about 50% and for even lareno peer completes
the download. Figure 3.17(b) shows the equivalent resoft€ as function of
the number of service uniis. Except whem* is too small, the success ratio lies
above that of P2P for eadh, especially when the optimal valug’ = |C/Rq]

is chosen. We conclude that C/S has at least the successfrR®®, if the client
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Figure 3.17:Comparison of success ratio between P2P and CS
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bandwidths are known a priori for dimensioning the optimainter of service
units. The P2P system strongly suffers from the presenaeoahiany fake peers.

3.5.2 Download Duration

The key performance indicator from the user’s viewpoinhi&sdverall download
duration, i.e., the interval from the request of a file unsl successful down-
load. In Figure 3.18(a), the time for successful downloauts the sojourn time
of aborted downloads is depicted. Since the patience tindetisrministic, the
abort time is given as straight lines for ea®h The lines begin at values d&f
where the success ratios become less than 1. The successfubdd duration
increases withi until impatience manifests itself in increased canceleardo
loads. Peers beginning their download later benefit from ¢ffiect. As a result
the mean download time stays constant or even decreasesvétaik” and the
99%-confidence intervals from the simulation runs increhgeto the decreasing
number of successful downloads which can be used to comipei@/erages.
The results in Figure 3.18(b) show that well dimensionedesys show the
best download performance. However, if the optimal capasita priori un-
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Figure 3.18:Durations of successful downloads
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3 Modeling of Online TV Recording Services

known, the P2P system outperforms the server as the capdd®@P increases
with the number of sharers. If the peers behave altruigtie,R2P system has
its advantages and might cope with even more extreme flagrdsravhich will
crash a server with fixed capacity. The P2P system mainlyfitefiem incen-
tives and its multiple source technique when sharing ajreaceived chunks to
other peers, thus fostering the cooperation among peeks [30

3.5.3 Fairness Issues

We choose the fairness indicatdr= (1 + c§)_1 given in [53] which returns
values between 0 and 1. Low values of the fairness indexatelian unfair sys-
tem, while a fairness index of one describes a completehsfatem, where all
users experience exactly the same download time. Thedgiathe coefficient

of variance of the download timea user experiences. Independent of the number
of fake peerds or the patience tim®, the P2P system is a more fair system with
higher fairness index above 0.9, cf. Figure 3.19(a). On therdhand, CS reaches
such fairness only for very large* in Figure 3.19(b). In that case, the average
download time, however, is larger than in the P2P systema(fmall number of
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Figure 3.19:Fairness index of successful downloads w.r.t. downloadtéur
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fake peers). We can conclude that a well dimensioned CS wpitioe knowledge
of the clients’ bandwidths outperforms P2P at the cost ehéss. Furthermore,
we could see that the influence from only few fake peers iscsefffi to severely
cut down the performance of the P2P system.

3.6 Lessons Learned

Network-based video recorder services like OTR offer thigeo files via con-
tent distribution networks. From the user’s point of viehe tperceived quality
of the services mainly depends on efficiency and reliabilihese characteristics
can be quantified in terms of download time and success ratigey requests.
Due to the distribution of the typical large video contemis,inefficient service
operation may lead to download aborts, when the user getstiemp because of
too long download or waiting times. The download requestsmbccur as flash
crowds according to the popularity of videos. Typically, seugets interested
shortly after the video content is released. In the case d®,Qfis means that
within the first hours or days after recording, most usersrejuest the recorded
show. Technologies like P2P help to overcome phenomendldigle crowds and
improve scalability compared to server cluster which mayogerloaded in such
situations. Nevertheless, the P2P technology invokediaddl challenges and
user behavior than in traditional client/server systenesifi the willingness to
share files and churn of users, peers may be malicious andfaiffe contents to
disturb the data dissemination. As a consequence, thditilianay be dimin-
ished because of pollution of the P2P system and the inhgm@minloading of
useless contents. In order for the content provider to enthat the file is not
being modified by other malicious sources, a client-sergértion offers natu-
rally greater security by having a single trusted sourcerof§ the information.
However, if the served content has a high popularity, thelleoa a high request
rate leading to a drastic increase in server load. All of béls to a trade-off
consideration between high reliability at the risk of oeeded servers and good
scalability where the received data may be corrupt.
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In this chapter, we aimed at comparing a client/server gystean eDonkey-
based P2P system with respect to this trade-off due to thegamgyeuser behav-
ior. Therefore, we provided appropriate models to desdnipatience and flash
crowd effects. These models allow evaluating the impactef behavior and di-
mensioning of system parameters. To get realistic valuethéovolume of video
contents, a measurement study has been conducted for O€R einhtents, as
well as for shorter YouTube videos. For the client/servestesy, we proposed
a fluid model to describe the time-dynamic evaluation of ystesn. By means
of a Markov model, we derived the sojourn time of an arbitrasgr, who suc-
cessfully completes downloading a file from an OTR serveriestigated the
effects of the impatience thresholds of waiting and dowailog users, as well
as the number of available downloading slots. Understanitiese key influence
factors allow to dimension the required resources in theegys

Next, we presented an analytical model for the file diffugioocess in a P2P
file sharing network similar to eDonkey. The model is basedanrepidemic
model with different populations reflecting the current dévad state of peers.
The numerical results showed that a small number of fakespeser greatly in-
hibit the propagation of a file. This fact can be used for canpeoviders to pro-
tect their copyrighted material from being illegally dibtrted in the network by
introducing a sufficient number of fake peers. A higher wiless of the user to
share the file after successfully downloading it can redheextimber of aborted
downloads, if the initial sharing ratio among good and cprfiles is sufficiently
large. As application, the P2P model allows investigatiraimpact of fake peers
and user behavior in terms of impatience or willingness trasia file. This can
be used either (a) to quantify the disturbance of the P2Risydtie to malicious
peers when the service provider relies on P2P technolody) @0 @imension the
number of fake peers to save copyright-protected contemteding distributed
in illegal file sharing system.

The lessons learned in this chapter on modeling of Online B¢dRding ser-
vices comprise mainly the comparison of P2P and C/S for CDiN réispect to
reliability and efficiency while taking into account the engieg behavior of users
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in both systems. While in general it is not easy to comparb tygtes of networks
due to their inherently different structures, we could gaglely investigate both
architectures under comparable situations. Basicallgnihcomes to the relia-
bility, servers seems to be the better choice, as manigltig& is not being in-
jected into the network. However, malicious users can dtsalathe C/S system
by generating denial of service attacks which may look likessive flash crowd
arrivals. From the view of the end user, the same effect maxperienced when
downloading from a trusted server as with P2P networks walfufion or poi-
soning. Especially, when the request arrival rate is higgytaiting time until the
download can be processed or its duration may become too Tdregproblems
in C/S performance can be overcome by adding further seayeaity. Now, P2P
systems can be easily made inoperable when many fake saxisédf the ini-
tial number of sources is small there is a risk of these peergng the system
which would make the network lose content due to churn. FHerrégason, it is
important that incentives are being provided to peers teea®e the willingness
to share the data. For a service provider relying on P2P, dchgblution may
also overcome pollution by assisting the CDN with serversamhing network
elements.
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4 QoE of Edge-Based VolIP
Applications

User satisfaction with application and service perforneairc communication

networks has attracted increased attention during thentgears. The interest
in how the user perceives usability, reliability, qualitydaprice-worthiness as
a means of competition is increasing. The network and semioviders need
to be able to observe and react upon quality problems, athefste the cus-
tomer takes notice of them. The notion of QOE was introduceskiveral white
papers [118, 158], mostly in the context of multimedia defyvsuch as IPTV.
Besides of objective end-to-end QoS parameters, QoE fe@mssubjective val-
uations of service delivery by the end users. The necessitytroducing QoE

can be explained on the example of VoIP. A voice user is netésted in know-
ing performance measures like packet loss or receivedghmut, but mainly in

the experienced speech quality and timeliness of the cdonesetup.

In the previous chapters, however, we have demonstrat¢dutio@e Internet
applications may lead to (a) new challenges, e.g. an inefficisage of resources
for P2P file sharing due to heterogeneity in B3G, and (b) nexaferging user
behavior, like selfishness or pollution. In both cases, #er perceived quality
is decreased as a result. The design of future Internetcapiolins has to account
for this QoE concept. Therefore, they may follow a new pagpaxiin which the
intelligence of the network control is gradually moved te #dge of the network.
This edge-based intelligende reasonable from the view point that the applica-
tion knows best its service requirements. For example, @wapplication knows
its used voice codec and thus the corresponding requireidnmn throughput.
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4 QoE of Edge-Based \oIP Applications

Skype VolIP application  Currently, there exist applications and services in
the Internet which implement the control of network trafficapplication layer.
Popular examples for such edge-based services are P2Rdiieg networks,
like eDonkey or BitTorrent, or the Skype VolP client. Botimgees have in com-
mon that the application itself determines the amount oSuoored bandwidth.
This impacts both the objective QoS of the end-to-end caioreas well as the
subjective QoE as perceived by the end-user.

Skype is a proprietary application which is based on P2Ptaoly. It offers
rapid access to a large base of users, seamless servicé@peaaoss different
types of networks (wireline and wireless) with an accegtataice quality [19],
as well as a distributed and cost-efficient operation of a sewice. The good
voice quality of the Skype service is achieved by appropnaice codecs, such
as iISAC and iLBC [123], as well as by adapting the traffic ratéhe sender
to the current conditions in the network which are describgdlassic end-to-
end QoS parameters, like packet loss or jitter. Howeverettteto-end QoE per-
ceived by the user will be the essential criterion for thessuber of a service. A
typical QOE measure is thidean Opinion ScoréMOS) [79], which can be de-
termined fromsubjectiveratings by real users or predicted fravhjectivemea-
surements of properties of the delivered audio. In orderhimose appropriate
(counter-)measures to keep user-perceived service yjaalitve a certain thresh-
old, a provider needs to know how network-level QoS pararadtanslate into
user-level QOE perception and vice versa.

To stress its edge-based intelligence, we examine if m&hipe is feasible in
current 3G networks with varying network conditions. UMTjgecators promise
to offer large data rates which should suffice to support \@ds in a mobile
environment. To investigate this, the actually achievealiguof IP-based voice
calls using Skype can be measured in a public UMTS networkdtition, we
can emulate the UMTS environment to push the network toritétsiin order
to investigate how Skype reacts to certain conditions innitgvork. As a side-
effect, we obtain a traffic profile for common QoS parametéth® proprietary
Skype application. Related work on Skype is briefly reviewefection 4.1.4.
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Goal and structure of chapter The main focus of this chapter is on how
the current network conditions described as QoS parameference the QoE of
a VoIP user and in how far an edge-based application like &kyacts to quality
degradations. As fundamental background, we elaboratewndassess quality
in Section 4.1. In particular, different quality metricdavant for QoE and QoS
evaluations are discussed. Since basic QoS problems ownhkelevel result in
QoE degradations, a qualitative relationship between Q@EQDS exists. The
identification of such a generic relationship between QaEQ@aS is formulated
and derived as 1QX hypothesis. It presents an exponentjsrdkency of QoE
from QoS. With respect to the 1QX hypothesis, we review ezlatvork deal-
ing with user experience in web browsing and demonstratethiesexponential
interdependency is also valid here.

To quantify the influence of QoS problems on the QoE for Volpliaptions,
we set up a testbed to measure the quality of VoIP traffic. éntéistbed, we are
able to control the network conditions and to inject for &mste loss or jitter.
Packet traces are captured to measure the QoS parameterseCiived audio
signals are compared to the originally sent audio signaéssess the QoE. The
computation of QoS and QoE parameters, as well as the véidficaf the correct
emulation of network conditions are explained in Secti¢h 4.

After that, the QoE of the voice codecs iLBC as used by Skypke@i711 is
related to certain QoS impairment factors in Section 4.3driicular, we quan-
tify the impact of uncorrelated and correlated delay ardrjipacket reordering,
random packet losses, and bursty losses. We test the IQXHsgie and show
that we can confirm the hypothesis when appropriate metresealected for
describing the QoS impact on application layer.

In Section 4.4, we investigate Skype's edge-based inezitig in a 3G en-
vironment. This is done by performing measurements in bopuldic UMTS
network and a testbed environment. The latter is used (a)ttoduce network
disturbances like packet loss or jitter, as well as (b) tolatewrate control mecha-
nisms and changing system conditions of UMTS networks. 8ase¢he obtained
QoS and QoE measurements, we answer the following questidection 4.4.
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Does Skype work properly with a rate-controlled dedicategnnels in UMTS?
In how far does the emulation tool influence the behavior ofpgR Which im-
pact does the UMTS network itself have on the voice quality?ifiyy a connec-
tion, does Skype react to network changes? The gained erpes and results
brings us to Section 4.5 where we give an outlook and futunothe area of
QoE management and provisioning. Finally, the lessonsiéehin this chapter
are summarized in Section 4.6.

4.1 Background: Assessment of Quality

Quality of Experience combines user perception, expegieard expectations
with non-technical and technical parameters such as apigic and network-
level QoS. While the ITU standards focus on service quabityarrds the end user
[55], the IETF's understanding of QoS relates to the cafiagslof the network
to provide packet transfer in a better-than-best-effory. Wehile the ITU view
on QoS is user-centric, the IETF view on QoS is network-g¢entihis raises the
question of how network-level QoS measurements and corgiate to the user
perception of a service.

There is however still a lack of quantitative descriptiomeract definitions
of QOE. One particular difficulty consists in matching suiye quality per-
ception to objective, measurable QoS parameters. Sulgemtiality is amongst
others expressed through MOS [79]. Links between MOS and [i2o&meters
exist predominately for packetized voice such as VolP. N studies have
performed measurements to quantify the effects of indaidonpairments on
the speech quality on a single MOS value for different codéms example
G.729 [56], GSM-FR [132], or a comparison of some codecs. [88dition-
ally, the E-model [59] and related extensions [73] assessdmbined effects of
different influence factors on the voice quality. In [58]etlogarithmic function
is selected as generic function for mapping the QoE, themeted as user level
QoS, from a single parameter because of the mathematicalathéstics of the
logarithmic function.
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We follow a different approach in this chapter and motivaiermlamental rela-
tionship between the QoE and quality impairment factor sascpacket loss and
related jitter on the example of VoIP. Basic QoS problemsetwaork level relate
to (a) late delivery, (b) non-delivery, (c) out-of-orderlidery, and (d) changed
contents of IP packets if not captured by the link level. Théfgct the timely
behaviour of the application and the appearance of the sgmEspectively. Ob-
viously, generic QoS problems (such as loss, delay, jigeordering, throughput
limitations) imply generic QoE problemésuch as glitches, artifacts, excessive
waiting times). For estimating the QoE, different apprasschre explained and
classified in Section 4.1.1.

Due to these generic quality problems, we research and peopgeneric re-
lationships between QoE and QoS in Section 4.1.2. The fiation of such a
generic relationship is formulated as IQX hypothesis anived in Section 4.1.3.
It presents a unified and practicable formula expressingxparential interde-
pendency of QoE from QoS. The formula’s three parameteesvdibr simple
matching and comparison of statistics and limits, respelsti It is thus appli-
cable for online, in-service classification of QoE problamased on QoS obser-
vations, which is of interest for service providers and reknoperators. With
respect to the 1QX hypothesis, we review related work degalith web brows-
ing in Section 4.1.4 and demonstrate that the exponent&idapendency is also
valid here.

4.1.1 Quality Comparisons and Classification of
Metrics

The derivation of QOE—QoS relationships builds upon qualdmparison be-
tween (1) the so-calleeferenceby which we mean undistorted content such as
voice or video, or an undistorted service such as a downlotdty, and (2) the
outcome of the transmission in form of a potentially distdrtoice or video, or a
delayed download activity which is referred to@agcomein the following. Such

a distortion may impact the quality of the content (e.g. sheguality) and/or of
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the timing (e.qg. fluidity of a video or download times). Th#re QOE can be seen
as the remaining quality of the outcome after such a distortn the context of
\VolP, the encoding of voice data and the delivery throughltheetwork may
introduce distortion and degrades the QoE.

Quality comparison For quality comparison, there are different measure-
ment methods and observation levels which we introducdlpti@ clearly show
the applied methodology in this chapter. We can distingbetaveencommuni-
cation situationand lab situation cf. [149]. In a communication situation, the
reference is in general not available, only the outcome eaaliserved and an-
alyzed. In a lab situation, both reference and outcome aiadle and can be
compared with great effort and in great detail, which oftepdéses the necessity
of carrying out this analysis off-line. The measuremenésented in this chapter
are conducted in a lab situation.

There exist two basic measurement options whichsatgective testingnd
objective testingUsually, subjective quality tests form the basis for pptaal
objective test methodsSubjective testsare carried out by a test panel of (real)
users. While many (possibly even diverging) views on thdityuaf the outcome
can be taken into account leading to accurate results ass/aljood understand-
ing of the QOE and its sensitivity, this type of test can bénttishe-consuming and
costly, since the tests have to be conducted by a large nushheers for statisti-
cally relevant resultsObjective testsre carried out by an algorithm on behalf of
a real user, trying to imitate (or predict) user perceptiasdun on key properties
of the reference and/or the product. Objective tests cdavigbsychophysical
approaches and engineering approaches, a detailed diescapwhich is found
in [149]. For VoIP, the PESQ (Perceptual Evaluation of She®cality) stan-
dard [64] objectively evaluates and quantifies voice qualftvoice-band (300
- 3400 Hz) speech codecs. It uses psycho-acoustic and egmibdel to ana-
lyze and compare the reference and the outcome. As PESQsdbownepeatable
and automated measurement processes, we rely on thighhgdor quantifying
QOE—QOoS relationships and obtaining statistical significasults.
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Depending on the object of interest, we can observe congentselated net-
work traffic on different levels. Observation @pplication levelimplies exam-
ination of the payload, which makes it possible to get a tedagpicture of the
content and on the timing of reference and outcome. Probieitiisthe latter
may arise from the network, including its links, and the retwstacks in the
end systems, as well as the implementation of the applitatself like pre-
buffering. Additionally, measurements aetwork levelmay be conducted. This
means investigation of the flow of packets in terms of conepless, timeliness,
and pattern types like bursty losses or correlated delaysut measurements,
we observe both levels to derive QoE — QoS relationships.

Classification of metrics Depending on the available information for sub-
jective or objective tests, quality metrics can be classifiecording to the fol-
lowing three categories, cf. amongst others [81, 139, 149]:

Full Reference(FR) metrics: Both outcome and reference are available and
allow for detailed subjective and objective comparisongaife, images, videos,
download times on application level, as well as packet gamenetwork level,
etc. Concretely, this means extraction, evaluation andpesison of QoE- and
QoS-related parameters on any level in an off-line manngiginis most interest-
ing for deriving QOE—QO0S relationships. FR metrics deliver highest accuracy,
but require high computational effort.

No ReferencéNR) metrics: Quality information has to be extracted frdra t
outcome, as no reference is available. This is a typicahergituation with sole
focus on the resulting quality as perceived by the end usgreealuated through
questions, or the user’s representative, e.g. an algorlthennetworking context,
NR metrics are usually lacking the possibility of discembetween quality prob-
lems stemming from the reference, e.g. quality degradsaitioe to encoding, and
additional disturbances by the network. Thus, NR metriesnat applicable for
deriving QOE-QOS relationships aiming at capturing theaotf the network.
NR metrics estimate the actual QoE with a low accuracy onbyn@on variants
of NR algorithms even analyze only on network level.
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Reduced Referend®R) metrics: Instead of comparing directly the reference
with the outcome, parameters on application and/or netlewdd are extracted
at the sending and receiving side which help predicting thE.GAs an example,
on application level the RR Hybrid Image Quality Metric (H®D[81] computes
various criterions of the reference image and sends thehetoeteiver. The ex-
tracted parameters are taken into account for estimatenguhlity of the received
image without needing the reference image at the receivea firther example,
on network level throughput variations and losses may bigetéand compared
to estimate the quality on receiver side as done in [75, 192¢h parameters of-
ten have their roots in FR research as a means of summariathingerpreting
the outcomes. However, as they represent key QoE and QoS ¢i@ra in a very
condensed manner, they can be applied in an online in-geseinario by trans-
mitting them between source and sink, and subsequently @angahem in order
to find out about quality problems. Because of their backgdothey represent
promising candidates to build QOE—-QoS relationships upéni12, 127].

reference A

FR(AB) - - 1. measure A,B,X

2. compute FR(A,B)
3. derive RR(B,X)
RR(B,X) <« — 4.testlQX

outcome B o——e NR(B)

}
1
1
v — » extracted
parameters X

Figure 4.1:lllustration of the different quality metrics and approaabplied for
testing the IQX hypothesis

Figure 4.1 illustrates the different FR, NR, and RR qualitgtrics and their
required inputs. For the FR metric, the referentas well as the outcom®
are available allowing to estimate the QoE B\r(A, B). For the NR metric,
only the outcomeB is available,V R(B). For the RR metric, in addition to the
outcomeB the extracted parametekS are available which (a) may be measured
at the receiver side on network level and/or (b) may be ete¢daat the sender side
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on network and/or application level. Thus, the quality isreated asR R(B, X).

Figure 4.1 also shows the approach we follow to quantify Q&S relation-
ships. Since we perform the measurements in a lab situatienare able to
measure the referencé, the outcomeB, as well as extracted QoS parameters
X on network level. We rely on FR metrics to get a high accurauy @btain
FR(A, B). We then investigate and derive an appropriate RR m&f¢B, X)
according to the proposed 1QX hypothesis. Finally, the IQ)dthesis is tested
for the considered scenario.

4.1.2 Qualitative Relationship Between QoE and QoS

We now turn our focus onto a qualitative, schematic relatim describing the
impact of QoS problems onto QoE, illustrated by Figure 4.8.tke x-axis, the
QoS disturbance is denoted, while the y-axis indicates avadke, e.g. in terms
of MOS. Although this relationship is basically independehthe type of the
metric discussed above, we now focus on a situation in whietetwork ac-
counts for QoE reductions between reference and outcome.

area 1: no distortion |-
area 2: user disturbed | :

\ |area 3: user givesup |:

®© .o 0

)]

QOE value
N w B

i

X X
1 QoS disturbance 2

Figure 4.2:General shape of the mapping curve between QoS and QoE
The QoE of the outcome of the transmission as a function of @st8rbance

is split in several regions, (1) no distortion, (2) user istaibed, (3) user gives
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up. The actual thresholds of the different areas are reféorasec; andz2. Thus,
thresholdz; indicates when the user gets disturbed by the QoS distuebeamd
experiences a lower quality. The thresheldndicates when the QoS disturbance
is such high that the user is dissatisfied and gives up. In ©h&) we have
considered this case for online TV recording services anfl @isturbance due
to pollution.

Area 1: Constant optimal QoEor a vanishing QoS disturbance, e.g. in case of
a transparent network, the QoE is that of the referencerrdated by hardware
and software configuration as well as the chosen networkntéaby. A slight
growth of the QoS disturbance may not affect the QoE at allifgiance, small
delay and delay variations may be eliminated by a jitterdyuffvithout the user
noticing the additional delay. Typically, the user considide quality to be good,
which illustrated by the green color in Figure 4.2. Anotheason is that a user
is not able to determine a better QoS. An example is given ati@e4.1.4 for
the delivery of web pages. Even if web pages are deliveradrfasich that the
web page delivery time falls below the threshald the user does not perceive a
better experience.

Area 2: Sinking Q0EWhen the QoS disturbance exceeds a certain threshold
z1 (e.g. when the current delay exceeds the capacity of tlee fttffer, yielding
buffer underflow), the former QoE level cannot be maintaiaeg more. As the
QoS disturbance grows, the QoE and thus the user satisfagiti&s, which is
illustrated by the green color switching to yellow and figath red. In case of a
high QoE, a certain additional QoS disturbance might hawmaiderable impact
on the QoE, while for low QOE, that particular additional QdiSturbance might
not be that critical any more. Consequently, as the QoE siitkgradient is
expected to do so as well.

Area 3: Unacceptable QoBs soon as the QoS disturbance reaches another
thresholdzz, the outcome of the transmission might become unaccepiaolyn
quality, or the service might stop working because of tezdintonstraints such
as timeouts. If a user was involved, it might give up usingstrice at that point.
This is illustrated by the dashed line.
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While thresholdr; due to its technical nature represents a sharp threshdld tha
very well may be co-located with theaxis, threshold:2 may be user-dependent,
an example of which will be discussed for the cancellatida of web browsing
users in Section 4.1.4.

4.1.3 The Exponential Interdependency of QoE and
QoS Hypothesis

We demonstrate now a fundamental functional relationséipvéen the QoE and
QoS parameters, like packet loss or jitter. As an analysodition of this rela-
tionship between QoE and QoS, we formulate the IQXdrdependency between
QoE and QoS is ¥ponential) hypothesis. At large, the QoE is a functiomof
influence factord;,1 < j < n:

Q0E2q3(11,[2, ,In) (41)

However, in this chapter we focus on single influence fadtmtcating the QoS
in order to motivate the fundamental relationship betwéenQ@oE and an im-
pairment factor corresponding to the QoS. The idea is tovedtie function
QoE = f(QoS) with a single impairment factaf = QoS.

In general, the subjective sensibility of the QoE is the meeasitive, the
higher this experienced quality is. If the QOE is very highsraall disruption
will decrease strongly the QoE, also stated in [58]. On theiohand, if the QoE
is already low, a further disturbance is not perceived $icgntly. This relation-
ship can be motivated when we compare with a restauranttgaéléexperience.
If we dined in a five-star restaurant, a single spot on thencleaite table cloth
strongly disturbs the atmosphere. The same incident appaach less severe in
a beer tavern.

On this background, we assume that the change of QOE depeitlds current
level of QOE — the expectation level — given the same amoughahge of the
QoS value. Mathematically, this relationship can be exqgésdn the following
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way. The performance degradation of the QoE with respecterain QoS pa-
rameter, like packet loss, i%%%. Assuming a linear dependence on the QoE
level, we arrive at the following differential equation:

e =B+ (@oE =) . 4.2)

The solution for this equation is easily found as an expadakhinction, which
expresses the basic relation of the IQX hypothesis:

QoE =a-e 795 4. (4.3)

Note that in this context the IQX hypothesis is formulatethvoS as parameter
for the current quality of service. The higher the valijeS is the lower the
objective quality is. The higher the valdg E is the higher the subjective quality
is. The limitQoS — oo goes toy in this case. In Eqn. (4.30S is for example
the packet loss ratio andoF is described in terms of MOS. In any other cases,
the algebraic signs have to adapted adequately in Eqn. (4.3)

4.1.4 Related Work

While we test the IQX hypothesis for the G.711 and Skype’'sGhBice codec in

Section 4.3, web browsing is considered as a second exaorgkesting the 1QX

hypothesis in the following two subsections. In that case,use well-known

results and measurements from literature. The first one psgsve measure-
ments of HTTP traffic to find a relationship between QoE and .Qo#e second

approach, users are interviewed about their perceivedtyaad average mean
opinion scores are calculated. In both cases, the authopoge a logarithmic
interdependency, but we will show that in both cases the I@pothesis can be
applied convincingly. Finally, related work on Skype isdfly reviewed, since
we use the Skype application and in particular Skype’s iLB@er for the mea-
surements presented in this chapter.
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4.1 Background: Assessment of Quality

Cancellation Rate of Web Browsing Users

The presented measurements here are taken from [69] in wioinan and
Henriksen measure the level of user dissatisfaction wigtmthb-content deliv-
ery quality. We use these results to check the 1QX hypothasise context of
web browsing. As QoS parameter, the delivery bandwidth éslu$he QOE is
expressed as cancellation rate of web requests.

Khirman and Henriksen use a passive network-attachedraniffevice that
collects packets traveling across a specific network lirfkervards, they apply
reverse engineering to the captured packets to get infasmabout the states
of TCP connections and to extract details of the applicatiger transactions.
The data collector was installed in a commercial ISP netwdtk public Inter-
net access. 80 % of the traffic was generated by customerg disihup modem
connections up to 56 kbps; 20 % of the traffic was generatedisomers using
high-speed connections. More details of the measuremantberead in [69].

o
[
<

exponential: R = 0.951
f  (x) = 0.059 exp(—0.048 x)+0.054
oo exp

cancellation rate
o
o
~

34 R
0.05} logarithmic: R = 0.938
fiog) = ~0.017 10g(x)+0.130

0 20

40 60 80 100 120
delivery bandwidth [kbps]

Figure 4.3:Measurement results for web browsing taken from Khirmantéext
riksen [69] and comparison of logarithmic modgl,(x) and expo-
nential modelfe.p(x)

Figure 4.3 shows the cancellation rate of HTTP objects ddipgron the de-
livery bandwidth of that object. It has to be noted that onbjeats for which
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at least 8 kB was transferred are considered. This resutis3if3,050 object re-
quests of which 22,903, i.e. 6.1 %, were cancelled. Noteithtitis figure only
low range delivery bandwidth up to 120 kbps is consideredtduée fact that
the majority of users have dial-up connections.

Every point in this graph represents the cancellation @te bin of 7461 ob-
jects with a similar delivery bandwidth. The x-value a palenotes the average
delivery bandwidth of these objects; the y-value represtdre cancellation rate
which is the ratio of canceled objects divided by the totahber of requests in
this bin. In order to determine if an object is canceled, thiect size advertised
by the server and the actual size of the delivered objectarpared.

Khirman and Henriksen propose a logarithmic fitting funetfor the can-
cellation ratef;,q(x) = —0.017logz + 0.130 in dependence of the delivery
bandwidthz in [69]. The resulting coefficient of correlation B = 0.938.
Applying the 1QX hypothesis to these measurements leadssi@hatly better
coefficient of correlationR = 0.951. The exponential model is described by
fexp(x) = 0.059¢ 09482 4 0.054.

In Figure 4.3, we see that the exponential function deceeasenger in the
beginning. At the end, however, the shape of the exponettiae is more flat
than for the logarithmic function in this area and approaciewly the asymp-
tote limy—oo fexp(z) = 7 = 0.054. Note that the logarithmic function — in
contrast to the exponential — is not bounded and goes towaiadigs infinity,
limg o0 fiog(z) = —o0. Hence, the IQX hypothesis might be more appropriate
for modeling the cancellation rate as QOE parameter withaetsto the delivery
bandwidth as QoS parameter.

Mapping of Weighted Session Time to Perceived Web Browse
Quality

The next example for checking the 1QX hypothesis is baseti@hitU-T recom-
mendation G.1030Estimating end-to-end performance in IP networks for data
applications[116]. It applies perceptual models to gauge user satisfacte.
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QoE, with the end-to-end performance, i.e. QoS. As an exameb browsing
applications are depicted. As QoS parameter response amiladm times are
used which are measured in the network or calculated froril TP transaction
times. Regarding the QoE, experiments are conducted whereesponse and
download times in a web session were manipulated and the aserasked to
evaluate the perceived quality according to the five-poi@3/scale (5: excel-
lent; 4: good; 3: fair; 2: poor; 1: bad).

In [116], it is stated that the expected maximal session tiitlelominate the
perceived quality and the user’s rating. Therefore, thevolt context, i.e. fast,
medium, and slow network, is taken into account and for edi¢hese network
types individual time scales are used for the maximal seSSiDE ... The
considered values are 6s, 15s, and 60 s, respectively.

Basically, the web session consists of three steps, (a) jaduUbst requests
and retrieves a search page which is then displayed, (b)ubject types and
submits a search time on this page, and (c) then retrievegea gigowing the
search results. The users were asked to type in the samé spey in every
session. In total, 49 experiments were conducted for eatheofhree network
contexts where the response timés {3) and download timeg4, t4) are varied,
see Figure 4.4. Here, the testing users are distinguishedatn separate groups,
trained experts and untrained (naive ) users.

t Tt ] T 1 1 ] fime
request search firstresponse search page start search first response requested data
page visible downloaded visible downloaded

Figure 4.4:Different time components of the web session for computimg t
weights of the weighted session time in G.1030. Figure igrnak
from [116]

As aresult of [116], it was found out that for the fast netwaikh ¢,,,0, = 6's
and naive users the coefficient of correlation betweenaesisne and MOS is
too low, R = 0.72. Therefore, the model was extended and the weighted session

141



4 QoE of Edge-Based \oIP Applications

time was used as QoS parameter. The idea is to find weighttsr the different
time components; of the entire web session which maximize the correlation be-
tween this weighted session timg and the QoE. The different time components
are illustrated in Figure 4.4. It is

tw = wit1 + wats + wsts + wats . (4.4)

The sum of the weighting coefficients is normalized to 4.0ritteo to be able to
compare normal session timess t1 + t2 + t3 + t4, with weighted oneg,,.

Figure 4.5 shows the measurement results from [116] forakerfetwork and
the entire user set, i.e. experts and naive users. Eachipdiire graph represents
a single experiment with the weighted session time on theix@nd the mean
opinion score on the y-axis. In [116], a logarithmic mappiagction fioq () is
proposed which yields to a coefficient of correlatiBn= 0.954. Note that the
logarithmic model leads to MOS values above 5#gr < 0.62s and to MOS
values below 1 fot,, > 13.48s. This is indicated in Figure 4.5 by the dotted
line style.

‘i exponential: R = 0.966
T, = 4.298%Xp(-0.347x)+1.390

logarithmic: R = 0.954
flog(x) =-1.299%0g(x)+4.379

0.5029 5 10 15
weighted session time [s]

Figure 4.5:Measurement results for web browsing in a fast network tdkem

G.1030 [116] and comparison of logarithmic model,(z) and ex-
ponential modef..p ()
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4.1 Background: Assessment of Quality

Testing the IQX hypothesis results into a coefficient of etation R = 0.966
which is slightly better. An advantage of using the expoiaurve as mapping
between QoS and QoE is the fact thfat, (z) is bounded for large weighted
session times in contrast tf,,(x). In particular, it isy = 1.390. However,
for very small session times, < 0.50s the exponential function also leads to
MOS values above 5. This example nicely demonstrates tkestldz; in Fig-
ure 4.2 of the principal shape of the mapping function betw®eS and QoE,
see Section 4.1.2. A user is completely satisfied if the segsne is around half
of a second. If the data is delivered even faster than thatuier is not able
to perceive this better quality of service. Regarding nekwwanning, it might
be possible to save resources, as it is not necessary tadprbetter QoS for
maintaining the same QoE. This already shows the potemig&ct of QoE and
paradigm change in telecommunication networks accomgéjiehe consider-
ation of QoE instead of QoS.

Skype VoIP Application

The immense success and popularity of Skype made it sulgedifférent re-
search studies illuminating various interesting aspe€isst of all, Baset et
al. [123] analyzed initial versions of Skype and revealsdlifferent mechanisms
to traverse NAT routers and firewalls. They showed that Skyxased on P2P
technology and relies on the concept of Superpeers whigleaye used to relay
calls between peers which are not able to establish a dioectection. Ehlert et
al. [126] derived typical signatures of such relayed SkypH\éessions in order
to support administrators in detecting Skype traffic in thngitwork. A similar
approach was applied in [143] by performing measurementsotim the client
and the server side of a relayed call in order to charactemzkdetect relayed
traffic. Guha et al. [130] studied the session times and baifttveonsumption
of Superpeers in the Skype overlay. Based on measuremeantspetific Super-
peer they derived the complementary distribution funcfmmrelayed VolP call
durations as well as for the size of files transferred oveSthge overlay.
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In [91] first concerns where expressed to use Skype in a caigenvironment
due to security issues. The topic of security was furthezudised in [114], [124],
and [108]. Skype encrypts its calls using AES with a blocle %128 bit and a
key size of 256 bit. Authorization is done using RSA keys oftof2048 bit. A
closer look at the Skype binary also revealed that it triggétect itself from be-
ing reverse engineered by refusing to start when tools likeSoft-Ice debugger
are present.

In contrast to all previous work, we intend to study how Skypacts to
changes in the network and how this affects the satisfactidhe user with the
service. Therefore we characterize the traffic generatea Slgype client in dif-
ferent environments and relate it to the quality as percelyethe end user. The
work which comes closest to our studies is [125], in which déhors derive
a User Satisfaction Index (USI) which translates typicdlveek parameters as
well as measured call durations into a performance measutesér satisfaction.
The two main points in which we differ from this approach drattwe regard
a mobile UMTS environment and try to uncover how Skype pemnfoin such
situations and how it is able to maintain the measured usisfasztion even un-
der the changing network conditions which are typical in iehetworks. In
addition, we measure the QOE using the established andajgreccepted MOS
value, which relies on the comparison of audio files instdadying to translate
network parameters into user satisfaction.

4.2 Measurement Testbed and Setup

The general measurement setup applied in the experimeti$safhapter is as
follows. We installed the VoIP application on two end hadtand B. The voice
user A sends audio data to voice usBrusing UDP and IP on transport and
network layer, respectively. The audio data is an Englighkep text without
noise of length 51 seconds, sampled at a rate of 8 kHz, enceitled 6 bits per
sample which is a standard audio file for evaluating VoIP armdlable at [141].
The audio file was played with the Winamp audio player on nmreeHi, whereas
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the output of Winamp was used as input for the voice appboatinstead of a
microphone). Packet traces were captured using the laesibns of TCPDump
and Windump on each machine according to the underlying €&pgectively.

The main focus of our studies is on how the current networlditmms in-
fluence the QoE of the end user and in how far an edge-baseidatjpi like
Skype reacts to quality degradations. This is done by paiifa@@ measurements
in both a real UMTS network and a testbed environment. Therlat used (a) to
introduce network disturbances like packet loss or jitiewell as (b) to emulate
rate control mechanisms and changing system conditiond/tf &Jnetworks. In
this context, we investigate to what extent the results dépa the way the net-
work is emulated and if there are differences to measuresvierd real UMTS
networks. Therefore, we apply two different emulation agghes, one based on
hardware and one based on software. For the hardware basezhelp we used
a Cisco 3660 router running 10S 12.0, the software basedoapprwas real-
ized using dummynethf t p: / / dunmmynet ) and NIST Net, two freely avail-
able tools which offer different abilities to emulate typicetwork behavior for
individual end-to-end connections. Figure 4.6 gives amages on the conducted
measurement scenarios. Details of the concrete measursetep for the differ-
ent scenarios are given in the related sections.

\VoIP experiments

/\

public UMTS network emulation

N\ N

f . hardware-based software-based
uplink downlink traffic shaping router tools

PN

dummynet NistNet

Figure 4.6:0verview on conducted measurement scenarios
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During the course of the measurements, NIST Net turned ofit veell for
our purposes and was therefore used in the experiments émtifging QOE in
dependence on QoS parameters and testing the 1QX hypotheSection 4.3.
NIST Net is a network emulation package running only on Liniixallows a
single Linux PC set up as a router in order to emulate a widietyaof network
conditions. In particular, selected performance effestsapplied to the IP pack-
ets of the out-going stream. Via command line, the networdi®ns of a sin-
gle end-to-end path can be controlled, which is again reduior the automated
measurement process. The controllable network parametenserest for our
measurement scenarios are packet loss and delay. It idfgossigenerate ran-
dom packet losses according to a given packet loss protyapili This means
IP packets are randomly dropped with probability. NIST Net additionally ac-
cepts an autocorrelation parameterfor the loss, however, this parameter has no
effect on the out-going stream, which is demonstrated ini@ed.2.2. In order
to control the delay between two nodes, the average delathe standard devia-
tion o4 of the delay, and the autocorrelatigpcan be passed to NIST Net, which
uses a normal distribution with the related parametersridomly generate de-
lays. To verify our measurement setup, we checked in péatiau Section 4.2.2
whether the desired network conditions are correctly etadlay NIST Net.

4.2.1 Computation of QoS and QoE Parameters

The end-to-end quality of the communication between twolergls can be eval-
uated on different levels and from different points of viéie traditional ap-
proach captures the QoS using measurements on the netwerkTae derived
technical parameters precisely describe the currentyabflithe network to pro-
vide a service but do not necessarily reflect the qualitylbfglthe user of the ser-
vice. On that account a new paradigm emerged which intendssess the QoE
describing the satisfaction of a user with the service. lftilowing, we show
how we measured and captured QoS and QOE in our testbed mmént. The
investigated performance measures comprise the QoE is frthe MOS value

146



4.2 Measurement Testbed and Setup

and the QoS in terms of network-based factors like throughacket interarrival
times, or packet loss.

As results of the measurements we obtain the received aleliarfil packet
traces at the sender machideand the receiver machinB. For each sent and
received packet on both machines, we extract a unique IBsitleeof the packet,
and the local timestamp when the packet is sent or receiesgectively. Note
that the clocks atl and B are not synchronized and might drift. However, time
and frequency synchronization are not necessary for asgetbe applied QoS
parameters.

Packet Loss Let s be a stream of packets stemming from the application un-
der investigation andou: = {Pout,1,Pout,2; - - -, Pout,n } b€ the set of packets
that are sent fromd to B. The packet®,..,; are ordered in ascending order ac-
cording to their sending timestamps, ., ;, i.€.1 < j = tsp .., < ts
Analogously, letsin, = {pin,1,Pin,2,--.,Pin,m} C Sout be the set of packets
that are received bys from A. The packet;,,; are ordered in ascending order
according to the timestamps,,,, ; when the packets are received, i.e.fot j,

we observe, p,,, , <t, The measured packet loss ratio simply follows as

Pout,j*

Pin,j*

sl _ ) _m (4.5)

|50ut| n

pL=1-

On average, the measured loss ratioshould be equal to the preset packet loss
probabilitypr, of the network emulator, i.gi. converges asymptotically . .

One-Way Delays The one-way delay is basically defined as the time dif-
ference between the time , when sending the first bit of a packptat the
sender side until the time. ,, receiving the last bit of the packgtat the receiver
side [61]. The one-way delay, for a packeip follows as

dp = tr,p — ts,p fOI'p € Sin C Sout - (46)
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Note that in case of dropped packets the one-way delay isafited. How-
ever, as the clocks at the sender and the receiver side deedtta be synchro-
nized and the clocks might additionally drift, the estimatiof one-way delays
out of measurement data is a complex task. Binzenhofer ptoabse in [145]
a method to estimate accurate one-way delays based on magietes at the
sender and at the receiver side. The method assumes symoredrivay delays
in the uplink and the downlink and readjusts the measuragegah such a way,
that the median one way delay is equal in both directionssTthe estimation
method is applicable for our measurements to derive onedegys. The pro-
posed method overcomes unsynchronized clocks and lineek drifts. Note
that the one-way delays are only required in Section 4.2v2tify the emulated
end-to-end one-way delays. However, we will additionakg them to show al-
ternative metrics for jitter.

Jitter The term jitter is used to express delay variations withirtraasn of
received packets. In literature, there exist differentrdéfins of how to assess
the jitter. The most common ones are (a) the standard dewiafithe one-way
delayw = ocowp and (b) the inter-packet delay variatiofbpy as defined in
RFC 3393 [66]. The standard deviation of the round trip dédalso a common
measure, however, it cannot be used in the context of Volfhepackets are
neither acknowledged nor returned to the sender.

After computing the one-way delays, for all received packetg € s;,, the
standard deviatiow of the one-way delays simply follows as

2
w = STD[dy|p € sin] = |5|%1 ( S 42— ( 3 dp> ) . @7

PESin PESin

A different common metric for expressing jitter uses theiifpgacket delay
variation IPDV as defined in [66]. The IPDV compares the orsrdelays of a
selected pair of packets within a stream. It is defined as ifferehce between
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the one-way delayg, andd, of the packet® andg. It holds

IPDV (p,q) = dp—dg= (tr,p —tsp) — (tr,g —ts,q) (4.8)
(trp —trg) — (tsp — tsq) (4.9)
= Atrpqg— Atspqg- (4.10)

Thus, the IPDV of two packets is the difference of the intacket delay in the
outgoing stream of packets.,: and the inter-packet delay in the received stream
sin- As measure for the jitter of a packet stream, the standarititen of the
IPDV any two consecutively received packets is computeaimis:

owpov = STD[IPDV (pin,i, Pin,i+1)|1 < i <m] . (4.11)

Packet Reordering  As aconsequence of delay variations in a stream of pack-
ets, it might occur that packets are reordered. Dependirigeoactual implemen-
tation, an application might be able to handle jitter by gsim appropriate jitter
buffer, however, reordered packets might be more difficutt¢al with on appli-
cation layer and hence result into significant QoE degredatiThis performance
issue was revealed during the course of this work for onéeaijn under study.
Therefore, we also investigate this phenomenon and itsinfe on the QoE, al-
though in the Internet, packet reordering is indeed possihlt seldom observed.

There exist different metrics for quantifying packet reanidg. In [136], a de-
tailed introduction on the necessity of different packerdering metrics is given
and the computation of the metrics is proposed. In generedcaived packet
p € sin is referred to ageordered packef and only if there is at least one
packetq € s;» Which was sent aftep, i.e.t,, < tsq, but arrives before the
packetp, i.e.t, 4 < t.p . We formally define

pisreordered= 3q € sin : tsp < ts,q ANtrg < trp . (4.12)

The ratiops,, of reordered packets within a stream of packets is denoted as
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Type-P-Reordered-Ratior reordering ratio in short. It is calculated as

9. = L{p € sinlpis reordered|

=1 (4.13)

The reordering ratio is a very simple metric, as it does nke iato account
how “much” a single packet is reordered. This can be exenfplfiustrated. Let
sa be packet stream with 8 packetsu:,.a = {p1,...,ps}. If ps arrives for
some reasons befoyg, but all other packets are sent in correct order, the re-
ceived packet stream is,,, 4 = {p1, p2, ps, ps, P4, Ps, P, pr } and the resulting
reordered ratio ips,,, , = 1/2, aspa, ..., pr are reordered according to the def-
inition above. However, an application might only drop petgk while the other
packets are processed correctly, as only the packet aymwihof order cannot be
processed. Ifthe stream is received asin,g = {p2, p1, P4, P3, P6, D5, P8, D7},
we obtain the same reordering rafig,, , = 1/2. Later, we will see that this
metric is sufficient to describe the relationship betweeckptareordering and
QOE, as some applications like SJPhone used for testingQiehlypothesis
seems to have problems with reordered packets.

A more complex metric to quantify packet reordering is thean reordering
late timeof a packet stream [136]. The reordering late time is the mari dis-
tance in time from a reordered packet to the earliest padcastived that has a
larger sequence number. If a packet is in-order, its reorgéate time is unde-
fined. The first packet to arrive is in-order by definition aad hndefined reorder-
ing late time. This metric seems appropriate to capture éteark disturbance
as perceived on application layer. A formal definition is

1
=T D tri—trg, (4.14)

i€Z

with Z = {p € sin : pisreordered, j = min{k|l < k < i}, andt,  as
measured arrival time of packkt
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Mean Opinion Scores  For the quantification of the QoE, we use a full ref-
erence metric, i.e. we compare the sent signal with thevedeine offline. Our
measurement testbed allows to capture the audio signalseosender and the
receiver side and allows to apply the full reference metfteraa measurement
run. In particular, we use the mean opinion score (MOS) [@@press the QoOE
of the VoIP call. Therefore, the audio file sent is comparetth tie received wav-
file using the Perceptual Evaluation of Speech Quality (PE8€hod described
in ITU-T P.862 [64]. The resulting PESQ value can be mapp&ularsubjective
MOS value according to ITU-T Recommendation ITU-T P.8630][ The MOS
can take the following values: (1) bad; (2) poor; (3) fairy ¢bod; (5) excellent.

4.2.2 Verification of the Emulation of Network
Conditions

Although NIST Net is a common tool for emulating network citioehs, we con-
ducted several test runs to investigate whether the desétebrk conditions are
correctly emulated or not. Summarizing, NIST Net correetiyulates (a) uncor-
related packet loss with input parameters (i) packet loebatility pr, and (ii)
correlation factor;, = 0, and (b) correlated as well as uncorrelated delays with
input parameters (i) average delay, (ii) the standard deviation of the delay,

and (iii) the correlation factor,;. However, correlated packet loss streams are
not correctly emulated which we show later. Before that, igewss uncorrelated
packet loss and uncorrelated delay and jitter.

Emulation of Packet Loss

For verifying the emulation of uncorrelated packet loss jnvestigate the inter-
packet loss distanc&’, that is the numbek of received packets between two
consecutive packet losses. For a given packet loss priyahil, the inter-packet
loss distance follows a geometric distribution @K = i] = pr,- (1—pr)* for

1 =20,1,2,... in case of uncorrelated loss. Figure 4.7 compares the thiegre
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Figure 4.7:Verification of the emulation of uncorrelated packet loss

and the measured cumulative distribution functions of theripacket loss dis-
tance forpr, = 0.1 andpr, = 0.05. For sufficiently long test runs, the measured
packet loss rati@g;, approaches the preset dropping probability,fige— pr.

Emulation of Delay and Jitter

For verifying the emulation of delays, we consider the CDFhaf one-way de-
lay d,, for any packep transmitted from sender to receiver. NIST Net offers the
possibility to use different delay distributions. In our @aserements, we use the
normal distribution with parameter, for the average delay ang; for the stan-
dard deviation of the delay. Figure 4.8 shows the CDF of treeway delays for
pa € {0ms,90ms} andog € {1 ms,5ms, 10 ms}. Again, we can see that the
theoretical and the measured curves agree. Thus, NIST Metctly emulates
delay and jitter as desired.

Note that an average delay; of 0 ms means that NIST Net does not add
any additional delays before relaying a packet. As the pgackee transmitted
via Ethernet from sender to receiver, we obtain a minimadsmaission timel
for the one-way delay which is arourly = 0.3 ms. NIST Net internally gen-
erates pseudo random numbers following a normal distobutd delay pack-
ets. As negative delays do not make sense, NIST Net setsiveegatues to
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Figure 4.8:Verifying the emulation of uncorrelated jitter and delay

0ms which explains the probability of 50 % for the minimal emay delaydy,
Pd, = do] =0.5.

A deep inspection of the source code of NIST Net revealed RW&T Net
is optimized with respect to computational time at the cdstazuracy. In par-
ticular, NIST Net can only generate random delay values whiccase of the
normal distribution lie in the intervdliq — 404; a + 404]. However, the prob-
ability for delay values to be larger than; + 404 is negligible and it holds
Pldy > pa +40q] = (1 + erf 75)/2 = 3.17 - 10~° for normally distributed

delays with the Gauss error functiert(z) = == [ e dt.

™

Emulation of Autocorrelated Packet Streams

In NIST Net, the emulation of autocorrelated packet streiarbasically approxi-
mated by a first-order autoregressive process AR(1), wkiébrinally described
asy; = x; - (1 — r) + y;—1 - r. For generating the next random valygthe
fractionr of the previous random valug_, is taken into account which leads to
an autocorrelation of at lag1.

However, the current implementation does not correctly latauautocorre-
lated packet losses which would be one possibility to preduarsty losses. We
deeply investigated the source code and found out that tbe gtems from in-
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Figure 4.9:Measured standard deviation of the one-way delayfepending on
jitter o preset in network emulation package NIST Net for different
autocorrelation settings= rq

ternal conversions between 16 bit and 32 bit integer valsdsrmal mathemat-
ical proof that for a given packet loss probability and a correlation factat;,
NIST Net generates a packet stream with a measured packetlisp;, = pr,
and7r, = 0 (instead ofF, = r) can be found in the technical report [153].

Next, we check the emulation of autocorrelated delay valyesansmitting
the audio file from sender to receiver. This results into hdyid 700 IP packets.
Figure 4.9 plots the measured standard deviatimf one-way delays on the y-
axis against the given jitter valueg passed to NIST Net on the x-axis. We varied
the correlation factor, assigned to NIST Net from.5 to 0.9999. Independently
of the preset correlation factey, labeled withr in Figure 4.9, the measurement
results should lie on the line(o4) = 04. Forry < 0.9, the generated delay val-
ues are as desired. Table 4.1 shows that the measured aetation fits roughly
to the preset value for; < 0.9. However, for very large correlation factors
rqa > 0.99, NIST Net does not correctly emulate the given parameteingst
We therefore investigate the impact of autocorrelatedydedtues for correlation
factorsrq € {0.5,0.9} only. In the following, we will investigate whether delay
correlations in packet streams have an impact at all on tHe Qo
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Table 4.1:Measured autocorrelation of the one-way delaydepending on jitter
o preset in network emulation package NIST Net for differemba
correlation settings,

preset runs | mean | std. min. max. | 99% conf. int.

rq =05 109 | 0.444 | 0.023 | 0.396 | 0.508 | 0.438 | 0.449

rq =0.9 109 | 0.883 | 0.014 | 0.855 | 0.922 | 0.879 | 0.886

rq =099 | 109 | 0.442 | 0.399 0.066 | 0.993 | 0.342 | 0.542

4.3 QoE of Voice Codecs iLBC and G.711

The measurements presented here were conducted durirayy@007 and April

2007 at the Routerlab of the University of Wirzburg. We thetlQX hypothesis
for different preset QoS parameters, which are packet tday and jitter. For
quantifying these QoS parameters, we use the metrics agdéfiection 4.2.1.
For each of the QoS parameter setting ten individual measnmeruns were
repeated to gain statistically significant data. In theofwlhg figures, Figure 4.10
—Figure 4.14, a single dot represents a single measureomenith the measured
QoS value as obtained by the packet trace on the x-axis ammb8erved mean
opinion score on the y-axis.

To demonstrate whether an exponential interdependenaebatthe QoS and
the QoE can be observed when varying a single QoS parametédit, tlve mea-
surement data as described in Section 4.3.1. The resultipgnential model
function is plotted in each corresponding figure, the olg@dioptimal parameters
of Egn. (4.3) are annotated, as well as the coefficients @raenationR? are
given as goodness-of-fit measure.

In the following, the used hardware and software of the nmremsent testbed
are explained. Detailed information on the hardware of eglunachines is given
in Table 4.2. An overview of the actual versions of the sofavand the used
operating systems can be found in Table 4.3.
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Hardware Configuration =~ The measurement testbed is set up in a local area
network without any connection to the Internet to avoid aoige traffic or cross
traffic. The testbed comprises two client machinkeand B for the voice com-
munication, and a dedicated machifefor emulating the network conditions.
The LAN is realized with Ethernet and the voice client maekiare connected
via crossover-cables to the emulation machibehas an additional network in-
terface that is used to control the measurements remotkdy/.vdice clientsA
and B are located in different subnetworks and both use the n&texmulation
machineD as routing gateway, hence, the complete traffic betweand B can

be influenced byD, e.g. by introducing additional delays or dropping IP paske

Table 4.2:0Overview of the hardware configuration

Name || senderd | emulatorD | receiverB

Role Client Router Client

CcPU 2 x Intel Pentium Il
1.3GHz [ 500 MHz | 1.3GHz

RAM 512 MB

HDD 80GB | 16GB | 40GB

3COM, 100 Mbps
Nic 1x ] 3x | 1x

OS and Software  For our experiments, we use t&dPhone VoIP application
(http://ww. sj | abs. com) for several reasons. First, SJIPhone implements
different voice codecs, among others, the iLBC and the Gvilde codecs, in
which we are interested in this study for quantifying QoE #&sting the QX
hypothesis. The SJPhone software allows to explicitly uspezified codec via
the GUI or by adjusting a parameter file (in the Linux versi@gcond, SJPhone

is open-source software that enables direct voice callsdeat any two hosts.
Thus, the end hosts do not need to register at any SIP sertez Internet. The
call initiator has to know the IP address of the machine todiked and then the
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call is directly established via SIP or H.323. The used sasgiotocol suite can
also be configured via the parameter file. In our measuremeatsse direct SIP
calls. Third, SJPhone can be controlled from the commaraldimd configured
via parameter files without using the GUI. This was a mangatequirement to
automate the measurement process. As a consequence, thaeneents could
be repeated many times to get statistically significant edtde reducing the
human efforts for conducting the measurements.

On the voice client machines, Knoppix Linux is used as opsgasystem.
During the course of this work it has been found out that cetidg the measure-
ment process with SJPhone running on Windows makes the sligce machines
crash for some reasons. Additional software tools whichuassl in the context
of this work areaumix play, sound-recordeandtcpdump They are already in-
cluded in the used Knoppix 5.1.1 distribution. At the senside, play makes
the audio file be played locally aralimix allows to redirect the sound output as
input for SJPhone. On the receiver sideynd-recordeis used to capture the re-
ceived audio signals and record them into a file which is latecompared with
the sent audio file to obtain the QoEcpdumpis used to capture packet traces
on OSl layer 2 at the sending and the receiving voice clierdins in order to
get statistics on QoS parameters. The network emulatiomima® runs SuSe
Linux and hosts\VIST Net.

Table 4.3:0verview of the used software versions

Name Version

NIST Net 2.0.12c

SJPhone v.1.60.299, 09.24.05
Aumix 2.8

Play (sox) 2.0-debian
Sound-recorder, 0.06 (Oct 28 2005)
Tcpdump 3.95
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4.3.1 Approach to Test the IQX Hypothesis

For the investigation of the interdependency between Qa8npeters and the
QoE for voice calls, we emulate various network conditidit® packet loss
or jitter. The testbed setup allows (a) to capture packeesat the end hosts,
which is required to compute QoS parameters and (b) to capher sent and
the received audio signals required to obtain MOS as Qobnpetea. The main
goal is then to quantify the relationship between QoS and.QoRarticular, we
investigate whether this relationship can be expressed dignple exponential
function with appropriate parameters.

The model functiorf (z) = o - e~ + ~ as derived in Eqn. (4.3) mathemat-
ically expresses the mapping from the valuef the considered QoS parameter
to the QOE measure, i.e. MOS. The parameters, v of the model function are
retrieved by means of non-linear regression. We used thmization toolbox
of Matlab to find an optimal fitting function for the given measment points.
Optimal in this case means to find the unknown parameigfs~y in Eqn. (4.3)
such that the mean squared erft is minimized. The mean squared error is
defined as the average of the squared residifals= (f(z;) — y:)° for all n
measurementfe;, y;) with a measured QoS valug and a measured MOg:

1 < 1 &
E2== 2 _ = D) —u)? . 4.15
ng n;(f(x) vi) (4.15)
The goodness-of-fit for the model functigi{z) can be measured with dif-
ferent metrics, like the coefficient of correlatidth between the model function
and the measured data, or the coefficient of determindtarThe latter can be

computed as follows:

iy (i~ f(z)? (4.16)

R*=1- L —
Zi:l (yi _y)

withy = 1 3" y;. A value close to one means a perfect match between the
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model function and the measured data. Other common metéc&iactions of
the residuals which show a perfect match between model andurements if the
value is close to zero. Examples are the mean squared&tror the normalized
mean squared errdVMSE = E” /VAR[y;] which is normalized by the variance
of the measured MOS values. We use the coefficient of detatiomR? to test
the 1QX hypothesis and to show the goodness-of-fit of the gseg exponential
model function for the obtained measurement results.

4.3.2 Voice Quality Affected by Loss

We start to investigate the influence of packet loss on thepereeived quality.
Figure 4.10(a) and Figure 4.10(b) show the measuremenitsdeu the iLBC
and the G.711 codec, respectively. In these experimemgdbket losp; was
varied from 0% up to 40 % in steps of 1 %. Furthermore, we peréat the mea-
surements without any additional delay;(= 0 ms) and with an additional delay
of ug = 90 ms emulated by NIST Net.

o measured with delay |,ld=0ms o measured with delay |,ld=0ms

+ measured with delay ud=90ms + measured with delay ud=90ms

— exponential fitting — exponential fitting

1)
(p,) =2.866 xe 2*%3.+1.122 g 3k () =2.861 xe 2>%1%.41.134

f\LBC f(3,711

25 25
2 R2 =0.9887 2 R =09774
oms oms
15 RZ . =0.9885 15 RZ . =0.9749
1 1
0 005 01 015 0.2 025 0.3 0.35 0.4 0 005 01 015 0.2 025 0.3 0.35 0.4
measured packet loss measured packet loss

(a) iLBC (b) G.711

Figure 4.10:Measurement results and obtained mapping fungtieBc (pr) be-
tween packet loss ratjer, and MOS for the iLBC codec
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The first observation is that there is a clear exponentiattigiship between
the packet loss ratio and the MOS for iLBC as well as G.711. rEsalts show
that the 1QX hypothesis holds for this scenario. Thus, th& @egradation is
very strong when the packet loss ratio increases slightlyillBC, the MOS is 4
without any loss, 3 for 1.6 % packet loss, and 2 for 4.5 % paldsst For G.711,
the MOS is also 4 without any loss, 3 for 1.4 % packet loss, afwd 2% packet
loss. The second observation is that the additional del89 afs has no influence
on this relationship — which is expected, as only large defdyove 200 ms have
an additional impact on the QoE according to ITU-T G.114[%3].

4.3.3 Jitter and Reordering

Next, the influence of jitter on the QoE is investigated. la #xperiments, we
vary the jittero; from Oms to 30 ms in steps of 1 ms, and afterwards in steps
of 5ms up to 80 ms. Again, we executed the measurements widmyuaddi-
tional delayp; = Oms and with an additional delay gi; = 90 ms. In this
case, different results for both average delay values greated as the variabil-
ity of the delay values generated by NIST Net follows a nordistribution with
parameterg.; andog4. We will see that as a consequence of the jitter, packet
reordering occurs, which decreases the user perceiveityqascribing this in-
fluence on the application with an appropriate packet reordemetric allows

to verify again the IQX hypothesis for both codecs. Howetrezjr performance
differs significantly, and we therefore start to provide tésults for iLBC before
the G.711 results are depicted.

iLBC

We first investigate the jitter valug; as QoS parameter to test the IQX hypothe-
sis. Figure 4.11(a) reveals that the measurement valugsrscauch more around
the exponential fitting function than for the packet loss/esrin the previous sec-
tion. Obviously, for a certain jitter setting, the absentexra delay [t = 0 ms)
leads to higher MOS values than a scenario with an averagg déb0 ms.
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Figure 4.11:Measurement results and obtained mapping funcfiemc (p) be-
tween jitter / reordering and MOS for the iLBC codec

Typically, real-time applications like VoIP or video streang are able to han-
dle jitter up to a certain level by using a jitter buffer. Tleigplains why for small
jitter values below 10 ms the curves are more flat and the QgEadation is not
so strong with increasing jitter, especially fog = 0ms. After that the MOS
again show exponential decays. As the fitting is done for aliations ofo,,
the obtained mapping function from QoS to QoE shows a worséficient of
determination.

However, in the experiments described above, the delayesave randomly
generated and uncorrelated. Hence, packets might oversakeother and packet
reordering occurs. Therefore, we use now as metric the paetirdering ratigp
to quantify the QoS. To highlight this clearly, we use the Ma8d packet traces
from the measurements as in Figure 4.11(b), but as QoS nvetricalculatep
instead using 4.

As a result of Figure 4.11(b), we clearly observe an expadakrglationship
between the QoE and the QoS. We obtain as large goodnegsvaftiés as for
packet loss and hence confirm again the IQX hypothesis. Tl mesult of this
section is that the important challenge consists in findiveg appropriate QoS
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metric for describing the effect of the QoS influence on thé&Qa this partic-
ular case, this means that SJPhone gets into trouble whé&etpaare reordered.
Obviously, on application layer, packet reordering hasrvalar impact as packet
loss. If packets are reordered, they are not processed arg/ logadSJPhone. In
particular, it is possible to convert the packet reorderatip p to a packet loss
ratiopr, such that the same MOS values are obtained, fornfdby,) = f(g(p)).
From the results in Figure 4.10(a) and Figure 4.11(b), wepdmthe conversion
functiong for iLBC and piq = 90 ms:

pr = g(p) = max{0.3837 - p — 0.0054, 0} . (4.17)

This means that the packet loss is a linear function of thedexing ratio.

Table 4.4:Mean squared errofs® of the IQX hypothesis for different QoS met-
rics applied to describe the impact of jitter; metric names hosen
according to Section 4.2.1 and RFC 4737 [136]

iLBC with delay | G.711 with delay

Parameters Oms| 90ms | Oms 90 ms
mean reordering ratip 0.097 | 0.067 | 0.063| 0.036
mean reordering extent 0.089 | 0.072 | 0.040| 0.035
mean n-reordering 0.086| 0.061 | 0.041| 0.030
mean reordered late time 0.108 | 0.091 | 0.056| 0.036
mean n-reordering late time 0.087| 0.066 | 0.040| 0.032
inter-packet delay variatiosppy 0.158 | 0.110 | 0.258 | 0.243
std. dev. of one-way delays 0.158 | 0.112 | 0.259| 0.241
preset jittetro; passed to NIST Net 0.191 | 0.151 | 0.255| 0.244

Table 4.4 shows the mean squared erftof the exponential mapping func-
tion between QoS and QoE when applying different QoS metiickescribe the
impact of jitter. The QoS metrics are defined as in Sectiorl4\®e additionally
give the results for some more common metrics, as defined®][Without ex-
plicitly showing the fittings. Table 4.4 includes the resutr iLBC and G.711
while the delay is either 0ms or 90 ms. From the table, we cafecthat in all
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scenarios the packet reordering metrics reveal the raktip to the QoE better
than the pure jitter metrics. However, this is not a genaetkement, in particu-
lar, this is caused by the fact that the used application hatdgms with packet
reordering, which affects the user-perceived quality.

G.711

The impact of jitter on the QOE is analogously examined fa& &711 voice
codec. In Figure 4.12(a), the jitter valag, which is passed as input parameter
to NIST Net, is used as QoS parameter. The same observatdos ibBC are
obtained. For a certain jitter valse, > 0, a lower average delay leads to a higher
MOS. If the jitter values are below 10 ms, the curves are dlateand the QoE
degradation is not so strong with increasing jitter. Fagéaijitter values, the QoE
in terms of MOS decays. However, the decay is not so strongrakBC. This

is caused by the fact that as soon as jitter appears, i.e.fevefy = 1ms, the
MOS drops down to a value of 2, i.e. the quality is already pblmte that for
o4 = 0ms the MOS is about 4, i.e. good quality.

An explanation for this can be found when investigating #rdéng pattern of
the SJPhone application. Even though the G.711 codec isedefiith a constant
packet sending rate 60 /s, SJPhone uses intervals of length 32 ms to send pack-
ets. In order to achieve the desired bitrate, several paicketsent back-to-back.
In detail, we observed the following pattern of time intdsvan milliseconds
between two consecutively sent packets32, 32,0, 32, 32,0, 32. In total, this
leads to an average time of 20 ms between two packets. Thugsottec mean
bitrate is realized, but the single inter-packet delayesriAn inter-packet delay
of 0 ms means that two packets are sent back-to-back, ieesettond packet is
immediately sent after the first one. For the implementatio®.711 in SIPhone,
this means that 37.5 % of the packets are sent together. Assegoence, even
a very small jitter likeo;, = 1 ms might lead to packet reordering and causes a
strong QOE degradation. Fep, = 1 ms, we already obtain a packet reordering
ratio of roughly 15 %.
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Figure 4.12:Measurement results and obtained mapping funcfies(7) be-
tween preset jittes / mean reordered late timeand MOS for the
G.711 codec

In Figure 4.12(b), we use the mean reordered late titeedescribe the impact
of jitter and the resulting packet reordering as QoS paramégain, the 1QX
hypothesis can be confirmed as an exponential relationgtipelen QoS and
QOE is observed.

4.3.4 Autocorrelated Packet Streams

Up to now we have investigated the impact of uncorrelatettgtastreams. In the
context of packet loss, this means that packets are droppeldmly. As a conse-
guence of uncorrelated delays, much more packet reordeciig's than for cor-
related delay which might be caused e.g. by queues at rdotey the end-to-end
path. In the previous section, we have already seen thatéadtual implementa-
tion of the G.711 codec in SIJPhone very small jitter valusaltén a high packet
reordering ratio. For iLBC in contrast, this weird applicatphenomena was not
observed. Therefore, we focus on the iLBC codec using SHwhen investi-
gating autocorrelated packet streams. As NIST Net doesoroeatly emulate
autocorrelated packet loss, we generate bursty lossesobpidgn subsequent
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packets. In particular, we investigate the impactwof {0, ...,300} consec-
utively lost voice datagrams on the QoE. Before that, we tak#oser look at
correlated delay values, which are correctly generatedISyfWet.

Autocorrelated Delay Values

In Section 4.2.2, we have already shown that NIST Net cdyrechulates delay
values for any correlation factor; < 0.9, that is the measured delay values
show an average delgy,, a standard deviatiof;, and an autocorrelatiofy
which correspond to the parameter settings preset in NISTIN¢he scenario,
we considen; = 90 ms and no packet loss;, = 0, while the jitter is varied in
the rangerq € [0ms; 50 ms]. As correlation factor, we use eithey = 0.5 or

rq = 0.9, named ag in Figure 4.13(a) and Figure 4.13(b).

5
45 not correctly + =05 45 + 13=05 45
: emulated o ;=09 : o r,=09 40
vvvvg ¥ v = 0.99 —— exponential fitting 35
35 o © ¢ 1,=0999 35 o @ 30
3 % 0 WP @ | * 1,=09999 2 5 Fa— S
= $ 9 o@ s 705 : 0.9338 5 20
25 %% 0 o 25 R0 = 08387 £ 15
o 10
clear impact of \* %°°$3> ° 5 2 5
1.5}autocorrelation -l - ° B 15
on QoE P R, ma 0
1¢
0 5 10 15 20 25 30 35 40 45 50 0 0.050.10.150.2 0.25 0.3 0.350.4 0.450.5
measured jitter w measured reordering ratio p
(a) standard deviatiow of one-way delays (b) packet reordering ratip

Figure 4.13:Measurement results for iLBC with autocorrelated delayieal

Figure 4.13(a) shows the measured standard deviatiohthe one-way de-
lay vs. MOS. The different colors respective grey levelshef dots indicate the
preset NIST Net setting. It shows that independently of tireatation factor, the
measured delays meet the preset jitter values;. Furthermore, there is a clear
difference between the curves for the different correfafaxtors. Forg = 0.9
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the obtained MOS values are larger thanfpe= 0.5. This is expected as a larger
correlation reduces the reordering of packets.

Therefore, we describe the impact of the QoS on the QoE ubiagacket
reordering ratig. Figure 4.13(b) shows the measurement results ysingtead
of w. For a high correlation factar;, = 0.9, we obtain a reordering ratip €
[0; 0.15] according to the preset jitter;. This means at most 15 % of the packets
are reordered even for a jitter of 50 ms. A lower correlataxtdrr; = 0.5 means
that the one-way delays of consecutive delays do not depesttangly on each
other. As a result, a packet reordering ratio up to 45 % emnseiger = 50 ms.
Nevertheless, for the same reordering ratidhe observed MOS is higher for
less-correlated delay; = 0.5 than for strongly correlated ones; = 0.9. Note
that in Figure 4.13(b), the majority of measurement resalts,; = 0.9 shows a
reordering ratigp < 5% and MOS values larger than 2.5. In contrast,fpr=
0.5, the reordering ratio goes up to 25% and MOS values are tjpifmund
close to 1.5, with some exceptions. As a main result, bothesucan be well
fitted by an exponential distribution. However, the actuaies strongly depend
on the correlation factor. A more detailed analysis and tbega of different
network emulator environments to investigate autocordl@acket streams is a
topic of future work.

Bursty Losses

Finally, the impact of bursty losses on the QOE is examinesw& know that
NIST Net cannot be used for the emulation of bursty lossesdjysting the
correlation factor for packet loss, this investigation vpesformed in a differ-
ent way. On a local machine, we packetized the audio sigrinfjube iLBC
codec and dropped selected voice datagrams. To be morse@re@ dropped
n consecutive voice datagrams starting from voice datagrani\fter that, the
remaining voice datagrams were passed to the iLBC codec detmded as au-
dio signal. Accordingly, the QoE was derived in the same reaas described in
Section 4.2.1.
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Figure 4.14:Impact of bursty losses on the QoE for iLBC

Figure 4.14 shows the numberof consecutively lost datagrams on the x-
axis and the MOS on the y-axis. We also varied avgmwhich denotes the first
lost packet. Obviously, the larger, the worse the MOS becomes. For< 50
there are no significant differences between the differantas for the first lost
packetno. However, largem > 50 make the curves disperse. Note that this
corresponds to a silent period of 1.5s and it is not clear drethe PESQ and
MOS computation is able to correctly map this silence pedodhe real user
experienced degree of satisfaction. Indeed, if the sileeced is too long, a user
will probably abort a call. However, this is hardly consieléin this computation.

One more remarkable observation is that 50 consecutively lost packets
mean a packet loss ratio pf, = 3 %, as the transmitted voice file has a length
of 51 s consisting of 1700 iLBC voice datagrams. However,dbgserved MOS
value of roughly 3.7 is much higher than for the same packet katio with
randomly dropped packets, yielding a MOS value of 2.4. But# to be noted
that in this last experiment, the voice signals were localigoded and decoded,
but not transmitted via the testbed. Therefore, we suggestadify NIST Net
or use a different network emulator which easily allows t@stigate bursty loss
models.
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4.4 Skype VoIP Traffic in UMTS

After quantifying the impact of network disturbances on ®eE when using
the voice codecs iLBC and G.711, we investigate now Skyp® \dffic in a
UMTS environment. We installed Skype on two end haodtand B and used
different network entities and access types to establigmadrto-end connection
between the two hosts, cf. Figure 4.15. The main focus of mudlies is on how
the current network conditions influence the QoE of the erdl ard in how far
the Skype application reacts to quality degradations. isxdbntext, the network
entity located in the middle of our testbed is used to emuigiral problems in
wireless network environments. In particular, we investiigto what extent the
results depend on the way the network is emulated and if taeraifferences
to measurements in a real UMTS networks. Therefore, we apyydifferent
emulation approaches, one based on hardware and one basefiveere as in-
troduced in Section 4.2. Additionally, we perform measieats in the German
UMTS network.

Both senderd and receiverB were running Windows XP. Packet traces were
captured using the latest version of Windump on each macHine network
entity was connected to the Internet which is necessary Kgp&to run on the
end-hosts. If not stated otherwise, we used Skype Versi@d.37 running on
Windows XP.

?‘SSZ?

Skype user A

Network
entity

Skype user B

Figure 4.15:Measurement setup of the Skype experiments
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Skype offers the possibility to display technical inforinatabout an ongoing
call as indicated in Figure 4.16. From this we learned thaklects its audio
codec according to the performance of the hardware it isingnon. Since we
were interested in typical UMTS measurements we used CPthsH@0 Mhz on
host A and hostB which roughly reflects the processing power of actual mobile
UMTS devices and forces Skype to use the simple iLBC codegalio insight
into the behavior of future generation mobile devices, waage both machines
in later measurements with state of the art hardware whickwalSkype to use
its adaptive multirate codec iSAC. Note, that the procesgiower of the user
equipment is in no way the limiting factor in our measurersefithe different
hardware at the end hosts is merely used to force Skype ttadiéférent codecs.

Comparing the recorded audio files at hésto the original audio files sent
by hostA we are also able to measure the QoE of Skype VolIP calls. Tarobta
a reference MOS value for our measurements we encoded tliradraudio file
(optimal MOS of 5.0) with the iLBC codec which results in agsli degradation
of the voice quality and a MOS value of 4.17. However, the ®kgpplication
is well secured against being evaluated. It refuses, @ @tart if a debugger is
installed on the system [124]. Similarly not all versionsSiype allowed us to
directly record its audio output. In such cases we forwartiedaudio signal to
another machine using an audio cable as shown in Figure Atig resulted in
another slight degradation of the voice quality and a MOSealf 4.08.

Codec: ISAC

Jitter: 20

Send packet loss: 2.3% / 4.29
Recv packet loss: 2.2% / 3.6%
Roundtrip: 42ms

Figure 4.16:Excerpt of the technical information shown by Skype

169



4 QoE of Edge-Based \oIP Applications

i Degenerated : i Original
: audio file : iLBC codec audio file

417MOS | i 50MOS

Audio
cable

Audio recorder
4.08 MOS

Skype user B

Figure 4.17:Degradation of MOS value caused by measurement methodology

4.4.1 Emulated Rate-Controlled DCH in UMTS

In UMTS systems, the conditions of the wireless channel hamging over time
because of radio propagation effects or fading. On ratérolbed dedicated chan-
nels (DCHSs), this results in a slow adaptation of the bantdwadrrently assigned
to the user [26]. In order to analyze whether such DCHSs suffiagarry Skype
\VoIP calls, we regard a simplified LAN scenario. In particulae use a Cisco
router as traffic shaping network entity and emulate the oycally changing
conditions of the DCH by restricting the bandwidth of the oimg Skype call.
Initially, we increased the bandwidth from 16 kbps to 32 kigjgskbps, 128 kbps,
and 384 kbps, respectively. Since during our measurementsbgerved that the
measured MOS values are very sensitive to small changes iatige between 16
and 64 kbps, we also measured 24 kbps, 28 kbps, 40 kbps, 484i1p56 kbps.
Depending on the currently available bandwidth and praoggsower, Skype
uses different codecs to maintain reasonable call qualjfig3]. In this mea-
surements we assumed mobile devices with up to 500 Mhz, vbickd Skype
(Version 1.20.37) to use iLBC [88], a simple audio codec wifixed packet size
and a fixed inter-packet transmission time. Since this paetr version of Skype
did not allow us to record its output directly, we forwardée tudio to a sepa-
rate recorder as illustrated in Figure 4.17. In order toaia and compare the
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perceived voice quality for the different bandwidth valud® same audio data
was transmitted for each measured bandwidth.

Characterization of Skype’s iLBC Traffic

The throughput achieved by VoIP calls using Skype’s iLBCemds shown in

Figure 4.18(a) in dependence of the available bandwidihcltides the payload
(67 byte) as well as the UDP and IP headers (28 bytes). Eaclaiscevas re-

peated between five and ten times in order to produce cregliblgation results.

The figure shows the mean values of the different emulatios as well as the
corresponding minimum and maximum. Skype did neither attegxending rate
to the available bandwidth nor to the resulting packet lnsmiy of the emulation
runs. The sender constantly uses a bandwidth close to 26 kigfependent of
the quality of the communication channel. The communicgpiartner receives a
throughput, which corresponds to the currently availabledwidth on the link,

the remaining packets are lost on the bottleneck link.

30 1 J
0.9
0.8
2 o5 in ! 0.7 interarrival times
g minimean/max 06 of received packets
= throughput of sender oo
I 8 0.5
s 04
220 min/mean/max 03 interarrival times
= throughput of receiver 02 of sent packets
0.1

15 0

16 24 28 32 40 48 64 128256384 0 100 200 300 400 500
adjusted bottleneck bandwidth [kbps] packet interarrival time [ms]
(a) throughput using Skype's iLBC codec (b) PIT for bottleneck restriction to 16 kbps

Figure 4.18:Rate-controlled DCH scenario: characterization of SkypeBC
traffic when using a traffic shaping router for network emiofat
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In order to understand the details of the bottleneck in ttesario, we focus on
a single emulation run. Figure 4.18(b) shows the CDF of theketainterarrival
time for both the sender and the receiver of the \VoIP calhgiaibottleneck speed
of 16 kbps. The sudden jump from O to 1 at the CDF of the senhlestihites an
almost constant time of 30 ms between two sent packets. Agfasce, the CDF
of the receiver has a very unexpected shape. About 90 pestalipackets have
an interarrival time of practically 0 ms, while the time beem the remaining
packets is about 500 ms.

This behavior is explained in the following. The buffer irettouter was set
to 8000 bit, while simultaneously limiting the speed of timkto 16 kbps. Skype
used a total packet size of 872 bit. Thus, at most 9 packet (8% 7848 bit)
fit into the buffer of the router. To emulate a link speed of bf% the router
fills its buffer and delays the data for exactly 500 ms. Thig,veabandwidth of
8000 hit/500 ms = 16 kbps is achieved on a physical 100 MbjsTihis has two
major implications. At first the interarrival time of the gats within a burst is
872 bit/100 Mbps, which is in the range ofus and explains the shape of the
CDF in Figure 4.18(b). Secondly, packet loss occurs in butsting the 500 ms,
in which the buffer of the router is delayed. In Section 442l Section 4.4.4
we will see that Skype adapts its bandwidth usage to packetds soon as it no
longer occurs in bursts but randomly.

Relationship between End-to-End QoE and Packet Loss

To evaluate the speech quality as perceived by the end usehawe a closer
look at the MOS value for the emulation runs described in tlegipus section,
i.e. between five and ten emulation runs per scenario. Figd@ llustrates the
achieved MOS values (cf. left y-axis) for different link sgis between 16 kbps
and 384 kbps and relates them to the observed packet losgyfdfy-axis). The
higher the packet loss, the lower is the corresponding MO&vélevertheless,
the quality is sufficient to enable mobile Voice-over-IP ée-controlled dedi-
cated channels.
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Figure 4.19:Rate-controlled DCH scenario: MOS value related to paces |

There is no more packet loss above a link speed of 29 kbps smfrem this
point the throughput of the sender (109 byte/30 ms) is sm#ibn the available
bandwidth on the link. The corresponding MOS values ogeillaound a value
of 3.8. Since the MOS value is a very sensitive performancasome, the fluctua-
tions can be explained by the stochastic influences of thveankt like jitter. For
a better classification, the figure also shows reference Mil&s for the G.711,
the G.723.1, as well as for Skype’s iLBC codec, when evatulieally. Trans-
mitting the audio packets over the network obviously resinlta slight degrada-
tion of the MOS value achieved by the iLBC codec. It has to beecidhat the
mapping function between MOS and packet loss for the iLBGecaxb found in
Section 4.3.2 cannot be applied in this scenario using #fdishaping router,
since the packets are not lost randomly but in a bulk.

4.4.2 Replication of Voice Data

The scope of this section is to investigate if the appliedvodt emulator and
the character of packet loss affects the behavior of the Skyplication. When
using a traffic shaping router to restrict the link bandwidgin the previous
scenario in Section 4.4.1, Skype did not react to the ocuypiacket loss and
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the sender’s throughput did not change. This hardwaredhaesvork emulation
caused a high autocorrelation of lost packets, as the lihsitee of the queue de-
terministically determines which packets get lost. Thigrapch should be used
to simulate losses due to congestion. In this section, hewexe consider a lossy
link with independent and random packet losses generatedsbftware emula-
tor. In such scenarios, Skype shows a different traffic @aefihich will be char-
acterized in the following. This particular applicatiorha&ior is generalized and
evaluated analytically in order to study the impact it hastenperceived QoE.

Burst Losses vs. Randomly Lost Packets

The dummynet software is an easy-to-use application folaing queue and
bandwidth limitations, delays, or packet losses. It workénbercepting commu-
nications of the IP layer and emulating the desired effétisdescribed in detail
in [57]. The dummynet software is installed on a BSD Linux tiae which also
acts as gateway for both machines of Skype usandB. To emulate a lossy link
betweenA and B, the individual packets are dropped at random with prokgbil
pr, Wherep, = 0 means no loss angr, = 1 makes all packets be dropped. The
packet loss value can be dynamically changed during the ¥allPFor the ma-
chines of the Skype users, we use the same hardware and roftwvdiguration
as in the previous Section 4.4.1.

Figure 4.20 shows the throughput of the sender and the thpatgt the re-
ceiver over time. In the considered scenario, we start withoss. Due to the
same configuration of the end users, the iLBC codec is usedrfooding the
audio data. Every 30 ms a packet of fixed size is sent. In thssmement sce-
nario, however, the payload of a packet is 58 byte (instea@7dfyte in Sec-
tion 4.4.1). After roughly 90 sp;. is set to 70 %. Skype usef still sends with
msent = 22.93 kbps including the UDP and IP header of 28 bytes, while uSer
only receivesn,c,a = (1—pL)-msent = 6.88 kbps on average. However, after
another 25s, Skype reacts to the detected packet loss ards$es the bandwidth
of the sender tonsen: = 8- (115 + 28) byte/30 ms = 38.13 kbps by changing
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the payload of a packet to 115 byte. As a result, the receivedut increases
accordingly. We decreased the packet loss value over ting® ¢, 10 %, and
0% respectively, whereas the sender’s throughput onlyshgtched back to the
original 22.93 kbps when no more packet loss was detected.

This implies that Skype sends redundant information toavee the effects
of a lossy link and to maintain a certain QoE. Consideringgagload of both
packets, we see that the data information is nearly doufilbd. simplest ap-
proach to send redundant information is to replicate thizeembice information
of a single audio frame and put it into two consecutive IP p&KThis observa-
tion is the motivation to evaluate in general what impactré@ication of an au-
dio frame ink consecutive packets has on the end-to-end QoE (cf. Sectat) 4

sender

1 - = bulk losses
— random losses

c
g25 E
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Figure 4.20:Bandwidth adaptation for Figure 4.21:Autocorrelation of packet
random losses loss for different lags

The results of this experiment show that Skype reacts éifidy in different
scenarios. As shown in Section 4.4.1, cf. Figure 4.18(ayp8ldoes not react
to burst losses and keeps sending with a constant throughputandomly lost
packets, however, Skype adapts its bandwidth usage ateintf. Figure 4.20.
This means Skype recognizes and distinguishes betweeniffageit reasons
for packet loss, like congested or lossy links. This is meférto as edge-based
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intelligence. The question is on what grounds Skype dedidesto react? One
possibility is the distancé& between two consecutive packet lossess referred

to as inter-packet-loss distance. The number of consecptekets without any
packet loss is denoted & = L — 1. In the dummynet scenario, the random
variableL follows a geometric distribution shifted by one:~ GEOM, (¢) with
parameterg = ;%1 and a mean measured distanceWhen using the traffic
shaping router, losses occur in a bulk. Hence, the prolpatiitat the inter-packet-
loss distance is one is very high, in our scend?ifl. = 1] = 0.87.

Another possibility is to use the autocorrelation of theeslied packet loss. If
we have random packet losses, the autocorrelation is @ard for an arbitrary
lag! # 0. If the losses occur in a bulk however, a high positive catieh can be
detected for appropriate lags. Hence, a regular patternechtitocorrelation for
different lags can be observed, cf. Figure 4.21.

Summarizing, Skype implements an edge-based intelligenesact to packet
loss. The specific network characteristic generated by ppéesl measurement
setup has a significant influence on the observed traffic prafilhen detecting
independent and random losses, redundant informatiomid@enaintain a cer-
tain QoE. This observation was the starting point for thegtigation of dynamic
changes during a VoIP call, which will be discussed in déta8ection 4.4.4.

Analytical Evaluation of the Impact of Replication on QoE

Based on our experiences gained from Skype, we proposegleateon of voice
datagrams as a possible solution to overcome a QoE degrmadhte to packet
loss. This is the simplest approach to smoothen the effegaoket loss. We
assume the iLBC voice codec, i.e. eveky = 30 ms, a voice datagram of size
Swvoice = 400 bit is sent. Areplication degree signifies that the voice datagram
is additionally sent in the following — 1 packets.

As a consequence, each packet now contaimeice datagrams with a total
packet size 0bpacket = Sheader + K - Svoice. 1N€ Variablesyeqqer denotes the
overhead for each packet caused by UDP and IP headers (8 B§teyte) as well
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as by the link layer (e.g. 14 byte for Ethernet). Hence, tlogired bandwidth is
a linear function inx:

Creg = Sheader Zf " Suvoice (4.18)
The advantage gained by this bandwidth consumption is thect®n of the ef-
fective voice datagram loss probability— p..ice. FOr a given packet loss prob-
ability pr, and a replication degree, a voice datagram only gets lost if afl
consecutive packets containing this voice datagram gefllbss, the probability
Puoice that a voice datagram is successfully received is

Pvoice = 1- pz . (419)

In Section 4.3.2, we derived a relationship between thecffe voice data-
gram loss probability and the obtained MOS value for the iLd&@ec,

fiee(pr) = 2.866 - e 2023PL 1,122, (4.20)

This relationship is used in the following numerical exaeprhe effect of
the voice datagram replication can be seen in Figure 4.2@(ad replication
degree ok = 1,--- , 6. On the x-axis the packet loss probability is denoted.
The QoE on the y-axis is computed according to Eqn. (4.20yelyethe voice
datagram probability in Eqn. (4.19) is used. kot= 1 andpr = 0.1 we obtain
Duoice = 0.9 and a MOS value as low ds33. Increasing the replication degree
tox = 2andx = 3 leads t@yoice = 0.99 andpyoice = 0.999, respectively. The
corresponding MOS values a3e33 and3.91, respectively. This shows that the
QOE could be improved from a poor quality to a good qualityu#lier increase
of the replication degree only yields a small gain compacethé¢ growth of the
required bandwidti,.., .

Besides the increased bandwidth consumption, howevergefiieation also
causes some jitter, as the voice datagrams are not receieeg /&t = 30 ms,
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but may only be successfully transmitted in one of the 1 following packets.
We therefore quantify the jitter by computing the probabpilj(:) that a voice
datagram is successfully transmitted in tkté try.

g(i)=py ' (1 —pr) (4.21)

The probability that a voice packet is received follows as

Pvoice = Z :lj(l) = (1 _pL) +pL(1 _pL)+
=1
P (L= pr), (4.22)

which agrees to Eqn. (4.19). The numBérof trials which is required to suc-
cessfully transmit a voice datagram is a conditional randariable. It follows a
shifted geometric distribution and is defined foK i < «:

-~ GEOM1 (pL)

Y (4.23)
Puoice
with -
yliy= 2O P _(pn) (4.24)
Puoice — Py,

In the case of a constant bitrate codec, the jiigsy using the inter-packet delay
variation, cf. Section 4.2.1, simplifies to the inter-pac#lelay in the received
streamAt,.. For the sake of simplicity, we assume a deterministic ipsoket
sent timeAt and a deterministic delag;—.,- from the sender to the receiver. It
holdsoipoy = STD[At, — At] = STD[A¢,].

We normalize the jitterppy by the average timé\¢ between any two sent

packets,
= STD[At,]

N (4.25)
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With At, = Y At the jitter can — after some algebraic transformations — be
expressed as

E[(Y At)2] — E[YA#)?
Jj = \/ d )A]t [ ]: E[V? —E[Y]?

_ P pL-K?
B \/<pL—1>2 =1 (4.20)

Figure 4.22(b) shows the normalized jitefor replication degrees < x < 6
in dependence of the packet loss probabjlity Eqn. (4.26) is an exact formula,
which we also validated by implementing a simulation. Thhdslines corre-
spond to the analytical calculation of the jitter, while teshed lines show the
simulation result of a (short) single run. Both curves aganad the confidence
intervals of several simulation runs are too small to bebiesi

The cost of the voice datagram replication — besides theased bandwidth
consumption — is an increased jitter. However, jitter atepacts the QoE and
is of course one impairment factor in Egn. (4.1). As a resuthpaximal degree
Kmaz Of replication exists and a further increase does not imptbe QoE any-
more. ITU-T G.114 recommends a latency of the end-to-endydet 150 ms,
referred to as toll quality, and a maximum tolerable latenfc§00 ms. According
to the end-to-end delag;—.,- and the inter-packet sent tim&t = 30 ms, the
following inequation must also hold

K- At + ts—r < tmaz (427)

for a maximum allowed latenc¥,,.... For example witht,,,,,, = 200 ms and
ts—» = 10 ms, the maximum replication degree is limitedig,q. < 6.

In general, the replication of voice datagrams is an effeatiay to reduce the
impact of packet loss on the user perceived quality. Theegdgay is a higher
amount of consumed bandwidth. The benefit of the replicategree, however,
is limited by the arising jitter and the higher latency of iiidual packets. In
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Figure 4.22:Impact of replication degree

addition, in the analytical consideration we neglect theaation between the
consumed bandwidth and packet loss. If the packet loss Eeddoy congestion
in the network, the additionally introduced bandwidth wibrsen the network
situation. An intelligent application should therefore to estimate the cause of
packet loss (e.g. using the autocorrelation as illustratetie last section), or
try to measure the effects of the increased bandwidth andak bff in case of
unsuccessful counter measures.

4.4.3 Measurement in a Public UMTS Network

In this section we regard UMTS scenarios where one Skypeisisennected to
the Internet using a public German UMTS operator. We useddaféme Mobile
Connect UMTS PC-card as modem for the machine. During theseoof the
measurements, only dedicated channels (DCH) of fixed battdwiere used.
While the uplink capacity is limited to 64 kbps, the downlidikection offers a
bandwidth of 384 kbps. The second Skype user is connectedSfiaand has a
capacity of 128 kbps in the uplink and 1024 kbps in the dovkalifo account for
the essential technological difference between uplinkdovehlink in UMTS, we
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have a separate look on both directions and regard two eiffescenarios. We
investigate theuplink scenarian which the UMTS subscriber sends the audio
data with 64 kbps to the DSL user. In tblewnlink scenarighe DSL user sends
its data over the 128 kbps link to the UMTS user. The measuneeok place
in July 2005 and each scenario was repeated ten times ifatetisbtherwise.
During all measurements the clients used a constant bdoakec for the main
audio connection, sending 108 byte of payload every 60 mairA@ derivate of
the iLBC codec was used which was also indicated by the teahimformation
shown during a call by the Skype application. However, inWh&TS scenario a
different variation of this voice codec was used than in tA&lLmeasurements
in which a traffic shaping router or a software tool emulatgaidal UMTS net-
work characteristics, see also Table 4.9 on page 191. Siieeddec was used
starting with the first audio packet, Skype seems to chodsetiuec based on
local information, like access type (modem or LAN) to theehmiet, or due to ex-
changed packets before measuring the link quality. Thisrapton is supported
by the fact, that emulating the exact link properties of thdT$ scenarios (de-
lay, bandwidth, etc.) with dummynet did not cause Skype &the same codec.
Inthe UMTS scenario, there was nearly no packet loss in attyeoéxperiments.
In total, 11 out of 15417 packets were lost. However, the M@l8es are lower
than before because of the network jitter. In the following @@ncentrate on the
packet interarrival times (PIT) at the sender (PIST) antiaréceiver (PIAT).

Uplink: UMTS subscriber sends to wireline user

In the uplink scenario the UMTS client uses a 64 kbps conoedid send its
data to the DSL user, which has a maximum download capacify02f kbps.
Figure 4.23(a) shows the CDF of the PIT for both the sendertbadeceiver.
The UMTS client constantly sends a voice packet every 60 maeder, due to
the jitter in the network the PIATs at the receiver side areag around the mean.
The almost symmetric shape of the CDF reflects the fact thiavfery delayed
packet there is obviously a packet with a correspondinglglEemPIAT.
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Figure 4.23:Uplink scenario: packet interarrival times

To illustrate this effect, Figure 4.23(b) plots the PIT fach packet at the
sender and the receiver. There were 878 packets in this riweithe x-axis
shows the PIT zoomed from 40 ms to 70 ms, the y-axis plots tbhkepaf the
corresponding number as sorted by their arrival time. Thahe plot shows how
many packets arrived with a specific PIT. As expected, th&gtamf the DSL
user are randomly distributed due to the jitter in the nekwoed dots in the fig-
ure). The UMTS packets, however, are sent at a discreteutesobf 1 ms as can
be seen by the blue crosses forming vertical lines in thediguote that this dis-
cretization already happens at the sender and is thusyadnélienced, probably
by the PCMCIA UMTS card. We are therefore able to excludednéffects and
the like in the core network for the same discretization emdbwnlink scenario.

Table 4.5 presents a more detailed view on some key perfagnaeasures
for the uplink scenario using an observation window of 300 Bxgring each
observation period the throughput at the sender and thepgbatithe receiver are
captured. In particular, Table 4.5 shows the average th@ugirsent, mrcvd)
and the average deviatioBs(nt, s-cvq) fOr ten different runs of the experiment
(row labeled with j1") as well as the corresponding standard deviation over the
ten runs for each measure (row labeled with . Since there is almost no packet
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Table 4.5:Key performance measures for UMTS uplink scenario

throughput goodput
average deviation average deviation
MOS
Msent Ssent Mycvd Srcvd
1 | 18071.58 bps| 2300.95bps| 18055.23 bps| 3497.57 bps| 3.19
o | 8.84bps 568.87 bps | 21.20 bps 858.38bps | 0.13

Table 4.6:Received packets in the UMTS uplink scenario
type payload number | mean PIAT | std. PIAT

A 3byte 3 20.02s 10.73ms
B 108 byte 847 61.97ms | 35.00ms
C 112 byte 28 1.92s 27.05ms

BorC | 108.13byte| 875 60.00 ms 2.55ms

loss in this scenario, the throughput of the receiver cpoeds to the throughput
of the sender. The corresponding standard deviation (§8ydf the individual
runs is close to zero, as the same codec with a fixed payloadsix PIST was
used in each of the ten experiments. Howeyer,,: and s,...q differ by about
1200 bps in the uplink. Due to the jitter in the network theeslied PIATSs are
almost uniformly spread around the mean PIAT, which is akftected in the
lower MOS value (3.19) as compared to the bottleneck LAN ader{3.76) with
a bandwidth restriction to 64 kbps.

To highlight these effects in more detail, Table 4.6 shovespthickets received
at the DSL client during a single run of the experiment. Thet8 lpackets are
used for quality feedback. However, this specific Skype cagees two types
B and C of packets (108 byte and 112 byte) in the main audiastr& hereby
every 32th packet is of size 112 byte, which explains why tleamPIAT of the
108 byte packets is 61.97 ms instead of 60 ms. The PIAT is gx@@ims when
we do not differ between type B and C. The high standard deviaf the PIAT of
these packets confirms our previous statements. PackeAtgpght be used for
quality feedback, packet type B is used for pure audio daih Gfor audio data
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Figure 4.24:MOS scatter plot as function of the jitter for UMTS

and signaling information. The same behavior was observall hine remaining
experiment runs.

Figure 4.24 shows the obtained MOS values for the UMTS measemts in
both directions, the uplink and downlink. We used a MOS scaiibt as function
of the measured throughput jitt€rwhich is the normalized difference of the
standard deviation of the throughput of the sender; and the receives,..,.4 for
an observation window of 300 ms. The red upward-pointingnigles represent
the results from the uplink scenario, the blue downwarawiog triangles the
results from the downlink scenario accordingly. The higther jitter, the lower
is the MOS value. In all experiments, the uplink reveals bigftter and hence
lower quality than the downlink. In addition, the occurrijiger in the uplink
shows a larger amplitude (0.01-0.08) than the downlink.(®6). There is only
a single outlier in the downlink with a jitter of 0.0161.

Downlink: Wireline user sends to UMTS subscriber

In this scenario we regard the opposite direction, whereDik user sends its
voice data over a 128 kbps link to the UMTS user, who has a dokvohpacity of
384 kbps. Thereby the interesting effects occur on the liaknfthe base station
to the UMTS mobile.
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Figure 4.25:Downlink scenario: packet interarrival times

Figure 4.25(a) shows the CDF of the PIT at the DSL sender and TS re-
ceiver. Like before, the packets are sent into the netwoaktixevery 60 ms. The
UMTS receiver, however, registers a different behaviohefincoming packets.
The PIAT of the arriving packets is no longer uniformly sptegound the mean
PIAT, but mainly takes three discrete values, 40 ms, 60 nts88ms. The differ-
ence of these values, corresponds to the UMTS Transmissioa fterval (TTI)
value which is typically 20 ms. As can be seen by the CDF, aboyercent of all
packets arrive with a PIAT of 60 ms at the UMTS receiver. Apjirately every
5th packet misses the corresponding TTI, cf. Figure 4.2%¢t) subsequently ar-
rives with a PIAT of 80 ms. Therefore the next packet, whidh tie correct TTI,
has a PIAT of 40 ms instead of 60 ms. This means that 20 perfalfitmackets
have a PIAT of 80 ms and 40 ms, respectively.

Table 4.7 gives a more detailed view of the key performancasones in the
downlink scenario. The mean throughput of the receiverragarresponds to
the throughput of the sender. This timg.,: ands,.,q« do not differ as much
as in the uplink scenario. Thus, the network should haveitésgence on the
user perceived quality of the audio connection. The MOSdeénl higher in the
downlink scenario (3.39)than before in the uplink scenéi@9), cf. Figure 4.24.
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Table 4.7:Key performance measures for UMTS downlink scenario

throughput goodput
average deviation average deviation MOS
Msent Ssent Mycvd Srcvd

1. | 18023.77 bps| 1848.15bps| 18007.08 bps| 2172.39 bps| 3.39
o | 48.16bps | 282.70bps | 51.64bps | 284.97bps | 0.068

Table 4.8:Received packets in UMTS downlink scenario

type | payload | number | mean PIAT | std. PIAT
A 3byte 6 9.46s 4.49s
B 21byte 14 1.73s 3.58s
C 108 byte| 817 61.32ms | 16.00ms
D 112 byte 16 3.20s 45.02 ms

Note that the standard deviations in the last row of Tableade7slightly higher,
since the number of quality feedback packets varied in tfierdnt runs.

Table 4.8 summarizes the four different packet sizes at & &receiver in
this scenario. Again for the most part 108 byte packets weeel fior the audio
connection, while this time only every 54th packet had a@aglof 112 byte. In
exchange, there is a new packet type using 21 byte. This Kipdaket was also
used in the audio connection, replacing some of the 108 tagkgts. However,
they were sent very irregularly as can be seen by the higliaterdeviation of
their PIAT. The same irregularity was obtained for the 3 tpaekets, which did
not have a deterministic PIT of 20 s but were sent every 10 sverage with
a standard deviation of 4.49s. What exactly triggers Skgpese this specific
variation of the codec is subject to further study.

4.4.4 Emulate Dynamic Changes in UMTS

So far, we investigated the influence of packet loss and baitldwestrictions
on a Skype WoIP call when using low power machines with a CPWepoof
500 MHz. In that case, the iLBC codec was used which only regubw com-
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putational power. We have seen that Skype is an edge-bagdidagijpn which
reacts to the network conditions in order to maintain a aeQoE.

Edge-based applications apply traffic control on applicatayer and thereby
shift the intelligence to the edge of the network. The go#&b imaintain a certain
QOoE, independent of the current network conditions, byquering quality con-
trol and adaptation. When the network conditions changeagiplication has to
react on this with appropriate mechanisms. We have alreaely that the voice
quality of the Skype service is maintained by using appedprioice codecs, cf.
Table 4.9.

Currently, mobile phones with a CPU of 400 MHz and smartpeowéh
600 MHz are available, but in near future microprocessotsufior multimedia
applications will be included in the mobile devices, like @MAP [144]. In the
following, we will use more powerful machines of 1.3 GHz irder to reveal all
edge-based intelligence mechanisms and offered featfifdg/pe. In that case,
a better, but more complex codec is used, the iISAC codechvidimplemented
by Global IP Sound [142]. It is a wideband, adaptive codedgtes! to deliver
high quality sound in both high-bitrate and low-bitrate ditions. The adapta-
tion of the codec is done by adjusting transmission ratesde@ase the listening
experience for the current network situation. It requitesud 6—10 MIPS.

In these measurements we used the latest available Skyperveé.0.0.81
(February, 2006) and NIST Net 2.0.12c, a Linux-based nétworulation toolkit
developed by the National Institute of Standards and Tdolggo(NIST). To
study the behavior of Skype under dynamic changes in theankfwe emu-
late varying packet loss and different round trip times ([R@dring a VoIP call.

QoE Adaptation by Edge-Based Intelligence

First, we investigate Skype’s reaction to the current patdes of the end-to-
end connection. This QOE adaptation can be illustrated bgasorement study
presented in [36]. The standard audio wav-file of length Slgayed in a loop
with a pause of 9 s in between.
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Figure 4.26:Dynamic change of packet loss and Skype’s bandwidth adaptat

During the measurements we gradually increased the pametp to 30 per-
cent, decreased it back to zero percent, and again incréaed0 percent as
shown on the right y-axis in Figure 4.26(a). The left y-atisws that the PIST
of the sender remains unaffected at 30 ms (with a measunedasthdeviation of
6.65 ms) during the entire process. The PIAT of the receh@rever, increases
and decreases according to the current packet loss rateeF@6(b) shows how
the Skype software reacts to this kind of packet loss. Thesored packet loss
ratio on the right y-axis denotes how many packet got loseretly we used
the average for a window size of 6s. On the left y-axis, theaye size of the
voice packets on application layer is plotted in bit. Agawe,used a window size
of 6 s corresponding to 200 voice packets. Initially, the gkgall is established
between useA and B without any packet loss on network layer. The size of
packet varies between 90 bit and 190 bit, resulting in anameeof 150 bit. The
oscillations of the packet size are due to our measuremerg,s&s during the 9s
pause interval, Skype still sends small packets of sizet50 bi

After 5 minutes we start to increase the packet loss praibaby about 5%
every two minutes, until the packet loss probability reacB@%. The time inter-
val of two minutes was chosen to ensure that Skype has enoughd react to
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changes. We noticed that Skype needs about one minute toitxleqice codec
to the current network conditions. As we can see in Figuré®)2 Skype re-
acts to the experienced QoE degradation in terms of packeblpincreasing the
packet size. The new size ranges between 240 bit and 320thiawiaverage of
280 bit. In contrast to before, the packet size is nearly tmlblhis implies that
Skype now sends redundant information within every voicekets in order to
maintain the QoE. However, as soon as a certain threshokkteeded (in this
case about 20 % packet loss), the packet size is decreasadmgdower average
value of 125 bit as compared to the original average packet $his indicates a
change in the used voice codec. As soon as the packet lossjiitybfalls below
a certain threshold, the sender rate is again adapted Beisicg the packet size.

This measurement clearly shows that Skype in fact triesép kee QOE above
an acceptable threshold. This is done by adapting the anedeohsumed band-
width. If the receiver’s application detects packet losfstructs the sender to
increase the bandwidth. For a VoIP call, this is easily gmessince the connec-
tion is full duplex and the connection from usBrto userA is used to send the
feedback information.

Application-Driven Re-Routing

Finally, the impact of the round trip time on the quality of lyBe call is eval-
uated. Therefore, we repeatedly played the audio file fivegimhile a constant
delay from machined to machineB is set. Note, that we only disturb the direct
connection betweed and B. The one-way delay, from A to B and vice versa
is varied from0sto 4s.

Figure 4.27 shows the MOS of the audio call in dependence efotie-
way delay. We plotted the minimum, the average, and the maxinMOS
out of the five repetitions for each delay. There is only a s$nrdluence
on the voice quality for delays smaller than or equal to 250hes uq €
{0 ms; 5ms; 25 ms; 50 ms; 100 ms; 250 ms}. This is consistent with ITU-T
G.114 which recommends a latency of the end-to-end delap®fris, referred
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Figure 4.27:Measured MOS values while dynamically changing the e2eydela
and Skype’s application layer re-routing

to as toll quality, and a maximum tolerable latency of 400 w&].[

After that a strong decay of the MOS from roughly 3.9 to 2.4liservable
for delaysuq € {500 ms; 1.0s;1.5s;2.0s}. Thus, the voice quality drops from
good to poor. It is expected that an increase of the delaydurivorsens the
quality. However, looking at Figure 4.27, the average MOBe/éncreases again
for a large delay of 4s. The reason is that Skype relays theemion over a
third-party machine, if the current connection becomedxh Thus, Skype im-
plementge-routing on application layeand forms its own logical overlay. In our
measurements, Skype used a different machine C in the &ttasra relay node.
After 15 s, the traffic was redirected frorhto C to B, instead of the direct, but
disturbed connection, from to B.

This behavior nicely demonstrates the way edge-basedcafiplis are in-
tended to work. The current end-to-end QoS and QoE is mehanckevaluated.
Performance measures may be the processing power of tHeddvwmachines or
the QoS of the connection, like packet loss or delay. Theiegumn reacts ac-
cordingly, e.g. by changing the voice codec, by adjustimgstbnder bandwidth,
or by re-routing the call on application layer. Table 4.9 ¢he variety of voice
codecs used by Skype. The payload and the packet intefaima is related
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Table 4.9:0Overview on the variety of voice codecs used by Skype

Type Payload | Interval | Bitrate Details
iLBC-20 38byte | 20ms 15.2 kbps
iLBC-30 50 byte | 30 ms 13.3 kbps
. . 10-32 requires
iISAC adaptive frames Kbps 6-10 MIPS
Skype-I (traffic iLBC*,
shaping router) 67byte | 30ms 17.9 kbps Sec.4.4.1
Skype-lla iLBC*,
(dummynet) 58byte | 30ms 15.5 kbps Sec.4.4.2
Skype-lib ILBC™,
( duyrgm net) 115 byte | 30 ms 30.7 kbps | packet loss
y detected
Skype-III iLBC*,
(UMTS) 108 byte | 60 ms 14.4 kbps Sec.4.4.3
Skype-V (dy- | 89-286 | 18-36 | 112, iSACH,
namic changes) byte ms kbpé Sec.4.4.4

to the suggested main audio datagrams. The two basic codeck were used
during the course of the measurements are the iLBC-30 an¢Sth€ codec.
This was also displayed by Skype’s technical informatiotdfién the different
scenarios, however, different derivates of these codeos uged. Especially, the
emulation of changes during a call showed the potential gp8land the differ-
ent possibilities of how to react appropriately to differeetwork situations in
order to maximize the current QoE of an user.

4.5 QoE Management and Provisioning
From an operator’s point of vieyit will be an increasing challenge to cope with
such new edge-based applications, which are already hgigylar among the

users for a variety of reasons. They offer good quality, asy ¢o use, and provide
additional functionality, for example chatting and filertser in implemented in
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Skype, but was not available in traditional telephony. Mogtortantly, the flat-
rate cost models for ubiquitous Internet access additipmadke VoIP very af-
fordable. Moreover, operators will not be able to stop ubs@ren applications at
the edge of the network, since the corresponding traffic aargliably be dis-
tinguished from regular IP traffic. However, as the trafficremnsported via the
Internet, there are no QoS guarantees like in regular tisedtched calls. Thus,
if a network operator does not want to be reduced to a bit pipaeeds to of-
fer strict QoS and QoE guarantees and value-added serlileekcation based
services in mobile environments. Therefo@E management and provisioning
gets a crucial task. In this context, network virtualizatimay be the apparatus
which allows network operators to offer and realize QOE rgen@ent and provi-
sioning.
users

bottleneck
node

altruistic

selfish

19

QoE !
notification !
b

for period

Figure 4.28:Quality assessment mechanisms for QoE of edge-based aixpis

From a service provider’s point of vierelying on edge-based intelligence, the
shift of intelligence to the edge is accompanied also by tlenge from multi-
service networks to multi-networks service. An edge-baggalication could use
many networks with different technologies in parallelsiag the question which
network has to maintain which portion of the agreed QoS. Ftlis)perspec-
tive, the QoE will be the major criterion for the subscribéracservice and the
multi-network service has to maintain a certain QoE for easdr. As a conse-
guence, the edge-based application is responsible (ajptoae the QoE at the
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end user’s site and (b) to react properly on the performargeadiation, i.e., that
the application adapts itself to the current network situato maintain the QoE.
Figure 4.28 illustrates the QoE control scheme of such aimattvork service.

Users are connected to each other via the correspondingsateehnologies.
The QOE is assessed during a perigdof time. Accordingly, the altruistic users
and the selfish users react on feedback obtained from measote It has to be
noted that the selfish behavior may be implemented in thevaodtdownloaded
by the user without his explicit notice. In the case of edgsea applications,
QoE management is performed by the application itself,asglone by Skype.

In general, QOE management and provisioning requires thasie steps, (1)
understanding QoE, (2) monitoring QoE, and (3) controlipgE. It is neces-
sary to understand the application’s requirements anchtbpeadt of disturbances
on the user perceived quality. This allows for cost savingsjpropriateQoE
dimensioningand avoidingQoE overprovisioningas indicated by the flat, con-
stant shape of the mapping curve between QoE and QoS in Fiduiesmd also by
the concrete measurement results of user satisfacticedetia session times for
web browsing in Figure 4.5. A good understanding or even aaed reference
metric, as proposed by the IQX hypothesis, allows to easdyitor QoE at the
edge or to assess QOE within the network. Then, the QoE maypriteotled in
such a way that the user may not get dissatisfied and eversltgasservice. QOE
control aims at reacting before the user reacts. Open guesiti this context are
(a) where to react, at the edge or within the network, (b) witereact and on
which time scales, and (c) how to react and which control kn@il the edge or
within the network) to adjust.

The understanding of QOE also remains a topic of future rebe&or assess-
ing QOE, a typical approach is to calculate mean opinionescout of huge user
tests. Thus, the opinions of individual users are aggrelgatel meant to reflect
the opinion of an average user. As we have seen on the expariargrdepen-
dency of QoE and QoS parameters, the QOE might be quite isensitcertain
areas. Therefore, we propose to consifiéXs the standard deviation of opinion
scores, in addition to MOS for properly reflecting the seévisjtof users.
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4.6 Lessons Learned

Internet users find an ever-growing set of IP-based appitstand access net-
works to choose from. For telephony services, the Skype ¥piftication has
become a strong competitor to existing telephone netw@ksh multitude of
offers make prices decrease and competition between seavid/or network
providers increase. The customer finds itself in a strongfipas being able to
choose between different competing providers. Given singticing schemes,
which might be considered as a primary decision aid for masgrs) their sub-
sequent choices are then likely to be influenced by expeatddeaperienced
quality, i.e. through personal ratings of the perceptiod price-worthiness of a
service.

Consequently, the providers’ interest in how users peecesability, relia-
bility, quality and price-worthiness has increased. A jmev needs to be able
to observe and react quickly upon quality problems, at be$brb the cus-
tomer perceives them. Facing this kind of quality compatitithe concept of
QOE emerged, combining user perception, experience arttatipns with non-
technical and technical parameters such as applicatishnatwork-level QoS.

Edge-based applications like Skype impose a new contraldigm on the
future Internet. Currently, they implement a rough kind aEQmanagement,
perform QoS measurements itself and adapt the traffic pscassording to the
perceived QoS (packet loss probability or jitter). In paurtar, these edge-based
applications adapt the amount of consumed bandwidth thr@iferent goals. A
selfish behaviour tries to keep the QoE of a single user aboeetain threshold.
Skype, for instance, repeats voice samples in view of erehtbperceived loss,
which increases the consumed bandwidth. Altruistic bedtawen the other side,
would reduce the bandwidth consumption in such a case i todelease the
pressure on the network and thus to optimize the overall or&tperformance.

The lessons learned in this chapter cover two main aspeicstlyFwe in-
vestigated on how the current network conditions descrdase@oS parameters
influence the QoE of a VoIP user and secondly, in how far an-bdged appli-
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cation like Skype reacts to quality degradations. As funglatad background, we
have shown how to assess and compare quality. In partiaifeerent quality
metrics relevant for QOE and QoS evaluations were discumsédheir applica-
bility for quantifying QoE—QoS relationships evaluatede Wentified a generic
interdependency between QoE and QoS which is formulate@Zshlypothe-
sis. It presents an exponential dependency of QoE from Qaif.réépect to the
IQX hypothesis, existing work dealing with user experiemo&eb browsing was
reconsidered and we could demonstrate that the exponémtatlependency is
also valid in the selected examples.

In order to quantify QOE—QoS relationships and test the |@potthesis for the
voice codecs iLBC and G.711, we conducted measurementseistizet! which
allows to control the network conditions and the correspan@oS parameters
like packet loss, one-way delay or delay jitter. The experital setup consisted
of two computers, each running the softphone SJPhonecameected by a third
machine hosting the network emulator software NIST Netdaoh preset packet
loss, delay and jitter setting, the received audio file isjgarad to the undistorted
file by software determining the mean opinion score. In cdgmoket loss, the
exponential decay of QoE with growing QoS disturbance waart} confirmed.
While the effect of (constant) one-way delay is rather leditlue to the fact that
the receiver receives all packets with unchanged packet-artival times, de-
lay jitter also gives raise to exponentially-looking shepleowever with some
remarkable deviations for small jitter values. A closerstigation of the traffic
flow associated with SJPhone reveals the cause for this imehthat is a pro-
nounced sensitivity of that particular softphone to packerdering introduced
by NIST Net. Plotting the QoE against the packet reorderatmrwe again ob-
serve a clear exponential interdependency. In additiohdsg¢ measurement re-
sults, we verified our testbed and in particular whether thelated network con-
ditions are emulated as desired. As a result, we found otitwthde NIST Net
is capable of producing autocorrelated packet delay, it ded manage to im-
pose autocorrelated packet loss. Thus, we cannot use thtotemulate burst
losses that can have a distinctive effect on QoE: the receiigses a part of the
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speech. Despite of these limitations, our investigatianstshown that the 1QX
hypothesis appropriately captures the main vulneratslisthown by the applica-
tion SJPhone towards network-level disturbances, expdesspacket loss and
reordering. This also shows the capability of the IQX hyjsih to identify the

relevant performance metrics.

After that, the QoE of Skype calls over UMTS was measured awadyaed.
Additionally, the classic QoS parameters like throughpyitter were measured
to derive a traffic profile for the proprietary Skype applicat Different scenarios
revealed that Skype is a multi-network service with edgeetantelligence, i.e.
it forms a logical overlay and controls the VoIP traffic on Bpgtion layer. We
emulated the rate control mechanisms in UMTS by restridtiedink bandwidth
with a traffic-shaping router. In this case, Skype does rexttreo packet loss as
caused by congestion in the network, but it constantly sand® data. The oc-
curring packet loss degrades the QoE, while Skype still wprioperly with rate-
controlled DCHs. When using a software tool for emulatingssy link, Skype
generates a different traffic profile. It sends redundargrinétion in succeed-
ing packets, as soon as independent and random losses ectedetHence, the
edge-based intelligence tries to overcome packet loss dytiad) the bandwidth
in order to maximize the current QoE. The general benefit efréplication of
voice datagrams was analytically investigated. The cosh@freplication — be-
sides the increased bandwidth consumption — is an incrgassrdwhich also
impacts the QoE. As a result, a maximal degree of replicatéonbe derived up
to which an increase of the QoE can be achieved. The measot®ime public
UMTS network showed that the capacity offered by UMTS is sigfit to make
mobile VoIP calls possible. However, due to network jittadahe use of a dif-
ferent codec by Skype, the MOS values are worse than thoke ieniulation of
the bottleneck in a LAN environment. The used UMTS card samdsreceives
packets at discrete time instants in multiples of 1 ms. Tlo&gtanterarrival times
on the downlink are multiples of 20 ms, which corresponds termmon trans-
port time interval (TTI) in UMTS. Finally, we investigated/damic changes in
the UMTS network. One possibility to maintain the voice dyabf the Skype
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service is the selection of appropriate voice codecs. Thespof the processing
unit determines whether a constant bitrate iLBC derivatthermore complex,
adaptive iISAC codec is used. Another possibility is the tatagm of the band-
width and the replication of information to overcome padkets, even during
a call. However, if the direct end-to-end connection betwao users is too
poor, Skype initiates re-routing on application layer blayeng the traffic over
a third-party machine. This variety of mechanisms to mazénhe QOE reveals
the edge-based intelligence of the Skype applicationfi€mfigineering in future
Internet is expected to follow this new paradigm.
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In future telecommunication systems, we observe an incrgabversity of ac-
cess networks. The separation of transport services aritagns or services
leads to multi-network services, i.e., a future servicetbagork transparently to
the underlying network infrastructure. Multi-network giees with edge-based
intelligence, like P2P file sharing or the Skype VoIP seryviogpose new traf-
fic control paradigms on the future Internet. Such servidegpathe amount of
consumed bandwidth to reach different goals. A selfish beh&ies to keep the
QOE of a single user above a certain level. Skype, for instaepeats voice sam-
ples depending on the perceived end-to-end loss. From ¢epeint of a single
user, the replication of voice data overcomes the deg@uatused by packet
loss and enables to maintain a certain QoE. The cost for thigeement is a
higher amount of consumed bandwidth. However, if the paldestis caused by
congestion in the network, this additionally required haialth even worsens the
network situation. Altruistic behavior, on the other sideuld reduce the band-
width consumption in such a way that the pressure on the mkt&oeleased and
thus the overall network performance is improved.

In this monograph, we analyzed the impact of the overlay, RBB QoE
paradigms in future Internet applications and the intévastfrom the observ-
ing user behavior. The shift of intelligence toward the etfgaccompanied by
a change in the emerging user behavior and traffic profile,dsas a change
from multi-service networks to multi-networks servicasaddition, edge-based
intelligence may lead to a higher dynamics in the networlokogy, since the ap-
plications are often controlled by an overlay network, vahiéan rapidly change
in size and structure as new nodes can leave or join the gueetavork in an en-
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tirely distributed manner. As a result, we found that thégrenance evaluation of
such services provides new challenges, since novel kegmpeaihce factors have
to be first identified, like pollution of P2P systems, and appiate models of the
emerging user behavior are required, e.g. taking into atasser impatience.

However, the application of these paradigms and consideraif the user
behavior does not only affect the performance of the ingastd services, but
additionally requires the development of new performan@uation methods.
For instance, P2P networks are typically large-scale myst®ith a large num-
ber of users. Investigating its performance in a mobile r@mvent by means of
simulation requires too much computation time, which pnésdrom a detailed
performance analysis and the derivation of improved mdshanto fulfill the
user’s demands. However, a good understanding of the syastdnthe user be-
havior allows for abstractions in the simulation model tsti@at the computation
time is reduced without loss of accuracy. In our particulse; an event-based
approach is proposed that restricts the simulation to dmbge events that af-
fect the content distribution system, like changing frone aacess technology to
another.

As common denominator of the presented studies in this weekfocus on
a user-centric view when evaluating the performance ofréutnternet applica-
tions. For a subscriber of a certain application or serdiece,perceived quality
expressed as QoE will be the major criterion of the userisfsation with the
network and service providers. The customer finds himsedf $trong position,
being able to choose between different competing provideesisequently, the
providers’ interest in how users perceive an increase ihilisareliability, qual-
ity and (best) value for money. A provider needs to be ablebgeove and react
quickly upon quality problems, at best before even the enetdbecomes aware
of them. Facing this kind of competition for quality, the cept of QOE combines
user perception, experience and expectations with ndmieal and technical pa-
rameters such as application- and network-level QoS.

We selected three different case studies and charactettizedpplication’s
performance from the end user’s point of view. Those aredtperation in mo-
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bile P2P file sharing networks, (2) modeling of online TV neling services,
and (3) QoE of edge-based VoIP applications. The usericaqproach facili-
tates the development of new mechanisms to overcome prelalgsing from the
changing user behavior. An example is the proposed CycPoidperation strat-
egy, which copes with selfish user behavior in mobile P2P fibriag system.
An adequate mechanism has also been shown to be efficientsiteeogeneous
B3G network with mobile users conducting vertical handsveetween differ-
ent wireless access technologies. In particular, the atlaptof the number of
parallel upload slots of a multi-source download mechartis® shown to effi-
ciently utilize the available resources, while a time-lobs@operation strategy is
introduced fostering the download from high-capacity péethe B3G network.

The consideration of the user behavior and the user pectqgivality guides to
an appropriate modeling of future Internet applicationghe case of the online
TV recording service, this enables the comparison betwéfégreht technical
realizations of the system, e.g. using server clusters BrtBéhnology, to prop-
erly dimension the installed network elements and to agbessosts for service
providers. Technologies like P2P help to overcome phenartika flash crowds
and improve scalability compared to server clusters, whiak get overloaded in
such situations. Nevertheless, P2P technology invokeisieui challenges and
different user behavior to that seen in traditional clisetyer systems. Beside the
willingness to share files and the churn of users, peers meatieious and offer
fake contents to disturb the data dissemination. As a coesee, reliability may
be reduced because of pollution of the P2P system and thesimtheéownload-
ing of useless contents. Copyright holders might explag ¢hg. to dimension
the number of fake peers to save their protected contents freing illegally
distributed in a file sharing system.

Finally, the understanding and the quantification of QoEhwéspect to QoS
degradations permits designing sophisticated edge-bagglitations. To this
end, we identified and formulated the IQX hypothesis as ammaptial inter-
dependency between QoE and QoS parameters, which we edliftatdifferent
examples. Starting from a measurement of Skype, we fourtditbadge-based
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5 Conclusions

intelligence tries to overcome packet losses by adaptiegamdwidth in order to
maximize the current QoE. The general benefit of the rejdinaif voice data-
grams was analytically investigated by means of the IQX kiygsis. The cost
of this replication, besides the increased bandwidth copsion, is an increased
jitter, which also impacts the QoE. As a result, a maximalrdegf replication
can be derived up to which an increase of the QoE can be achieve

The appropriate modeling of the emerging user behaviomgpkinto ac-
count the user’s perceived quality and its interaction$ whe overlay and P2P
paradigm will finally help to design future Internet apptioas.
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Nomenclature

General

E[X] mean value of random variablé

VAR [X] variance of random variabl&

STD[X] standard deviation of random variabte

Cx coefficient of variation of random variablg

PX <y probability that random variabl& is smaller or equal tg
E(x) exponentially distributed random variable with mean
o f(t,x) partial derivative of a functiorf with respect to variable

The following symbols are unique in individual chaptersyonl

Chapter 2

At maximum time a peer is allowed to download when applying
time-based cooperation strategy

Atmip delay caused by Mobile IP mechanism during which no appli-
cation data is exchanged

Atvho delay caused by VHO

A rare chunk availability

A; availability of chunki in time interval fromé, to ¢4

J Jain’s fairness index for a given random variable

Niaz maximum number of parallel uploads of a peer

Ton , Tofi online time and offline time of a peer, respectively

o churn ratio defined ag = %
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Nomenclature

Chapter 3
A
A(t)

©
©1
SH
s
Ry, Rq

arrival of user requests follow Poisson process with date
arrival of user requests follow a non-stationary Poissatess
with rate\(t) = Aoe ™

duration of user impatience with averagje'

impatience time of a user while downloading with averagé
impatience time of a user while waiting with averaye

size of video file with average [H;]

access bandwidth of a user in uplink / downlink direction

Variables used for analysis of OTR server

232290 Q0

K)
R(y| K,0,N)

A

R(y| K1)

204

capacity of OTR server

number of aborting users in fluid model

number of downloading users in fluid model

number of successfully finished downloads in fluid model
number of waiting users in fluid model

maximum number of customers to be managed by OTR server
maximum number of users simultaneously served by OTR
changeover poiniV* reflects whether the user’s access band-
width or the server’s capacity is limiting, i.&/* = [%]

stationary probability thak customers are in system
conditional probability that remaining sojourn time distition

of a customer when waiting in positioN is larger thary in a
system counting< € {n*,..., N — 1} customers in system,
i.e. P[W(K,0,N) > y]

conditional probability that remaining sojourn time diistr-
tion of a customer in service is larger thanin a system
counting K € {n*,...,N — 1} customers in system, i.e.
PW(K,1) >y

total sojourn time of a customer



Nomenclature

W(K,0,N)

W (K, 1)

remaining sojourn time of observed customer to complete file
download when waiting in positiodv while there areK ¢
{n*,..., N — 1} customers in system

remaining sojourn time of observed customer needed to com-
plete file download while the observed customer is downlogdi
and there ard( € {n*,..., N — 1} customers in system

Variables used for analysis of P2P System

n
v

O o =X

-

Dy

Ps

departure rate of seeders, leechers, and aborting peers
arrival rate of peers sharing the file which they obtaineanfro
another source than the P2P network

number of fake peers

number of peers having aborted their download

number of downloading peers

number of downloading peers which have already downloaded
i correct blocks

number of downloading peers which have already downloaded
i blocks with at least one corrupted block

number of idle peers

number of leeching peers that do not share the file

number of sharing peers

number of initial sharing peers

probability that a peer aborts the file request after havigrd
loaded a corrupted chunk

probability that a peer downloads the next block from a stuari
peer, i.e., with probabilityl — p, the peer downloads from a
fake peer offering a corrupted chunk

probability that a peer shares the file after successfuligtiing
the downloaded of the file
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Nomenclature

Chapter 4

A,B voice data is transmitted from machirdeto machineB

D machine on which the network emulation tool is running

a, B, parameters of the exponential mapping functfoiltom QoE to
QoSf(z) =a-e P+~

hd preset average one-way delay between two nodes

o4 preset standard deviation of the one-way delay between two
nodes

rd preset autocorrelation parameter for one-way delays

do minimal physical transmission time

s stream of packets stemming from application under invastig
tion

Sin set of packets received iy within a voice streans sent byA

Sout set of packets sent from to B within a voice streans

dp one-way delay for a packetisd, = t,p, — ts,p

trp time when receiving the last bit of a packet

ts,p time when sending the first bit of a packet

OIPDV jitter expressed as inter-packet delay variation

w jitter expressed as standard deviation of the measuredvaye-
delays

Psin Type-P-Reordered-Ratio of a streas of incoming packets,
abbreviated agp if clear

T mean reordering late time of a packet stream

Pr measured packet loss ratio

pL preset packet loss probability passed to network emulétion

TL preset autocorrelation parameter for loss

E? mean squared error between model and measured values

R coefficient of correlation as goodness-of-fit measure

R? coefficient of determination as goodness-of-fit measure

K replication degree of voice datagrams
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Nomenclature

Mycvd

Msent

Srcvd

Ssent

mean goodput at the receiver over captures per observation p
riod

mean throughput at the sender over captures per obserpation
riod

standard deviation of the goodput at the receiver over captu
per observation period

standard deviation of the throughput at the sender ovetnzpt
per observation period
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List of Acronyms

AMM
AR(1)
B3G
CIS
CCDF
CDF
CDN
CycPriM
DCH
DES
DHT
DSL
DU
FCFS
FR
FTTH
GPRS
HTTP
ICH
IEEE
IETF
iLBC

abstract mobility model
first-order autoregressive process
Beyond Third Generation Networks
client/server
complementary cumulative distribution function
cumulative distribution function
content distribution network
cyclic priority masking
dedicated channel
differential equation system
distributed hash table
Digital Subscriber Line
download unit
first-come-first-serve
full reference
fiber-to-the-home
General Packet Radio Service
Hypertext Transfer Protocol
intelligent corruption handling
Institute of Electrical and Electronics Engineers
Internet Engineering Task Force
internet Low Bit Rate Codec
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Nomenclature

P
IPTV
IQX
iISAC
ISP
ITU
LSF
MMM
MOS
MSD
NR
NVR
ODE
OTR
P2P
P2PTV
PCMCIA
PDF
PESQ
PIAT
PIST

PIT
PU
QoE
QoS
RDMM
RR
SIR

210

Internet Protocol

Internet Protocol-based television

Interdependency betwe€oE and QoS isXponential
internet Speech Audio Codec

Internet service provider

International Telecommunication Union

least-shared first
Manhattan mobility model

mean opinion score

multi-source download

no reference

network-based video recorder

ordinary differential equation

OnlineTVRecorder

peer-to-peer

P2P applications designed to distribute video stseam
Personal Computer Memory Card International Assiain
probability density function

Perceptual Evaluation of Speech Quality

packet interarrival times at the receiver

packet interarrival times at the sender, i.e. intekpatransmis-
sion times

packet interarrival times

parallel uploads

Quality of Experience

Quality of Service

random direction mobility model

reduced reference

Susceptible-Infected-Recovered



Nomenclature

TBC
TCP
UDP
UMTS
VBC
VHO
VoD
WLAN

time-based cooperation strategy
Transmission Control Protocol

User Datagram Protocol

Universal Mobile Telecommunications System
volume-based cooperation strategy

vertical handover

Video-on-Demand

Wireless Local Area Network
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