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Abstract
The idea that populations are spatially structured has become a very powerful con-
cept in ecology, raising interest in many research areas. However, despite dispersal 
being a core component of the concept, it typically does not consider the movement 
behavior underlying any dispersal. Using individual-based simulations in continuous 
space, we explored the emergence of a spatially structured population in landscapes 
with spatially heterogeneous resource distribution and with organisms following sim-
ple area-concentrated search (ACS); individuals do not, however, perceive or respond 
to any habitat attributes per se but only to their foraging success. We investigated 
the effects of different resource clustering pattern in landscapes (single large clus-
ter vs. many small clusters) and different resource density on the spatial structure of 
populations and movement between resource clusters of individuals. As results, we 
found that foraging success increased with increasing resource density and decreas-
ing number of resource clusters. In a wide parameter space, the system exhibited at-
tributes of a spatially structured populations with individuals concentrated in areas of 
high resource density, searching within areas of resources, and “dispersing” in straight 
line between resource patches. “Emigration” was more likely from patches that were 
small or of low quality (low resource density), but we observed an interaction ef-
fect between these two parameters. With the ACS implemented, individuals tended 
to move deeper into a resource cluster in scenarios with moderate resource density 
than in scenarios with high resource density. “Looping” from patches was more likely 
if patches were large and of high quality. Our simulations demonstrate that spatial 
structure in populations may emerge if critical resources are heterogeneously dis-
tributed and if individuals follow simple movement rules (such as ACS). Neither the 
perception of habitat nor an explicit decision to emigrate from a patch on the side of 
acting individuals is necessary for the emergence of such spatial structure.
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1  |  INTRODUC TION

The idea of spatially structured population, namely metapopulation, 
patchy population, mainland–island system, or source–sink sys-
tems, has become a very powerful concept in ecology, raising inter-
est in research areas like dispersal ecology (Hanski, 2012; Lambin 
et al., 2012; With, 2004) or population genetics (Haig, 1998; Harrison 
& Hastings,  1996; Hastings & Harrison,  1994; Manel et al.,  2003; 
Montgelard et al., 2014). The concept also had a strong impact on 
the development of conservation concepts (Akçakaya et al., 2007; 
Hanski & Simberloff,  1997; Olivieri et al.,  2016; Thomas,  1995). 
However, these concepts may be more a “construct” of human ob-
servers with their tendency to categorize observations—yet not 
necessarily reflect the biology underlying the emergence of spatial 
population structure. In particular, there is no guarantee that the or-
ganisms under investigation have a perception (or a “concept”) of 
habitat patches or that they at any time “decide” to emigrate from 
a habitat patch and disperse. Current approaches typically assume 
the concept to be valid but do not necessarily explain its emergence 
from first principle.

Another issue with the metapopulation and other spatially struc-
tured population concepts is that they do not explicitly account for 
movement behavior and dispersal that emerges from it (Bowler & 
Benton, 2005; Hanski, 1999; Hawkes, 2009) even though dispersal 
is arguably the most important ingredient of the concepts. In partic-
ular, it is not guaranteed that dispersal occurs (only) because of the 
particular “decision” to disperse, eventually at a certain moment in 
the life cycle. Dispersal, i.e., the movement of individuals between 
habitat patches, may also come about by routine movement, e.g., 
during foraging.

Over the last decades, research has progressed in better un-
derstanding what drives the movement of individuals searching 
for critical resources (Bartoń & Hovestadt,  2013; Hawkes,  2009; 
Pyke, 2015). Indeed, a rich literature exists of investigating and un-
derstanding rules of foraging movement at the individual and local 
level (Benhamou, 2007; Hills et al., 2013; James et al., 2011; Plank & 
James, 2008; Pyke, 2015; Viswanathan et al., 1999). In fact, searching 
for some critical commodity like food, mating partners, or nest sites 
may be the motivation underlying the far majority of any movement 
in mobile animals. Some studies (e.g., Getz & Saltz, 2008; Nathan 
et al., 2008) thus proposed a conceptual framework for movement 
ecology that considers the interplay among mechanistic components 
of movement: the internal state, motion, navigation capacities of the 
individual, and the external factors affecting movement. The under-
lying idea of this and other concepts is the proposition that individu-
als usually have a cause or motivation to move and that they collect 
and process information to steer their movement; an approach that 
questions the wide-held assumption in metapopulation models that 
movement and consequently dispersal would be random. Some au-
thors have already created movement models with some or all of 
those components of movement (e.g., Avgar et al.,  2013; Barton 
et al., 2009; Bartoń & Hovestadt, 2013; Bartumeus & Catalan, 2009; 
Benhamou, 1992; Fagan et al., 2013, 2017; Fronhofer et al., 2013; 

Fryxell et al., 2008; McNamara et al., 2006; Olsson & Brown, 2010; 
Reynolds, 2012; Van Moorter et al., 2009). However, because such 
models have mostly been used to understand how movement rules 
affect individual foraging success, we are still only beginning to un-
derstand how rules for routine movement might scale up to patterns 
at the population and landscape levels, i.e., to the level of spatially 
structured populations.

In this article, we propose that features of a spatially struc-
tured population and possibly of a metapopulation can emerge if 
animals follow simple movement rule like simple area-concentrated 
search (ACS; also named “area-restricted search”) and if critical (and 
searched) resources are themselves heterogeneously distributed. 
Area-concentrated search, a type of “state-dependent correlated 
random walk,” has previously been used in many ecological stud-
ies (such as Bartoń & Hovestadt,  2013; Benhamou,  1992, 2004; 
Kareiva & Odell, 1987; as the “Mushroom Hunt Model” in Railsback 
& Grimm, 2012; Turchin, 1991). According to the ACS, a change to 
searching behavior as indicated by low directionality (correlation) 
of movement (and low movement speed) might be affected by, e.g., 
(perceived) habitat attributes per se as in Turchin (1991), diffuse cues 
like odor or smell of prey (e.g., Nolting et al., 2015), or an individual's 
internal state (e.g., hunger level, previous foraging success, or re-
cent encounters with prey). Any of these movement rules, as well as 
others with more sophisticated modes of context-dependent move-
ment, might have similar effects, however.

Area-concentrated search movement strategies may ap-
proach the efficiency of an unconstrained optimal forager (Adler 
& Kotar,  1999) and seem to occur in many different species (re-
viewed in Dorfman et al., 2022), like mallards (at very small spatial 
scale; Klaassen et al.,  2006), wandering albatrosses that respond 
to habitat cues per se (Weimerskirch et al.,  2007), amoeba (Van 
Haastert & Bosgraaf, 2009), where straight movement is triggered 
by starvation, or ladybird beetles that respond to prey encounters 
(Nakamuta, 1985).

Here, we simulate the ACS movement of foraging organisms in 
a landscape with differently clustered resource distribution (single 
large cluster vs. many small clusters and different resource density) 
and explore how this influences the distribution of individuals in 
space, foraging success, and the movement between resource clus-
ters (viz. habitat patches). We speculate that a spatially heteroge-
neous resource distribution and such a simple movement rule are 
sufficient to generate the different attributes of a spatially struc-
tured population or metapopulation: namely (i) spatially clustered 
distribution of individuals in areas of high resource concentra-
tion, (ii) different movement pattern inside and outside patches—
searching behavior within, but straight-line movement outside of 
habitat patches, (iii) emigration rate depending on patch quality—
reduced emigration from large or high-quality habitat patches vs. 
elevated emigration from small-  or poor-quality patches. Some 
authors have explored such movement models previously (Bartoń 
& Hovestadt, 2013; Benhamou, 1992, 2004; Nolting et al., 2015; 
Turchin, 1991) but were interested in specifying how such rules af-
fect foraging success or movement attributes in different sections of 
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a landscape and not on the emerging spatial distribution of individu-
als at the population level which is the focus of this study.

2  |  MATERIAL AND METHODS

We implement a simple model simulating the movement of resource-
searching individuals (ACS) in a continuous landscape with hetero-
geneous resource distribution; both the position of individuals and 
resources are thus continuous point coordinates. We investigate 
how resource distribution affects the spatial distribution (density) 
of individuals and the movement (dispersal) of individuals between 
resource clusters. Our simulation ignores birth and death events, but 
the model implicitly accounts for the diffuse effect of competition 
over resources on foraging behavior.

2.1  |  Spatial distribution of resources and scenarios

We simulated foraging movement in a square landscape of area 
4 × 106 (2000 × 2000) squared spatial units with resources distributed 
within it. In the simulations, we created k resource clusters within the 
landscape as continuous spatial point pattern with points generated 
by the Matérn Cluster Point Process, using R version 3.5.2, library 
spatstat version 1.58–2 (Baddeley & Turner, 2005). Clusters were 
generated with daughter points (resources) distributed according 
to a random uniform distribution on a disk around parent points 
with g as radius of the clusters and u as resource density per area 
unit. Thus, 

‼

R = g2
i
� × u was the expected number of resource items 

per cluster, and the expected number of resources items in the 
landscape was k×

‼

R. The center of each parent point was distanced 
at least 3 g units apart from the center of any other parent point to 
avoid cluster overlapping. The landscapes were wrapped into a torus 
in both dimensions to avoid edge effects and mimic a landscape 
of infinite dimension. Across scenarios, the number of resource 
clusters was increased from k = 1 to k = 16 clusters, whereas the 
radius of clusters (g) was reduced from 320 (at k = 1) to 80 (at k = 16) 
so that the total area covered by resource clusters was identical in 

all scenarios (c. 8% of total area). The average resource density in 
resource clusters was varied from u = 0.01 to u = 1.27 resources 
per unit area (see Table 1 for more details). A summary of all model 
and simulation parameters and their values can be found in Table 1.

2.2  |  Movement rule

The movement of each individual was modeled as an ACS. Here, we 
implemented the simplest of such possible rules, assuming that in-
dividual i moved straighter, the longer the time interval in which it 
did not find a food item was, i.e., the longer the searching time ΔS,i 
was (reviewed in Bartoń & Hovestadt, 2013; see Benhamou, 1992); 
generally, such models have been shown to be efficient foraging 
strategies (Benhamou,  1992; Pyke,  2015) also in comparison to 
the much discussed Lévy walk (e.g., Nolting et al., 2015; Plank & 
James, 2008). Comparable movement was, for example, observed in 
starved amoeboid cells that move rather straight whereas well-fed 
cells moved changed direction much more frequently (Van Haastert 
& Bosgraaf, 2009) but just as well in mammal species (Auger-Méthé 
et al., 2016). At any moment t, and for any moving individual i, the 
turning angle between two consecutive steps was determined by 
drawing a random value from a wrapped circular normal distribu-
tion (Jammalamadaka & SenGupta, 2001) with mean 0 and standard 
deviation di,t(ΔS,i) calculated as follows:

Consequently, di,t ranges between dmin = 0.01 (nearly straight-line 
movement) when ΔS,i ≫ h and dmax = 1 when ΔS,i = 0, i.e., when the 
individual just found a food item. In the latter case, the movement 
became highly uncorrelated, and the individual performed area-
concentrated search. We used a wrapped circular normal distribu-
tion here because the normal distribution is common in nature. The 
parameter � is a shape parameter (in our simulations always � = 3), 
and h is the half-saturation constant (always h = 200). The effects of 

di,t
�
ΔS,i

�
= dmin +

�
dmax − dmin

�
⋅

⎛
⎜⎜⎜⎝
1 −

Δ
�

S,i�
Δ

�

S,i
+ h�

�
⎞
⎟⎟⎟⎠
.

TA B L E  1 Definition and ranges of parameters values used.

Symbol Description Values

k Number of resource clusters within the landscape 16, 8, 4, 2, 1

g Radius of clusters corresponding to k 80, 80√2, 160, 160√2, 320

u Resource density 0.01, 0.02, 0.04, 0.08, 0.16, 0.32, 0.64, 1.27 
resources items per unit area

dmin Minimum value for correlation of turning angles of consecutive steps 0.01

dmax Maximum value for correlation of turning angles of consecutive steps 1 (corresponds to straight-line movement)

f Shape parameter 3

h Half-saturation constant 200 (0 for SLM and 10,000 for CRW)

p Step length of movement 1

c Perception radius 1
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parameter � and h on di,t and on foraging success were described in 
Bartoń and Hovestadt (2013). In preliminary simulations, we tested 
different values of h (50 ≤ h ≤ 800) and � (1 ≤ � ≤ 20) and found that 
changes of either parameter value within these ranges did not qual-
itatively affect results. A value of � ≈ 3 led, however, to maximum 
foraging success in the study by Bartoń and Hovestadt (2013). We 
thus kept these two-parameter values constant in all main simula-
tions. Examples of movement paths of individuals from simulations 
are shown in Figure 1.

Nonetheless, with h approaching extremes the nature of move-
ment changes qualitatively. For this reason, we carried out—just for 
the four-cluster scenario—further simulations with h = 0 (resulting in 
unconditional straight-line movement; SLM) or h = 10,000, approx-
imating an unconditional simple correlated random walk (CRW, see 
below).

2.3  |  Foraging

At each time step, each individual moved one step according to 
the movement rule described above. Individuals were moved in 
a random sequence to avoid priority benefits. The step length of 
movement (p) was constant and equal to 1 spatial unit. After move-
ment, an individual immediately found all resource items within its 
perception radius (c = 1 spatial unit, identical to the step length). All 
resource items within this radius were “foraged” and removed (the 
individual maintained its position, however). Following a movement 
step, the value of ΔS,i for each individual was increased to ΔS,i + 1 
in case an individual did not find a resource item but was reset to 
ΔS,i = 0 whenever the individual found a food item, thus initiating the 
ACS as described above.

After movement of all individuals, removed resource items were 
replaced by a same number of new items placed randomly as daugh-
ter points of randomly selected parent points according to the rules 
explained above (global replacement). With this global replacement, 
we implemented a global equilibrium assumption between resource 
production (regrowth) and consumption yet nonetheless allowing 
for the more short-term depletion (competition) effects due to in-
tense local harvesting.

2.4  |  Simulations and analysis

For each parameter combination (resource density and cluster 
size, see above), we carried out 10 replicates on 10 independently 
created landscapes. In each simulation, 80 individuals were 
released at random coordinates within resource clusters; in the 
added simulations with SLM and CRW, individuals were released 
at random positions within the landscape (for full comparison we 
also repeated the ACS simulations with this initialization, called 
ACS-Random). The number of individuals simulated might affect 
some results in this study, in particular patch occupancy, but 

the main findings are not influenced as they are derived from 
individual attributes.

At initialization, ΔS,i was set to ΔS,i = 500 so that individuals 
started with nearly straight-line movement. The initial direction 
of each individual was randomly selected from a uniform distribu-
tion between 0 and 2�. At each time step, individuals moved and 
foraged resource items as described above. All individuals were al-
lowed to move for 10,000 steps, but all analyses described below 
are based on data collected over the last 2000 movement steps 
only.

At the beginning of each simulation, the expected number of re-
source items per cluster was equal to 

‼

R (see above). Due to the global 
replacement of foraged resource items, the total number of resource 
items in the landscape was kept constant, and consequently, the av-
erage number of resource items per cluster remained at 

‼

R. However, 
the number of items in a single cluster could vary over time and de-
grade if the cluster was harvested intensively, i.e., by many individ-
uals at the same time.

Effects of resource density and cluster size on the distribution 
of individuals and spatial structure of the system were evaluated in 
this study. For graphical presentation, the grand mean of 10 repli-
cates are shown in figures with calculations based on the averages 
calculated across all individuals within single replicates. Foraging and 
movement behavior of individuals in different scenarios were com-
pared according to (1) foraging success (=proportion of time steps 
when an individual harvests one or more resource items) and (2) 
total number of different clusters from which resource items were 
collected.

We defined immigration as a moment when an individual en-
tered the area of a cluster (radius around a parent point) even 
without foraging success and emigration as the moment when an 
individual left away from this area. For analyzing the duration of 
movements within and between clusters, we noted the moments 
of emigration from and the moments of immigration into a patch. 
For (3) duration of visits to a patch (“patch visitation time”), we 
counted the time when an individual stayed within patch radius 
and for (4) duration of “patch searching time,” we counted the time 
when an individual was in the “matrix areas” between resource 
clusters. The data also allowed to calculate, however, the emigra-
tion events also contained short excursions away and back to a 
cluster similar to “foray loops” (a succession of progressively larger 
ellipsoidal loops) previously described in Conradt et al. (2003) and 
McIntire et al.  (2013). We thus separated (5) excursions of less 
than 200 steps as “foray loops” from “long-distance emigration 
events” in our analyses.

For determining the spatial structure of our system, we mea-
sured (6) patch occupancy (proportion of time patches contained 
at least one individual), (7) the percentage of individuals located in 
clusters, (8) the number of “successful” migration events, i.e., tran-
sitions from one cluster to another. For the analysis (3, 4, 5, 8), indi-
viduals that never entered a patch within the last 2000 time steps 
were excluded.
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3  |  RESULTS

3.1  |  Foraging behavior and foraging success

In this study, we investigated the emergence of spatially structured 
population in the simulations with a simple movement rule of individ-
uals in the system, the area-concentrated search, in patch landscape 

with clustered resource distribution. We could observe features of 
spatially structured populations in our systems.

Examples of movement of individual in different scenarios are 
shown in Figure 1. In concordance with the principles underlying the 
ACS, two types of movement can be recognized in our simulations—
searching for (or “dispersing between”) resource clusters and forag-
ing within resource clusters. Straight-line movement primarily (and 

F I G U R E  1 Examples of movement path of five individuals (five different color lines) in the landscape of different scenarios from last 
2000 time steps. Pink points indicate the starting position of the movement, yellow points show the positions where resource items were 
harvested, and purple points are the end position of the movement. Large gray circles present the position and size of resource clusters, and 
the gray triangles show the positions of parent points. Upper figures present the movement paths in the whole landscape and lower figures 
indicate the movement paths in a section of the square area in the upper figures: (a) scenario with 16 clusters (k = 16) with size of 80 units 
(g = 180) and resource density of 0.16 (u = 0.16) resources per unit; (b) k = 4, g = 160, u = 0.16; (c) k = 1, g = 320, u = 0.16.

F I G U R E  2 (a) Percentage of movement 
(time) steps with foraging success 
(harvesting one or more resource items) 
calculated over the last 2000 time steps 
and plotted over resource density. 
(b) Total number of clusters from which 
resource items were harvested during the 
last 2000 time steps plotted over resource 
density.
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obviously) occurred in the “matrix areas” between resource clusters, 
whereas foraging—characterized by more uncorrelated movement—
occurred within resource clusters.

We represent foraging success of each individual by the pro-
portion of time steps when an individual encountered resources 
(Figure 2a). Foraging success increased with increasing resource den-
sity (trivially) and decreasing number of resource clusters. Overall, 
individuals were more successful in a landscape with a single large 
resource cluster than in landscapes with many small clusters even 
though the total area covered by the clusters in different scenarios 
was equal. This effect was more pronounced at low resource density 
than at high resource density (e.g., at u = 0.01, the foraging success 
in the one-cluster scenario was approximately 64-fold higher than 
that in 16-cluster scenario, while this difference was approximately 
13-fold at u = 1.27). When resource clusters were small and/or re-
source density was low, individuals often moved through clusters 
without encountering resource items within their perceptual range 
and thus maintaining their straight searching movement. In other 
words, individuals eventually did not “recognize” the presence of a 
resource aggregation if resource density was rather low, and clusters 
were small.

3.2  |  Patch visitation and patch searching

We generally expected that individuals would stay and forage longer 
for resources within a patch and also detected new patches easier 
when resources were dense than when resources were sparse, but 
our simulations provided more complex results. The mean number 
of clusters from which resources were collected was mostly <1 
(this value included individuals that did not successfully reach any 
resource cluster) and smaller than the number of clusters they 
entered because some individuals did not detect resource item 
within clusters (Figure 2b). In the many small cluster scenarios (16 and 
8 clusters), the number of clusters harvested continuously increased 
with increasing resource density (Figure  2b). The relationship 
between cluster size, resource density, and patch residence time 

(inverse of emigration rate) turned out to be complex. Generally, and 
expectedly, individuals resided longer in larger clusters, but as we 
observed for each cluster size different unimodal relationships with 
resource density, this ranking was not persistent across resource 
density (Figure 3a); the peak in the relationship shifts from higher to 
lower resource densities as patch size increases. For all cluster sizes, 
patch searching time declined with resource density, but the effect 
was more pronounced for small compared to large cluster scenarios 
(Figure 3b).

That residence times are shorter at low resource density is un-
derstandable as individuals will often keep the straight-line move-
ment as they might not encounter resources. However, to better 
understand the declines of residence time at high resource densities, 
we analyzed—just for the one-cluster scenarios—the position of in-
dividuals within the resource cluster at the last time step. We found 
that the mean positions of individuals in scenarios with moderate 
resource density were closer to the center point (parent point) than 
those in scenarios with high and low resource density (Figure 4). 
In other words, individuals tended to penetrate deeper into a re-
source cluster (move closer to the patch center) with moderate re-
source density than in a cluster with high resource density because 
they were less likely to encounter a resource item near the edge 
of the cluster upon arrival than in high resource density scenarios. 
Consequently, the chance to move away from a cluster briefly after 
it was found was lower in the scenarios with intermediate resource 
density. In scenarios with high resource density, individuals foraged 
mainly close to the edge of a cluster with the associated risk of even-
tually leaving that cluster.

In addition, not all of these emigration events resulted in per-
manently leaving a resource cluster so that individuals eventually 
returned to the cluster they just left before, resulting in a “foray 
loop” (cf. Conradt et al., 2003). Using an arbitrary cutoff level of 200 
time steps to separate between “permanent emigration” and foray 
loops, we recognize that with increasing resource density a larger 
proportion of emigration episodes falls into the foray loop category 
(Figure 3c). The results show that long-distance emigration events 
occurred more often at low resource density and small cluster size, 

F I G U R E  3 (a) Averaged duration of visits to a resource cluster (patch visitation time); (b) averaged duration of patch searches (patch 
searching time) during the last 2000 time steps plotted over resource density; (c) the percentage of emigration events that were longer than 
200 steps (permanent emigration) plotted over resource density.
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whereas foray loops were observed more often at high resource 
density and the proportion of foray loops generally increased with 
decreasing number of clusters (increasing cluster size).

3.3  |  Spatially structured population 
properties of the system

Generally, we could observe attributes of a spatially structured 
population in our system as described above, i.e., spatially clustered 
distribution of individuals, different movement pattern inside and 
outside patches, and emigration rate depending on patch quality 
and size. We found that in most scenarios, patch occupancy was al-
most 100%. The mean patch occupancy was lower than 85% only in 
five scenarios, i.e., with eight clusters and resource density u = 0.01, 
and in scenarios with 16 clusters and u ≤ 0.08 (Figure 5a), scenarios 

where the distribution of individuals across the whole landscape 
was still nearly random, i.e., the proportion of individuals in clusters 
nearly matched the ≈8% that are expected under a random distribu-
tion of individuals (Figure 5b). With increasing resource density and 
cluster size, individuals increasingly concentrated within resource 
clusters (“habitat”). For example, if 50% of individuals reside inside 
resource clusters that cover just 8% of the total area, the “popula-
tion density” inside cluster is already 11.5 times larger than in the 
surrounding matrix. In passing, we note that these results com-
pletely deviate from those predicted by the diffusion approxima-
tion outlined by Turchin (1991); see also Patlak (1953a, 1953b); for 
more details on underlying reasons, see discussion. However, for 
the scenarios with few clusters, the response to resource density 
was unimodal due to the increasing emigration probability men-
tioned before. The highest number of successful patch changes per 
individual was observed in scenarios with many clusters and low 
resource density, and this value decreased with lower number of 
clusters and higher resource density (Figure 5c) and was almost or 
equal to zero at k < 2.

Our results are qualitatively robust against changes in param-
eters α and h over a wide range of parameter values. However, in 
the additional simulations with either straight movement (SLM; 
h  =  0) or a simple CRW (h  =  10.000) in four-cluster scenario, we 
found that the spatial patterns described above completely disap-
peared as did any dependence on resource density that emerges for 
the ACS (Figure 6). Individuals with ACS and ACS-Random stayed 
longer in patches (Figure 6a) and immigrated after shorter time than 
individuals following SLM (Figure 6b). Looping occurred quite fre-
quently with ACS at higher resource densities resulting in briefer 
periods between emigration and immigration (Figure  6c); looping 
occurred rarely with SLM and frequently for CRW but was not de-
pendent on resource density for either of the latter two. In the ACS 
and ACS-Random scenarios—which both generate nearly identical 
results—more individuals resided within resource clusters, whereas 
in scenarios with CRW and SLM, the proportion of individuals within 
patches was not above the random expectation (~8%) at any re-
source density (Figure 6d).

F I G U R E  4 Averaged distance between the current location of 
an individual in cluster at the last time step and the parent point 
of the cluster (patch center) from the scenario with single cluster 
(patch radius = 320 spatial unit) plotted over resource density.
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4  |  DISCUSSION

In our simulations, we use a simple movement model (ACS) on the 
one hand and landscapes with spatially concentrated resource dis-
tribution on the other to simulate behavior of foraging individuals; 
the simulated populations show attributes of a spatially structured 
population as emergent properties. As such, the emergence of spa-
tial structure cannot be a very surprising outcome as it is already 
an intrinsic property of the ACS that individuals tend to preferen-
tially stay in areas of high resource concentration (e.g., Dorfman 
et al., 2022). At the population level, this would make us expect that 
animals tend to concentrate in areas where critical resources are 
aggregated; in our simulations, population densities were up to ap-
prox. 65 times larger inside clusters than outside (Figure 5b). This 
observation here is similar to the work by Turchin (1991) who in fact 
provided a one-dimensional solution for the problem. Nonetheless, 
we see a value in our simulations in making clear that neither the 
perception of a patch-matrix dichotomy nor spatial memory or any 
complex decision rules for emigration are needed to generate spatial 
heterogeneity in the distribution of individuals. Further, the simula-
tions implemented here also generate more specific patterns that 
are expected to emerge in spatially structured population systems, 
i.e., that individuals are more likely to emigrate from small vs. large 
resource clusters (viz. patches) and with greater probability from 
poor quality (low resource density) than from high-quality clusters 
(but see below). The control simulations with SLM or CRW indeed 
show that the spatial patterns reported only emerge with the ACS 

but not with movement rules that show no dependence on the indi-
viduals' experience.

4.1  |  Foraging behavior and foraging success

As expected, a reduction of the number of clusters (larger cluster 
at the same time) and/or an increase in resource density leads to 
more foraging success of each individual and also affects movement 
pattern of individuals. In the scenarios with high resource density or 
larger cluster, individuals tend to stay long within a patch and per-
form more area-concentrated search than straight-line movement. 
Such effects of resource density and resource spatial arrangement 
on movement strategies and foraging success were also observed 
in previous studies (Bartoń & Hovestadt, 2013; Benhamou, 1992; 
Kareiva & Odell, 1987; Nolting et al., 2015; Scharf et al., 2009). Note 
that in our scenarios, the tendency to remain in a resource aggrega-
tion is only driven by the attributes of the ACS but does not require 
that individuals respond to or even recognize (suitable) habitat per 
se as is the underlying assumption in Turchin (1991). It also does not 
require that individuals apply different rules of movement to habi-
tat and matrix or that individuals ever take a decision to emigrate 
from a habitat patch. Saying so, we do not want to exclude and even 
suggest that animals typically forage with more sophistication than 
we assume in our model, e.g., that they utilize environmental cues, 
e.g., habitat suitability, that indicate that finding resources would 
be more likely in a certain region or base movement decisions on 

F I G U R E  6 Comparison between 
area-concentrated search (“ACS” stands 
for scenarios with starting points within 
clusters and “ACS-Random” for scenarios 
with random starting points), correlated 
random walk (CRW), and straight-
line movement (SLM) in four-cluster 
scenarios. (a) Averaged duration of visits 
to a resource cluster (patch visitation 
time) and (b) averaged duration of patch 
searches (patch searching time) during 
the last 2000 time steps plotted over 
resource density. (c) The percentage of 
emigration events that were longer than 
200 steps (permanent emigration) plotted 
over resource density; (d) averaged 
percentage of individuals residing in 
clusters. Note that the two ACS scenarios 
with individuals released within clusters 
(standard) or at random coordinates lead 
to nearly identical results.
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experience and spatial memory (as examples in Avgar et al., 2013; 
Fronhofer et al., 2013); any of such movement rules will create ACS 
like movement trajectories leading to a concentration of individuals 
in regions of resource concentration.

Interestingly, the greatest foraging success occurred in scenar-
ios with a single resource cluster and highest resource density, but 
individuals did not stay longest within patches in this scenario: con-
trary to expectation, the longest residence times were observed 
in scenarios with moderate resource density, but the peak in this 
relationship also depends on the number of clusters. An underly-
ing reason is that individuals tended to stay nearer to patch edges if 
resource density was very high and did not move as far into a patch 
(approaching the patch center) compared to individuals in scenar-
ios with moderate resource density; the underlying reason is that 
switching to searching behavior typically occurred already near the 
patch border if resource density was high. Therefore, they tended 
to leave patches more often than in the other scenarios. Particularly 
with high resource concentration, many emigrations resembled 
foray loops, however, where individuals return to the same patch 
(Conradt et al., 2003; McIntire et al., 2013). On the other hand, with 
very low resource density, individuals often moved through resource 
clusters without encountering (perceiving) resources at all and con-
sequently maintaining a very directed walk, leaving the patch quickly 
again. Emigration events as well as foray loops might become rarer 
if individuals were to apply more sophisticated movement rules than 
those implemented here, e.g., when perceiving habitat per se, using 
memorized knowledge about patch location (Avgar et al.,  2013; 
Fagan et al., 2013; Fryxell et al., 2008; Van Moorter et al., 2009), 
knowledge about patch quality (Olsson & Brown, 2010), improved 
perception range (Avgar et al.,  2013; Johnston & Painter,  2019), 
or applying smarter Bayesian movement decision rules (Fronhofer 
et al., 2013). Indeed, in preliminary simulations, we found that a sim-
ple ACS with a delayed switching in movement randomness after 
encountering a resource item resulted in deeper penetration into 
resource clusters and longer patch residence times. Adding any of 
such behavioral components might lead to edge “avoidance” and a 
more “organized” and efficient resource utilization from clusters and 
should lead to a decrease in emigrations and foray loops in scenarios 
with high resource density.

4.2  |  Spatially structured population 
properties of the system

We show that our system with simple area-concentrated search de-
velops properties of a spatially structured population over a wide 
parameter range. We find interesting interaction effects between 
number of resource clusters and resource density on the one hand 
and emerging population density inside and outside aggregations on 
the other. Our findings thus completely deviate from those predicted 
by Turchin  (1991) who based predictions on a one-dimensional 
model where individuals modulate directionality of movement based 
on the perception of habitat per se, i.e., whenever they enter an area 

designated as habitat. In our simulations, however, they only change 
movement once they encountered a resource item. In fact, with the 
constant values for step length and duration as assumed in our simu-
lations, Turchin's analytical equations predict an even density of in-
dividuals inside and outside habitat—a prediction we could validate 
by implementing simulation rules that exactly match those assumed 
by Turchin. To some degree, the difference in our findings and those 
predicted by Turchin may be a consequence of us implementing cir-
cular resource cluster, whereas Turchin assumed a one-dimensional 
transition between habitat and non-habitat (i.e., habitat stripes) but 
we think that the far more important reason for the difference be-
tween our findings and Turchin's predictions is the difference in the 
movement rules implemented—changing movement directionality 
(to lower) when encountering habitat in Turchin's model but only 
changing directionality the moment individuals detect a resource 
item in our model. Turchin's model thus assumes a principal “aware-
ness” of habitat per se, whereas we do not make such an assumption; 
consequently, a dependence of residence time on resource density 
cannot emerge in Turchin's model, whereas in our model, individuals 
will often enough never switch to the search mode when entering a 
low-density patch.

The number of successful patch changes (emigration from one 
and immigration into another resource patch) was indeed quite low 
(Figure 5c), but these values can only be interpreted in relation to 
the total period covered by our scenarios. For example, if we assume 
that a single time step in this simulation is 5 min, the 2000 time steps 
analyzed cover a period of approximately 7 days. Further assuming 
that animals are active only 12 h a day (e.g., because they are noctur-
nal), the period covered would correspond to c. 2 weeks, a value that 
is reasonable for the expected life span of many adult insects. Based 
on these assumptions, we thus find that in many of our simulations, 
only a small fraction of individuals (mostly <20%) successfully “dis-
persed” from one habitat cluster to another during their lifetime.

In this study, we varied patch structure (many small clusters to 
single large cluster and low to high resource density), but within a 
scenario, all patches had identical properties. Creating landscapes 
with resource clusters of variable attributes might enable us to in-
vestigate the emergence of spatial structure in populations in other 
landscape settings, e.g., settings that show attributes of a mainland–
island system (Harrison, 1991) or a system with varying patch quality 
(resource density) like in source–sink systems (Pulliam, 1988). It must 
also be mentioned that we did not demonstrate the effect of the 
two parameters � and h (apart from the extreme values for h that 
change movement fundamentally), but previous studies showed that 
our choice of parameter values is adequate to result in good foraging 
success in a broad spectrum of parameters for the spatial distribu-
tion of resources (cf. Bartoń & Hovestadt, 2013 for more details). 
Generally, a decrease of the half-saturation constant h should lead 
to an increase in emigration rates and a reduction of patch residence 
times as we increasingly approach straight-line movement.

This is also supported when contrasting the ACS movement 
results with those of the CRW and the SLM. At very low resource 
density, ACS behavior becomes more or less similar to the SLM as 
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individuals rarely switch into the search mode. On the other hand, 
at very high resource density, individuals will usually change to the 
CRW behavior more or less immediately after entering a patch. 
And this will also be true in many cases when leaving a patch again, 
explaining the similarity between the emigration “attributes” be-
tween ACS and CRW results seen in Figure 6b,c at high resource 
densities.

In this model, we assumed no birth and death events in the pop-
ulation because we simulated only short ecological time interval and 
we avoided complexity caused by birth and death process, such as 
population dynamics. By excluding natality and mortality, we also 
did not include factors that might affect the spatial structure, such 
as dispersal mortality, starvation, or environmental stochasticity 
(Chaianunporn & Hovestadt,  2012, 2019; Fronhofer et al.,  2012). 
Including these factors, emigration rates and spatial population 
structure in this system would presumably change. In addition, more 
realistic models should in fact also account for a proper resource 
dynamic, e.g., by either simulating abiotic resources with a constant 
supply rate (patch specific) or by implementing it as a prey popula-
tion with its own population dynamics.

5  |  CONCLUSIONS

In this study, we implement a model of organism with area-
concentrated search as a foraging movement rule moving in a con-
tinuous landscape with aggregated resource distribution. Although 
we do not include population dynamics (birth and death) into the 
system, the simulated collective of individuals expresses properties 
of spatially structured populations as emergent properties. Models 
like this can be used to improve our understanding of the mecha-
nisms underlying the emergence of population spatial structure but 
could also be applied—given we know the rules of movement—to 
foresee the effects of landscape changes viz. changes in resource 
distribution on (endangered) populations. Furthermore, the model 
could be extended by adding components that affect population 
dynamics, e.g., dispersal mortality, environmental stochasticity, het-
erogeneous patch quality, or varying natality and mortality, to gain 
more understanding about population change in heterogeneous 
landscape. Mechanistic models like ours may help to close the gap 
between individual orientated movement ecology and population 
oriented spatial ecology theory.

AUTHOR CONTRIBUTIONS
Thomas Hovestadt: Conceptualization (equal); funding acquisition 
(equal); methodology (equal); project administration (equal); super-
vision (lead); validation (equal); writing –  review and editing (lead). 
Thotsapol Chaianunporn: Conceptualization (equal); data curation 
(lead); formal analysis (equal); funding acquisition (equal); investi-
gation (lead); methodology (equal); project administration (equal); 
resources (equal); software (lead); validation (equal); visualization 
(lead); writing – original draft (lead).

ACKNOWLEDG MENTS
TC thanks for the financial support by a research grant from Khon 
Kaen University (KKU; grant no. 6200012003). TH thanks for sup-
port by the joint project “Landklif” (https://www.landk​lif.bioze​
ntrum.uni-wuerz​burg.de/) funded by the Bavarian State Ministry 
of Science and the Arts via the Bavarian Climate Research Network 
(bayklif). This publication was supported by the Open Access 
Publication Fund of the University of Wuerzburg. Open Access 
funding enabled and organized by Projekt DEAL.

OPEN RE SE ARCH BADG E S

This article has earned Open Data and Open Materials badges. Data 
and materials are available at https://doi.org/10.5061/dryad.n8pk0​
p2xr and https://doi.org/10.5281/zenodo.6498038.

DATA AVAIL ABILIT Y S TATEMENT
The data and the code of the simulation model that support the 
findings of this study are openly available in “Dryad” at https://doi.
org/10.5061/dryad.n8pk0​p2xr.

ORCID
Thotsapol Chaianunporn   https://orcid.
org/0000-0002-4764-6461 
Thomas Hovestadt   https://orcid.org/0000-0001-7368-6013 

R E FE R E N C E S
Adler, F., & Kotar, M. (1999). Departure time versus departure rate: 

How to forage optimally when you are stupid. Evolutionary Ecology 
Research, 1, 411–421.

Akçakaya, H. R., Mills, G., & Doncaster, C. P. (2007). The role of meta-
populations in conservation. In D. W. Macdonald & K. Service 
(Eds.), Key topics in conservation biology (pp. 64–84). Blackwell 
Publishing.

Auger-Méthé, M., Derocher, A. E., DeMars, C. A., Plank, M. J., Codling, 
E. A., & Lewis, M. A. (2016). Evaluating random search strategies in 
three mammals from distinct feeding guilds. The Journal of Animal 
Ecology, 85, 1411–1421. https://doi.org/10.1111/1365-2656.12562

Avgar, T., Deardon, R., & Fryxell, J. M. (2013). An empirically parame-
terized individual based model of animal movement, perception, 
and memory. Ecological Modelling, 251, 158–172. https://doi.
org/10.1016/j.ecolm​odel.2012.12.002

Baddeley, A., & Turner, R. (2005). Spatstat: An R package for analyz-
ing spatial point patterns. Journal of Statistical Software, 12, 1–42. 
https://doi.org/10.18637/​jss.v012.i06

Bartoń, K. A., & Hovestadt, T. (2013). Prey density, value, and spatial 
distribution affect the efficiency of area-concentrated search. 
Journal of Theoretical Biology, 316, 61–69. https://doi.org/10.1016/j.
jtbi.2012.09.002

Barton, K. A., Phillips, B. L., Morales, J. M., & Travis, J. M. J. (2009). The 
evolution of an “intelligent” dispersal strategy: Biased, correlated 
random walks in patchy landscapes. Oikos, 118, 309–319. https://
doi.org/10.1111/j.1600-0706.2008.16936.x

Bartumeus, F., & Catalan, J. (2009). Optimal search behavior and classic 
foraging theory. Journal of Physics A: Mathematical and Theoretical, 
42, 434002. https://doi.org/10.1088/1751-8113/42/43/434002

https://www.landklif.biozentrum.uni-wuerzburg.de/
https://www.landklif.biozentrum.uni-wuerzburg.de/
https://doi.org/10.5061/dryad.n8pk0p2xr
https://doi.org/10.5061/dryad.n8pk0p2xr
https://doi.org/10.5281/zenodo.6498038
https://doi.org/10.5061/dryad.n8pk0p2xr
https://doi.org/10.5061/dryad.n8pk0p2xr
https://orcid.org/0000-0002-4764-6461
https://orcid.org/0000-0002-4764-6461
https://orcid.org/0000-0002-4764-6461
https://orcid.org/0000-0001-7368-6013
https://orcid.org/0000-0001-7368-6013
https://doi.org/10.1111/1365-2656.12562
https://doi.org/10.1016/j.ecolmodel.2012.12.002
https://doi.org/10.1016/j.ecolmodel.2012.12.002
https://doi.org/10.18637/jss.v012.i06
https://doi.org/10.1016/j.jtbi.2012.09.002
https://doi.org/10.1016/j.jtbi.2012.09.002
https://doi.org/10.1111/j.1600-0706.2008.16936.x
https://doi.org/10.1111/j.1600-0706.2008.16936.x
https://doi.org/10.1088/1751-8113/42/43/434002


    |  11 of 12CHAIANUNPORN and HOVESTADT

Benhamou, S. (1992). Efficiency of area-concentrated searching behaviour 
in a continuous patchy environment. Journal of Theoretical Biology, 
159, 67–81. https://doi.org/10.1016/S0022​-5193(05)80768​-4

Benhamou, S. (2004). How to reliably estimate the tortuosity of an ani-
mal's path. Journal of Theoretical Biology, 229, 209–220. https://doi.
org/10.1016/j.jtbi.2004.03.016

Benhamou, S. (2007). How many animals really do the Lévy walk? Ecology, 
88, 1962–1969. https://doi.org/10.1890/06-1769.1

Bowler, D. E., & Benton, T. G. (2005). Causes and consequences of animal 
dispersal strategies: Relating individual behaviour to spatial dynam-
ics. Biological Reviews, 80, 205–225. https://doi.org/10.1017/S1464​
79310​4006645

Chaianunporn, T., & Hovestadt, T. (2012). Evolution of dispersal in meta-
communities of interacting species. Journal of Evolutionary Biology, 25, 
2511–2525. https://doi.org/10.1111/j.1420-9101.2012.02620.x

Chaianunporn, T., & Hovestadt, T. (2019). Dispersal evolution in meta-
communities of tri-trophic systems. Ecological Modelling, 395, 28–
38. https://doi.org/10.1016/j.ecolm​odel.2019.01.012

Conradt, L., Zollner, P. A., Roper, T. J., Frank, K., & Thomas, C. D. (2003). 
Foray search: An effective systematic dispersal strategy in frag-
mented landscapes. The American Naturalist, 161, 905–915. https://
doi.org/10.1086/375298

Dorfman, A., Hills, T. T., & Scharf, I. (2022). A guide to area-restricted 
search: A foundational foraging behaviour. Biological Reviews, 97(6), 
2076–2089. https://doi.org/10.1111/brv.12883

Fagan, W. F., Gurarie, E., Bewick, S., Howard, A., Cantrell, R. S., & Cosner, 
C. (2017). Perceptual ranges, information gathering, and foraging 
success in dynamic landscapes. The American Naturalist, 189, 474–
489. https://doi.org/10.1086/691099

Fagan, W. F., Lewis, M. A., Auger-Méthé, M., Avgar, T., Benhamou, S., 
Breed, G., LaDage, L., Schlägel, U. E., Tang, W., Papastamatiou, Y. P., 
Forester, J., & Mueller, T. (2013). Spatial memory and animal move-
ment. Ecology Letters, 16, 1316–1329. https://doi.org/10.1111/
ele.12165

Fronhofer, E. A., Hovestadt, T., & Poethke, H.-J. (2013). From random 
walks to informed movement. Oikos, 122, 857–866. https://doi.
org/10.1111/j.1600-0706.2012.21021.x

Fronhofer, E. A., Kubisch, A., Hilker, F. M., Hovestadt, T., & Poethke, H. J. 
(2012). Why are metapopulations so rare? Ecology, 93, 1967–1978.

Fryxell, J. M., Hazell, M., Borger, L., Dalziel, B. D., Haydon, D. T., Morales, 
J. M., McIntosh, T., & Rosatte, R. C. (2008). Multiple movement 
modes by large herbivores at multiple spatiotemporal scales. 
Proceedings of the National Academy of Sciences of the USA, 105, 
19114–19119. https://doi.org/10.1073/pnas.08017​37105

Getz, W. M., & Saltz, D. (2008). A framework for generating and ana-
lyzing movement paths on ecological landscapes. Proceedings of 
the National Academy of Sciences, 105, 19066–19071. https://doi.
org/10.1073/pnas.08017​32105

Haig, S. M. (1998). Molecular contributions to conservation. Ecology, 79, 
413–425. https://doi.org/10.1890/0012-9658(1998)079[0413:MC
TC]2.0.CO;2

Hanski, I. (1999). Metapopulation ecology, Oxford series in ecology and evo-
lution. Oxford University Press.

Hanski, I. (2012). Dispersal and eco-evolutionary dynamics in the 
Glanville fritillary butterfly. In J. Clobert, M. Baguette, T. G. Benton, 
& J. M. Bullock (Eds.), Dispersal ecology and evolution (pp. 290–
303). Oxford University Press. https://doi.org/10.1093/acpro​
f:oso/97801​99608​898.003.0023

Hanski, I., & Simberloff, D. (1997). The Metapopulation approach, its 
history, conceptual domain, and application to conservation. In I. 
Hanski & M. Gilpin (Eds.), Metapopulation biology: Ecology, genetics, 
and evolution (pp. 5–26). Elsevier. https://doi.org/10.1016/B978-
01232​3445-2/50003​-1

Harrison, S. (1991). Local extinction in a metapopulation context: An em-
pirical evaluation. Biological Journal of the Linnean Society, 42, 73–
88. https://doi.org/10.1111/j.1095-8312.1991.tb005​52.x

Harrison, S., & Hastings, A. (1996). Genetic and evolutionary conse-
quences of metapopulation structure. Trends in Ecology & Evolution, 
11, 180–183. https://doi.org/10.1016/0169-5347(96)20008​-4

Hastings, A., & Harrison, S. (1994). Metapopulation dynamics and genet-
ics. Annual Review of Ecology and Systematics, 25, 167–188. https://
doi.org/10.1146/annur​ev.es.25.110194.001123

Hawkes, C. (2009). Linking movement behaviour, dispersal and popula-
tion processes: Is individual variation a key?: Movement behaviour, 
dispersal and population. The Journal of Animal Ecology, 78, 894–
906. https://doi.org/10.1111/j.1365-2656.2009.01534.x

Hills, T. T., Kalff, C., & Wiener, J. M. (2013). Adaptive Lévy processes 
and area-restricted search in human foraging. PLoS One, 8, e60488. 
https://doi.org/10.1371/journ​al.pone.0060488

James, A., Plank, M. J., & Edwards, A. M. (2011). Assessing Lévy walks as 
models of animal foraging. Journal of The Royal Society Interface, 8, 
1233–1247. https://doi.org/10.1098/rsif.2011.0200

Jammalamadaka, S. R., & SenGupta, A. (2001). Topics in circular statistics. 
World Scientific.

Johnston, S. T., & Painter, K. J. (2019). The impact of short-  and long-
range perception on population movements. Journal of Theoretical 
Biology, 460, 227–242. https://doi.org/10.1016/j.jtbi.2018.10.031

Kareiva, P., & Odell, G. (1987). Swarms of predators exhibit “Preytaxis” 
if individual predators use area-restricted search. The American 
Naturalist, 130, 233–270.

Klaassen, R. H. G., Nolet, B. A., & de Fouw, J. (2006). Intake rate at 
differently scaled heterogeneous food distributions explained 
by the ability of tactile-foraging mallard to concentrate foraging 
effort within profitable areas. Oikos, 112, 322–331. https://doi.
org/10.1111/j.0030-1299.2006.13461.x

Lambin, X., Bouille, D. L., Oliver, M. K., Sutherland, C., Tedesco, E., & 
Douglas, A. (2012). High connectivity despite high fragmentation: 
Iterated dispersal in a vertebrate metapopulation. In J. Clobert, 
M. Baguette, T. G. Benton, & J. M. Bullock (Eds.), Dispersal ecology 
and evolution (pp. 405–412). Oxford University Press. https://doi.
org/10.1093/acpro​f:oso/97801​99608​898.003.0032

Manel, S., Schwartz, M. K., Luikart, G., & Taberlet, P. (2003). Landscape 
genetics: Combining landscape ecology and population genetics. 
Trends in Ecology & Evolution, 18, 189–197. https://doi.org/10.1016/
S0169​-5347(03)00008​-9

McIntire, E. J. B., Rompré, G., & Severns, P. M. (2013). Biased correlated 
random walk and foray loop: Which movement hypothesis drives 
a butterfly metapopulation? Oecologia, 172, 293–305. https://doi.
org/10.1007/s0044​2-012-2475-9

McNamara, J. M., Green, R. F., & Olsson, O. (2006). Bayes' theorem and 
its applications in animal behaviour. Oikos, 112, 243–251. https://
doi.org/10.1111/j.0030-1299.2006.14228.x

Montgelard, C., Zenboudji, S., Ferchaud, A.-L., Arnal, V., & van Vuuren, B. 
J. (2014). Landscape genetics in mammals. Mammalia, 78, 139–157. 
https://doi.org/10.1515/mamma​lia-2012-0142

Nakamuta, K. (1985). Mechanism of the switchover from extensive 
to area-concentrated search behaviour of the ladybird beetle, 
Coccinella septempunctata bruckii. Journal of Insect Physiology, 31, 
849–856. https://doi.org/10.1016/0022-1910(85)90102​-7

Nathan, R., Getz, W. M., Revilla, E., Holyoak, M., Kadmon, R., Saltz, D., 
& Smouse, P. E. (2008). A movement ecology paradigm for unify-
ing organismal movement research. Proceedings of the National 
Academy of Sciences of the USA, 105, 19052–19059. https://doi.
org/10.1073/pnas.08003​75105

Nolting, B. C., Hinkelman, T. M., Brassil, C. E., & Tenhumberg, B. (2015). 
Composite random search strategies based on non-directional 
sensory cues. Ecological Complexity, 22, 126–138. https://doi.
org/10.1016/j.ecocom.2015.03.002

Olivieri, I., Tonnabel, J., Ronce, O., & Mignot, A. (2016). Why evolution 
matters for species conservation: Perspectives from three case 
studies of plant metapopulations. Evolutionary Applications, 9, 196–
211. https://doi.org/10.1111/eva.12336

https://doi.org/10.1016/S0022-5193(05)80768-4
https://doi.org/10.1016/j.jtbi.2004.03.016
https://doi.org/10.1016/j.jtbi.2004.03.016
https://doi.org/10.1890/06-1769.1
https://doi.org/10.1017/S1464793104006645
https://doi.org/10.1017/S1464793104006645
https://doi.org/10.1111/j.1420-9101.2012.02620.x
https://doi.org/10.1016/j.ecolmodel.2019.01.012
https://doi.org/10.1086/375298
https://doi.org/10.1086/375298
https://doi.org/10.1111/brv.12883
https://doi.org/10.1086/691099
https://doi.org/10.1111/ele.12165
https://doi.org/10.1111/ele.12165
https://doi.org/10.1111/j.1600-0706.2012.21021.x
https://doi.org/10.1111/j.1600-0706.2012.21021.x
https://doi.org/10.1073/pnas.0801737105
https://doi.org/10.1073/pnas.0801732105
https://doi.org/10.1073/pnas.0801732105
https://doi.org/10.1890/0012-9658(1998)079%5B0413:MCTC%5D2.0.CO;2
https://doi.org/10.1890/0012-9658(1998)079%5B0413:MCTC%5D2.0.CO;2
https://doi.org/10.1093/acprof:oso/9780199608898.003.0023
https://doi.org/10.1093/acprof:oso/9780199608898.003.0023
https://doi.org/10.1016/B978-012323445-2/50003-1
https://doi.org/10.1016/B978-012323445-2/50003-1
https://doi.org/10.1111/j.1095-8312.1991.tb00552.x
https://doi.org/10.1016/0169-5347(96)20008-4
https://doi.org/10.1146/annurev.es.25.110194.001123
https://doi.org/10.1146/annurev.es.25.110194.001123
https://doi.org/10.1111/j.1365-2656.2009.01534.x
https://doi.org/10.1371/journal.pone.0060488
https://doi.org/10.1098/rsif.2011.0200
https://doi.org/10.1016/j.jtbi.2018.10.031
https://doi.org/10.1111/j.0030-1299.2006.13461.x
https://doi.org/10.1111/j.0030-1299.2006.13461.x
https://doi.org/10.1093/acprof:oso/9780199608898.003.0032
https://doi.org/10.1093/acprof:oso/9780199608898.003.0032
https://doi.org/10.1016/S0169-5347(03)00008-9
https://doi.org/10.1016/S0169-5347(03)00008-9
https://doi.org/10.1007/s00442-012-2475-9
https://doi.org/10.1007/s00442-012-2475-9
https://doi.org/10.1111/j.0030-1299.2006.14228.x
https://doi.org/10.1111/j.0030-1299.2006.14228.x
https://doi.org/10.1515/mammalia-2012-0142
https://doi.org/10.1016/0022-1910(85)90102-7
https://doi.org/10.1073/pnas.0800375105
https://doi.org/10.1073/pnas.0800375105
https://doi.org/10.1016/j.ecocom.2015.03.002
https://doi.org/10.1016/j.ecocom.2015.03.002
https://doi.org/10.1111/eva.12336


12 of 12  |     CHAIANUNPORN and HOVESTADT

Olsson, O., & Brown, J. S. (2010). Smart, smarter, smartest: Foraging in-
formation states and coexistence. Oikos, 119, 292–303. https://doi.
org/10.1111/j.1600-0706.2009.17784.x

Patlak, C. S. (1953a). Random walk with persistence and external bias. 
The Bulletin of Mathematical Biophysics, 15, 311–338. https://doi.
org/10.1007/BF024​76407

Patlak, C. S. (1953b). A mathematical contribution to the study of ori-
entation of organisms. The Bulletin of Mathematical Biophysics, 15, 
431–476. https://doi.org/10.1007/BF024​76435

Plank, M. J., & James, A. (2008). Optimal foraging: Lévy pattern or pro-
cess? Journal of The Royal Society Interface, 5, 1077–1086. https://
doi.org/10.1098/rsif.2008.0006

Pulliam, H. R. (1988). Sources, sinks, and population regulation. The 
American Naturalist, 132, 652–661. https://doi.org/10.1086/284880

Pyke, G. H. (2015). Understanding movements of organisms: It's time 
to abandon the Lévy foraging hypothesis. Methods in Ecology and 
Evolution, 6, 1–16. https://doi.org/10.1111/2041-210X.12298

Railsback, S. F., & Grimm, V. (2012). Agent-based and individual-based 
modeling: A practical introduction. Princeton University Press.

Reynolds, A. M. (2012). Fitness-maximizing foragers can use information 
about patch quality to decide how to search for and within patches: 
Optimal Lévy walk searching patterns from optimal foraging the-
ory. Journal of The Royal Society Interface, 9, 1568–1575. https://doi.
org/10.1098/rsif.2011.0815

Scharf, I., Kotler, B., & Ovadia, O. (2009). Consequences of food dis-
tribution for optimal searching behavior: An evolutionary model. 
Evolutionary Ecology, 23, 245–259. https://doi.org/10.1007/s1068​
2-007-9220-6

Thomas, C. D. (1995). Ecology and conservation of butterfly metapop-
ulations in the fragmented British landscape. In A. S. Pullin (Ed.), 
Ecology and conservation of butterflies (pp. 46–63). Springer. https://
doi.org/10.1007/978-94-011-1282-6_4

Turchin, P. (1991). Translating foraging movements in heterogeneous 
environments into the spatial distribution of foragers. Ecology, 72, 
1253–1266. https://doi.org/10.2307/1941099

Van Haastert, P. J. M., & Bosgraaf, L. (2009). Food searching strategy of 
amoeboid cells by starvation induced run length extension. PLoS 
One, 4, e6814. https://doi.org/10.1371/journ​al.pone.0006814

Van Moorter, B., Visscher, D., Benhamou, S., Börger, L., Boyce, M. S., & 
Gaillard, J.-M. (2009). Memory keeps you at home: A mechanistic 
model for home range emergence. Oikos, 118, 641–652. https://doi.
org/10.1111/j.1600-0706.2008.17003.x

Viswanathan, G. M., Buldyrev, S. V., Havlin, S., da Luz, M. G. E., Raposo, 
E. P., & Stanley, H. E. (1999). Optimizing the success of random 
searches. Nature, 401, 911–914. https://doi.org/10.1038/44831

Weimerskirch, H., Pinaud, D., Pawlowski, F., & Bost, C. (2007). Does prey 
capture induce area-restricted search? A fine-scale study using 
GPS in a marine predator, the wandering albatross. The American 
Naturalist, 170, 734–743. https://doi.org/10.1086/522059

With, K. A. (2004). Metapopulation dynamics: Perspectives from land-
scape ecology. In I. Hanski & O. Gaggiotti (Eds.), Ecology, Genetics 
and Evolution of Metapopulations (pp. 23–44). Elsevier. https://doi.
org/10.1016/B978-01232​3448-3/50004​-0

How to cite this article: Chaianunporn, T., & Hovestadt, T. 
(2022). Emergence of spatially structured populations by 
area-concentrated search. Ecology and Evolution, 12, e9528. 
https://doi.org/10.1002/ece3.9528

https://doi.org/10.1111/j.1600-0706.2009.17784.x
https://doi.org/10.1111/j.1600-0706.2009.17784.x
https://doi.org/10.1007/BF02476407
https://doi.org/10.1007/BF02476407
https://doi.org/10.1007/BF02476435
https://doi.org/10.1098/rsif.2008.0006
https://doi.org/10.1098/rsif.2008.0006
https://doi.org/10.1086/284880
https://doi.org/10.1111/2041-210X.12298
https://doi.org/10.1098/rsif.2011.0815
https://doi.org/10.1098/rsif.2011.0815
https://doi.org/10.1007/s10682-007-9220-6
https://doi.org/10.1007/s10682-007-9220-6
https://doi.org/10.1007/978-94-011-1282-6_4
https://doi.org/10.1007/978-94-011-1282-6_4
https://doi.org/10.2307/1941099
https://doi.org/10.1371/journal.pone.0006814
https://doi.org/10.1111/j.1600-0706.2008.17003.x
https://doi.org/10.1111/j.1600-0706.2008.17003.x
https://doi.org/10.1038/44831
https://doi.org/10.1086/522059
https://doi.org/10.1016/B978-012323448-3/50004-0
https://doi.org/10.1016/B978-012323448-3/50004-0
https://doi.org/10.1002/ece3.9528

	Emergence of spatially structured populations by area-­concentrated search
	Abstract
	1|INTRODUCTION
	2|MATERIAL AND METHODS
	2.1|Spatial distribution of resources and scenarios
	2.2|Movement rule
	2.3|Foraging
	2.4|Simulations and analysis

	3|RESULTS
	3.1|Foraging behavior and foraging success
	3.2|Patch visitation and patch searching
	3.3|Spatially structured population properties of the system

	4|DISCUSSION
	4.1|Foraging behavior and foraging success
	4.2|Spatially structured population properties of the system

	5|CONCLUSIONS
	AUTHOR CONTRIBUTIONS
	ACKNOWLEDGMENTS
	OPEN RESEARCH BADGES
	DATA AVAILABILITY STATEMENT

	REFERENCES


