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1   |   INTRODUCTION

Detecting threat in ever-changing environments is cru-
cial for adaptive behavior in animals, including humans. 
Accordingly, when exploring novel or changing environ-
ments, behavioral dispositions are often characterized by 
heightened vigilance to threat cues, in order to facilitate 

rapid detection of potentially dangerous situations (Lang 
et al.,  2000; Öhman et al.,  2001; Richards et al.,  2014). 
An exaggeration of these mechanisms is a core symptom 
of anxiety disorders and has been incorporated into the 
DSM-5, where it is referred to as hypervigilance (American 
Psychiatric Association, 2013). However, the neurophysi-
ological mechanisms underlying hypervigilance during 
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Abstract
Anxiety is characterized by anxious anticipation and heightened vigilance to un-
certain threat. However, if threat is not reliably indicated by a specific cue, the 
context in which threat was previously experienced becomes its best predictor, 
leading to anxiety. A suitable means to induce anxiety experimentally is context 
conditioning: In one context (CTX+), an unpredictable aversive stimulus (US) is 
repeatedly presented, in contrast to a second context (CTX−), in which no US is 
ever presented. In this EEG study, we investigated attentional mechanisms during 
acquisition and extinction learning in 38 participants, who underwent a context 
conditioning protocol. Flickering video stimuli (32 s clips depicting virtual offices 
representing CTX+/−) were used to evoke steady-state visual evoked potentials 
(ssVEPs) as an index of visuocortical engagement with the contexts. Analyses of 
the electrocortical responses suggest a successful induction of the ssVEP signal 
by video presentation in flicker mode. Furthermore, we found clear indices of 
context conditioning and extinction learning on a subjective level, while cortical 
processing of the CTX+ was unexpectedly reduced during video presentation. 
The differences between CTX+ and CTX− diminished during extinction learn-
ing. Together, these results indicate that the dynamic sensory input of the video 
presentation leads to disruptions in the ssVEP signal, which is greater for motiva-
tionally significant, threatening contexts.
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anxiety still need to be elucidated. Over the past decade, 
context conditioning has been established as a laboratory 
model for learned anxiety (Andreatta & Pauli, 2021; Davis 
et al.,  2010; Maren et al.,  2013). During context condi-
tioning, aversive events are administered unpredictably 
in one of two contexts (threat context), while the other 
context remains unpaired (neutral context). In contrast 
to cued fear conditioning, context conditioning involves 
no threat-predicting signals, making the context the next 
best predictor for the occurrence of aversive events. Thus 
the absence of discrete threat-signaling stimuli is thought 
to result in a sustained state of anxious apprehension 
(Grillon et al., 2004).

In rodent studies, the immediate surroundings—
usually the test cages—serve as context stimuli (Haaker 
et al., 2019). To translate findings from animal to human 
research, different physical test rooms have been used to es-
tablish distinct contexts in human fear conditioning stud-
ies (Klinke et al., 2020; LaBar & Phelps, 2005). However, 
it is not always feasible nor possible to implement context 
stimuli through physical rooms. Therefore, basic research 
has frequently relied on less naturalistic, but more con-
trollable stimuli, like different background colors (Lang 
et al., 2009; Vansteenwegen et al., 2008), geometrical sym-
bols (Stegmann et al.,  2019; Wieser et al.,  2016), or col-
ored picture frames (Bublatzky et al.,  2014), which are 
presented on monitor screens. In addition, using simple 
visual stimuli as contexts enables precise timing of the on- 
and offsets and facilitates comparability between different 
contexts. On the other hand, those stimuli often lack eco-
logical validity, as in real life, contexts are encoded as con-
junctive representations of multiple elements (Genheimer 
et al.,  2020; Stout et al.,  2018, 2019) and organisms are 
typically able to freely explore the space (Glotzbach 
et al., 2012).

To overcome these issues, Virtual Reality (VR) provides 
an optimal tool to create enriched, naturalistic environ-
ments and, at the same time, enabling high control over the 
timing and comparability of context stimuli (Andreatta & 
Pauli, 2021). For example, Andreatta et al. (2020) used vir-
tual reality to create two different virtual offices that were 
similar regarding floor plan, size, and complexity, but 
differed in the arrangement of the furniture. Individuals 
are also able to freely navigate through the contexts in 
virtual reality (Glotzbach et al.,  2012). Yet, participants 
remain stationary in order to record psychophysiological 
parameters (Glotzbach-Schoon, Andreatta, et al.,  2013). 
Consequently, VR is well suited to investigate context con-
ditioning in highly controlled laboratory settings.

A recent fMRI-study used these virtual environments 
to investigate measures of neural activity during contex-
tual anxiety (Andreatta et al., 2015). Participants were pas-
sively guided through the virtual offices on pre-recorded 

paths, while they received electrical stimulation in one, 
but never in the other office. Besides successful condition-
ing, results revealed different neural activity immediately 
upon the onset of the anxiety-inducing context, com-
pared to later intervals. Increased initial responses to the 
anxiety-inducing compared to the safe context were found 
in the primary motor cortex and frontal brain regions, 
including orbitofrontal (OFC), dorsolateral (dlPFC) and 
dorsomedial (dmPFC) prefrontal cortex, consistent with 
the notion that context conditioning prompts conscious 
awareness of threat contingencies and explicit threat ap-
praisal. Sustained responses were identified in the amyg-
dala and hippocampus, indicating enhanced involvement 
of the fear/anxiety-network (centered around the amyg-
dala) and neural representations of the spatial map of the 
context rooms (hippocampus). These results demonstrate 
that context conditioning is characterized by dynamic in-
volvement of multiple response systems over time.

Given the important role of attention during poten-
tially threatening situations, recent studies have begun to 
uncover the electrocortical correlates of hypervigilance. 
To this end, Kastner et al.  (2015) investigated steady-
state visual evoked potentials (ssVEPs) as direct neuro-
physiological marker of visual attention during context 
conditioning. The ssVEP is a oscillatory, electrocortical re-
sponse to stimuli that are periodically modulated in terms 
of luminance or contrast (Norcia et al.,  2015). Since the 
frequency of the driving stimulus is known, the ssVEP sig-
nal can be reliably separated from the background EEG 
activity. Importantly, the neural responses are sustained as 
long as the driving stimulus is presented, making ssVEPs 
an optimal tool for studying sustained sensory process-
ing during context conditioning, where trials usually last 
longer than 20 s. Kastner et al. (2015) used pictures of the 
above-mentioned virtual offices to implement different 
contexts. The pictures were presented in flickering mode 
to induce ssVEPs. Results revealed heightened ssVEP am-
plitudes throughout the whole 20 s presentation of the 
aversive conditioned compared to the neutral context, 
suggesting cortical facilitation of perceptual processing 
during the threatening context as a visuocortical cor-
relate of hypervigilance. These results were conceptually 
replicated using a combined cue and context condition-
ing task (Kastner-Dorn et al.,  2018) and parallel results 
of enhanced ssVEP amplitudes during contextual threat 
using geometrical symbols as visual stimuli (Stegmann 
et al., 2019; Wieser et al., 2016). Taken together, these find-
ing are in line with a substantial body of research demon-
strating heightened electrocortical activity in response to 
threat-associated stimuli (Miskovic & Keil, 2012).

In naturalistic settings, however, visual input is not 
static as dynamic environments as well as body-, head- and 
gaze-movements lead to constant changes in the stream 
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of visual information. This is especially relevant for po-
tentially threatening environments, in which changes in 
sensory input (e.g., the sudden occurrence of a predator), 
rather than the static environment per se, signal upcom-
ing danger. Therefore, the next crucial step is to quantify 
visuocortical responding to more ecologically valid con-
textual stimuli. To this end, the present study utilized 
video stimuli of virtual offices to implement differential 
context conditioning. Similar to Andreatta et al.  (2015), 
participants were passively guided through the offices in 
order to establish spatial representations of the contexts. 
The two main goals of this study were to (1) successfully 
induce ssVEPs using video stimuli and to (2) investigate 
changes in visuocortical responding during potentially 
threatening contexts induced by differential context 
conditioning. Here, we tested the hypothesis if aversive 
context conditioning prompts enhanced visuocortical re-
sponses to threatening compared to safe contexts, as mea-
sured by ssVEPs.

2   |   METHOD

2.1  |  Sample

In total, 40 participants participated in the experiment, of 
which two were excluded due to data recording failures 
during the experiment. The final sample included 38 par-
ticipants (24 females, mean age ± SD: 23.63 ± 3.72 years). 
Participants were required to be between 18 and 35 years 
old, free of any family history of photic epilepsy, free of 
any mental health or neurological disorders (self-report), 
and to have normal or corrected vision. All participants 
gave written informed consent and were paid 15 € or re-
ceived course credits. All procedures were approved by 

the ethics committee of the University of Würzburg but 
have not been preregistered.

2.2  |  Stimuli and apparatus

Videos pre-recorded from virtual reality served as con-
text stimuli. The virtual environment was created with 
Valve Corporation's Source Engine (Bellevue, USA) and 
has been successfully used in other context conditioning 
studies (Andreatta et al.,  2020). During each video, the 
participant started in a corridor in front of one of two dif-
ferent office rooms. After the door opened, the participant 
was passively guided through the office on a pre-recorded 
pathway. After about 35 s, the participant left the of-
fice room and the video ended. There was one pathway 
in the clockwise and one in the counterclockwise direc-
tion per room. The two virtual offices were designed to 
be similar regarding size, floor and lighting and only dif-
fered in furniture arrangement, window style and decora-
tion (see Figure 1). Video stimuli were counter-balanced 
for conditions (CTX+ vs. CTX−) across participants. All 
stimuli were presented on a 19-inch monitor (resolu-
tion  =  1024 × 768 pixels) with a vertical refresh rate of 
60 Hz, located ca. 100 cm in front of the participant, using 
the Presentation software (Neurobehavioral Systems, Inc., 
Albany, CA, USA). The videos spanned a visual angle of 
14.75° horizontally and 11.14° vertically. In order to evoke 
ssVEPs, video stimuli were presented continuously while 
an overlaying black frame was presented in flickering 
mode in 20 Hz. Before conducting the experiment, we en-
sured that there were no delays in video display due to 
technical constraints (e.g., monitor responsiveness).

Aversive unconditioned stimuli (US) were 20 ms elec-
tric pulse trains (2  ms pulse width, 25 Hz), which were 

F I G U R E  1   Experimental design. Participants watched videos, in which they were guided through one of two different virtual offices. In 
one office (threat context; CTX+), 0 to 3 US were presented unpredictably. No US were presented in the other office (safety context; CTX−). 
Videos were presented in 20 Hz flicker frequency to evoked ssVEPs. To analyze ssVEPs and skin conductance responses during the initial 
response window, no US was presented during the first 7 s after video onset. At a random timepoint during the second half of each video, 
US-delivery was omitted for an interval of 6 s to analyze sustained ssVEP responses.
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delivered to the left calf through surface bar electrodes 
consisting of two gold-plated stainless-steel disks of 9 mm 
diameter and 30 mm spacing. The electric stimuli were 
generated by a constant current stimulator (Digitimer 
DS7A, Digitmer Ltd., Welwyn Garden City, UK). Prior to 
the actual experiment, the US intensity was adjusted to 
the individual pain-threshold. Thus, participants received 
two series of increasing and decreasing intensities until 
they reached a level they described as “just noticeable 
pain”—corresponding to 4 on a scale from 0 (no pain at 
all) to 10 (unbearable pain). The individual US intensity 
was determined by calculating the mean of the four se-
ries' final intensities and then adding 30% to avoid habitu-
ation. The resulting intensities and subjective pain ratings 
were 1.89 ± 1.02 mA (mean intensity ± SD) and 5.32 ± 1.04 
(mean pain rating ± SD).

2.3  |  Procedure

Participants were seated in a sound-attenuated, dimly 
lit testing room, where EDA-electrodes and the EEG-net 
were applied. The study consisted of a pre-acquisition, 
acquisition and extinction phase. During pre-acquisition 
each video was presented once (2 videos per room), and 
no US was delivered (see Figure 1). The ITI had a ran-
dom duration between 8 and 10 s. Pre-acquisition was 
followed by two rating trials, which started as normal 
trials, but were paused after about 10  s, in which a 
visual analog scale was presented to collect online rat-
ings. During this procedure, participants were asked to 
rate the current room regarding valence, arousal (both 
9-point Likert-scales; from 1  = very unpleasant/ very
calm to 9  = very pleasant/ very exciting), anxiety and
US-expectancy (both visual analogue scales from 0 = not
anxious/ not likely to 100 = very anxious/ very likely).
As soon as the participant finished the rating procedure,
the video continued. Rating trials were excluded from
physiological and electrocortical analysis. Acquisition
consisted of 16 video trials (8x CTX+ and 8x CTX−) plus
four additional rating trials after the first half and in
the end of the phase. US-delivery in the CTX+ started
after 7 s and was omitted after 32 s to ensure that par-
ticipants received US only inside of the office room. Per
CTX+, zero to three US were unpredictably delivered
with an interval of at least 5 s between two US. US were
also presented during CTX+ rating trials, resulting in
a total of 15 US presentations. Importantly, a time in-
terval of 6  s was randomly chosen during the last half
of each trial, in which no US was delivered. To enable
averaging across trials, the random intervals started at
integer seconds, thus comprising ssVEP starting with
the same phase, given 20 Hz stimulation. This interval

was later used for EEG-analysis without confounding 
US-presentations. The extinction phase was identical to 
acquisition regarding trials and timing, but no US were 
delivered. Participants were instructed to reduce eye-
movements and focus on a fixation cross that was cen-
trally presented throughout the experiment.

2.4  |  Physiological data processing

Skin conductance was recorded using two silver-silver 
chloride electrodes filled with 0.5% NaCl electrode gel 
and placed on the thenar and hypothenar eminences 
of the participants' non-dominant palmar surface. The 
signal was recorded with a V-Amp amplifier and Brain 
Vision Recorder Software (BrainProducts Inc., Munich, 
Germany). A sampling rate of 1000 Hz and a notchfilter 
at 50 Hz were applied. Analysis was then performed using 
Brain Vision Analyzer Software (BrainProducts Inc., 
Munich, Germany). For each experimental condition, the 
trough-to-peak values within 1 s to 6 s after video-stimulus 
onset was scored manually, square-root-transformed and 
then divided by the participant's maximum SCR to a con-
text onset. SCRs smaller than 0.02 μS were scored as zero 
responses before transformation (Boucsein et al., 2012).

2.5  |  EEG recording and data processing

EEG data analysis was conducted and is reported ac-
cording to published guide lines (Keil et al.,  2014). 
Electrocortical brain activity was recorded using a 129 
electrodes Electrical Geodesics System (EGI, Eugene, OR) 
referenced to the vertex electrode (Cz), with a sampling 
rate of 250 Hz and an online band-pass filter of 0.1–100 Hz. 
Electrode impedances were kept below 50 kΩ. Subsequent 
data processing occurred offline using the EMEGS soft-
ware for Matlab (Peyk et al., 2011). In a first step, all data 
were filtered using a 40-Hz low-pass filter (cut-off at 3 dB 
point; 45 dB/octave, 19th order Butterworth), before ex-
tracting epochs from 600 ms pre- to 6900 ms post-onset for 
the initial response and from 400 ms to 5900 ms during the 
late interval (a randomly jittered 6000 ms interval between 
18,000 ms and 27,000 ms post-onset) for the sustained 
electrocortical processing. Following the guidelines for 
the statistical correction of artifacts in dense array stud-
ies procedure (Junghofer et al.,  2000), we first detected 
individual channel artifacts based on the original record-
ing reference (Cz), before data were re-recorded to the 
average reference to identify global artifacts. Bad sensors 
within individual trials were identified based on rejection 
criteria for the distributions of the maximum absolute am-
plitude, standard deviation, and gradient. Contaminated 
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trials were removed if they included more than 20 bad 
sensors. After rejection, contaminated sensors of the re-
maining epochs were interpolated using weighted spheri-
cal splines fit to all remaining sensors. The retention rate 
for initial and sustained responses were 64.5 ± 23.5% and 
78.7  ± 20.0% (M ± SD), respectively. Remaining epochs 
were averaged separately for the two context conditions 
and the three main phases of the experiment. To reduce 
the impact of volume conductance, the current source 
densities (CSD) of the time-averaged data were calcu-
lated. The CSD transformed data were then submitted to 
a Fast-Fourier-algorithm on a time interval between 2000 
and 6500 ms post-onset for the initial response and from 
1400 ms to 5900 ms during the sustained response interval 
(a randomly jittered 6000 ms interval between 18,000 ms 
and 27,000 ms post-onset). The first 2000 ms after stimu-
lus onset were omitted since the virtual door to the office 
opens between 1000 and 2000 ms after stimulus onset. The 
time window of the sustained response interval was cho-
sen to be the same in total length as the initial response 
interval to facilitate comparability between initial and sus-
tained responses.

In a next step, we obtained the signal-to-noise ratio 
(SNR) for the driving frequency by dividing the power of 
the 20 Hz frequency by the mean of the spectral power at 
six adjacent frequency bins, leaving out the two immediate 
neighbors. The SNR is a unitless measure which accounts 
for both the evoked signal and the random noise in the 
data and has recently been used in other ssVEP paradigms 
as well (Barry-Anwar et al., 2018; Stegmann et al., 2020). 
The CSD-transformed ssVEP signals for a representative 
electrode (Oz), the Fast-Fourier-Transformation on these 
ssVEPs, the time-frequency representations of the driving 
frequencies, and the topography of their SNRs averaged 
across all subjects and conditions are shown in Figure 2. 
For statistical analysis, the ssVEP activity was pooled 
across the Oz and 7 surrounding electrodes (EGI sensors 
70, 71, 72, 74, 75, 76, 82, 83).

2.6  |  Statistical analyses

The mean SCR to context onset and the mean ssVEP 
amplitudes during the initial and sustained response 

F I G U R E  2   Characteristics of the grand averaged ssVEP signal during the initial and sustained response window across all participants 
and conditions at Oz (sensor 75): (a) time-domain representation of the CSD-transformed ssVEP response. (b) Time-frequency analysis of 
the Hilbert-transformed 20 Hz driving frequency. (c) Frequency-domain representation. (d) Topographies of the signal-to-noise ratio.

(a)

(b)

(c) (d)

(a)

(b)

(c) (d)



6 of 14  |  STEGMANN et al.

window were analyzed separately with mixed-measure 
analysis of variances (ANOVA) with the within-subject 
factors context (CTX+ vs CTX−) and phase (Acquisition 
vs Extinction). The same procedure was carried out for 
valence, arousal, anxiety, and US-expectancy ratings. 
Differences in the pre-acquisition phase of the experiment 
were analyzed with simple t-tests. Significant effects were 
followed up using ANOVAs and t-tests where appropri-
ate. A significance level of 0.05 was used for all analyses. 
Throughout this manuscript, the partial η2 (�2p) or Cohen's 
d (d) and their 95% confidence interval are reported as 
standardized effect sizes.

3   |   RESULTS

3.1  |  Pre-Acquisition phase

During pre-acquisition, CTX+ and CTX− did not dif-
fer regarding valence, t(37) = −0.42, p = .675, d = −0.07 
[CI: −0.39; 0.25], anxiety, t(37)  =  −1.56, p  = .127, 
d = −0.25 [CI: −0.57; 0.07], skin conductance responses, 
t(33)  =  0.22, p  = .826, d  =  0.04 [CI: −0.30; 0.37], and 
ssVEP amplitudes during the initial, t(31) = 0.25, p = .806, 
d = 0.04 [CI: −0.30; 0.39], or the sustained response win-
dow, t(37)  =  1.70, p  = .098, d  =  0.28 [CI: −0.05; 0.60] 

(see Figure  3). Surprisingly, there was a significant dif-
ference between CTX+ and CTX− for arousal ratings, 
t(37) = −2.19, p = .035, d = −0.35 [CI: −0.68; −0.02], in-
dicating higher arousal ratings for CTX+ compared to 
CTX−, although no US had been delivered yet. However, 
this difference is only present for arousal ratings and video 
stimuli were counterbalanced across participants, so this 
finding is most likely a false positive.

3.2  |  Acquisition and extinction phase

3.2.1  |  Steady-state visual evoked potentials

Regarding the initial response window, there was nei-
ther a significant main effect of context, F(1,37)  =  0.03, 
p = .857, �2p < .01 [CI: 0.00; 0.05], phase, F(1,37) = 2.87, 
p = .099, �2p = .07 [CI: 0.00; 0.22], nor a Context × Phase in-
teraction, F(1,37) = 0.18, p = .674, �2p < .01 [CI: 0.00; 0.09] 
(see Figure 4).

During the sustained response window, there was a sig-
nificant main effect of context, F(1,37) = 30.64, p < .001, �2p 
= .45 [CI: 0.24; 0.59], and phase, F(1,37) = 18.42, p < .001, 
�
2
p = .33 [CI: 0.13; 0.49], which were further qualified by 

a significant Context × Phase interaction, F(1,37) = 41.73, 
p < .001, �2p = .53 [CI: 0.33; 0.65]. Post-hoc t-tests indicated 

F I G U R E  3   Mean defensive responses (±SEM) during the pre-acquisition phase. Orange lines denote increasing and purple lines denote 
decreasing responses from CTX− to CTX+.
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stronger ssVEP SNRs to the CTX− compared to the CTX+, 
t(37) = 9.06, p < .001, d = 1.47 [CI: 1.00; 1.93], during ac-
quisition but not during extinction, t(37) = −0.18, p = .862, 
d = −0.03 [CI: −0.35; 0.29] (see Figure 5).

3.2.2  |  Exploratory analyses

First, an alternate explanation was examined that the in-
creased ssVEP amplitude to the CTX− compared to the 
CTX+ was due to electrical stimuli that were presented 
during CTX+ only, prior to the sustained response inter-
val. To that end, the ssVEP data was reanalyzed excluding 

any trials in which electrical stimuli were presented 
within 5000 ms before the sustained response interval. 
Consequently, 2.94 ± 1.41 (mean ± SD; range = [0.5]) trials 
per participant were removed from the analysis. However, 
the differences between CTX+ and CTX− in the remaining 
trials remained significant, t(37) = 7.20, p < .001, d = 1.17 
[CI: 0.75; 1.58], suggesting that the electrical stimulation 
did not decrease the ssVEP SNR to the CTX+. For a more 
detailed exploratory analysis, CTX+ trials were subdivided 
into four categories according to the total number of US 	
(0–3) presented prior to the sustained response interval 
(see Figure 6a). Interestingly, ssVEP amplitudes were mar-
ginally significantly higher for the CTX+ trials without US 

F I G U R E  4   Topographies (left) and the corresponding mean (±SEM) ssVEP SNRs (right) to the context cues during the initial response 
window. Orange lines denote increasing and purple lines denote decreasing responses from CTX− to CTX+.

F I G U R E  5   Topographies (left) and the corresponding mean (±SEM) ssVEP SNRs (right) to the contexts during the sustained response 
window. Orange lines denote increasing and purple lines denote decreasing responses from CTX− to CTX+.
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compared to the CTX+ trials with one US prior to the re-
sponse window, t(33) = 1.95, p = .059, d = 0.33 [CI: −0.01; 
0.68], while there were no differences among the reminder 
of the CTX+ trials, all ps > .259. Critically, all CTX+ trials, 
especially CTX+ trials without preceding US presenta-
tions elicited significantly smaller ssVEP amplitudes than 
CTX− trials [0 US: t(36) = 7.11, p < .001, d = 1.17 [CI: 0.74; 
1.58]; 1 US: t(34) = 9.34, p < .001, d = 1.58 [CI: 1.07; 2.07]; 
2 US: t(24) = 5.75, p < .001, d = 1.15 [CI: 0.63; 1.65]; 3 US: 
t(11) = 3.08, p = .011, d = 0.89 [CI: 0.20; 1.55]].

Another explanation for the decreased ssVEP SNR to 
the CTX+ is that there was heightened oculomotor activ-
ity during the threat context, which might have led to a 
disruption of the ssVEP signal. To quantify eye movement, 
we calculated the Euclidean norm of the signals recorded 
by the EOG electrodes measuring horizontal and vertical 
eye-movements at the level of single trials. Specifically, 
the bipolar difference between pairs of EOG electrodes 
entered this analysis and horizontal and vertical signals 
were combined as the square root of the sum of squares 
of horizontal and vertical EOG, to approximate a global 
measure of oculomotor activity. Eye movement events 
were defined as sample points where the difference of the 
normed EOG signal and the subject mean exceeded three 
standard deviations. The minimum interval between two 
eye-movement events was set to 50 ms. Comparing the 
mean number of eye movement events between CTX+ 
and CTX− (see Figure  6b) yielded no significant differ-
ences, t(36) = 0.59, p = .560, d = 0.10 [CI: −0.23; 0.42]. Eye 
movement as indexed by the EOG signal did not differ be-
tween conditions, and consequently, might not have had 
an impact on the ssVEP signal.

3.2.3  |  Skin conductance responses

Four participants were removed from SCR analysis be-
cause they showed no quantifiable skin conductance 
response. The ANOVA for the remaining participants 
showed no significant main effect of phase, F(1,33) = 1.29, 
p = .263, �2p = .04 [CI: 0.00; 0.18], or phase × context inter-
action, F(1,33) = 0.01, p = .939, �2p < .01 [CI: 0.00; 0.01]. 
The main effect of context, F(1,33) = 3.78, p = .060, �2p = 
.10 [CI: 0.00; 0.27] was marginally significant, suggestive 
of slightly higher skin conductance responses to the onset 
of the threat context compared to the neutral context 
(Figure 7).

3.2.4  |  Ratings

Phase × Context ANOVAs revealed significant main ef-
fects of phase (all ps < .001) and context (all ps < .001), 
which were further qualified by phase × context interac-
tions for valence, F(1,37) = 19.27, p < .001, �2p = .34 [CI: 
0.14; 0.50], arousal, F(1,37) = 28.04, p < .001, �2p = .43 [CI: 
0.22; 0.57], anxiety, F(1,37) = 10.57, p = .002, �2p = .22 [CI: 
0.05; 0.39], and US-expectancy ratings, F(1,37)  =  41.93, 
p < .001, �2p = .53 [CI: 0.33; 0.65]. During acquisition, par-
ticipants rated the CTX+ as more unpleasant, with higher 
emotional arousal, more anxiogenic, and more associated 
with an US, than the CTX− (see Figure 8 and Table 1 for 
statistics of the post-hoc t-tests). During extinction, ratings 
to the CTX+ decreased, while ratings to the CTX− did not 
change. At the end of extinction, however, there were still 
significant differences between CTX+ and CTX−.

F I G U R E  6   Exploratory analyses of the ssVEP and EOG signal during the sustained response window. (a) Mean ssVEP SNR (±SEM) 
during the CTX− and CTX+ as a function of the total number of preceding US, ranging from 0 (CTX+ 0) to 3 (CTX+ 3). Please note the 
unequal sample sizes per condition due to randomization of US timing. (b) Mean number of eye-movement events (±SEM) as indexed by 
substantial EOG signal changes during the CTX+ and CTX−. Orange lines denote increasing and purple lines denote decreasing responses 
from CTX− to CTX+.
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4   |   DISCUSSION

In the present study, a differential context conditioning 
paradigm was used to investigate visuocortical activity 
during potentially threatening, naturalistic scenes. For 
the first time, steady-state visual evoked potentials were 
induced by presentations of flickering video stimuli. 
During each video, participants were passively guided on 
a pre-recorded pathway through one of two virtual offices. 
To capture physiological and behavioral responding dur-
ing potential threat, skin conductance responses were col-
lected next to verbal reports of subjective valence, arousal, 
anxiety, and US-expectancy.

Results demonstrated successful context conditioning 
for subjective measures of defensive responding. After 
acquisition, the threat context elicited higher arousal, 
unpleasantness, anxiety, and US-expectancy ratings than 
the neutral context. These results were substantiated by 
a marginally significant effect of context conditioning 
on skin conductance responses to the onset of the video 
stimuli. Consequently, these findings contribute to a large 
body of literature, demonstrating enhanced defensive re-
sponses during situations of potential threat (Andreatta 
et al., 2015; Glotzbach-Schoon, Tadda, et al., 2013; Grillon 
et al., 2004, 2006).

To quantify sustained visual activity, steady-state vi-
sual evoked potentials were measured during an initial 
as well as a sustained time window. The initial time win-
dow comprised the first 7 s after stimulus onset, from 
which the first 2 s were omitted from statistical analysis, 
because participants were not aware of the condition at 

this timepoint due to closed doors. The sustained time 
window was a randomly chosen interval of 5 s during the 
second half of the video stimulus presentation, which 
was not further signaled to the participant. The steady-
state responses evoked by the flickering video stimuli 
revealed generally high signal-to-noise ratios and de-
scriptive topographical analysis showed broad visuocor-
tical activity over the occipital scalp (see also Figure 2), 
paralleling findings of other contextual threat ssVEP 
studies (Kastner et al.,  2015; Kastner-Dorn et al.,  2018; 
Wieser et al.,  2016; Wieser & Keil,  2014). These results 
suggest successful induction of robust ssVEP signals by 
flickering video stimuli, highlighting the potential useful-
ness of this measure over for example skin conductance, 
where several non-responders had to be excluded from 
the present study. Analyzing the signal-to-noise ratios of 
the 20 Hz driving frequency during the initial response 
window, however, revealed no differences between the 
threatening and the neutral context for acquisition or ex-
tinction learning.

These findings are in contrast to Kastner et al. (2015), 
who found differential effects of context conditioning 
throughout the whole duration (20 s) of the stimulus pre-
sentation, using flickering screenshots of the virtual of-
fices. However, fine-grained temporal analyses revealed 
that these effects were mainly driven by differences 
throughout the later time intervals of the context presen-
tation (beginning from 8  s after context onset), suggest-
ing that changes in visuocortical activity due to potential 
threat do not appear immediately but become operational 
throughout longer periods of potential threat, especially 
with contexts being more complex. Likewise, in the pres-
ent study, effects of context conditioning on ssVEP ampli-
tudes might not have occurred during the initial response 
window. One possible explanation could be that partic-
ipants may have learned that the first few seconds after 
context onset were relatively safe because no US was pre-
sented during the initial response windows. Thus, partici-
pants may have felt less aroused at the beginning of a trial, 
which could also be reflected in the relatively small dif-
ferential SCRs to threat and safety contexts. On the other 
hand, it is not surprising that potential threat is associ-
ated with effects on a larger timescale, as danger is not 
yet imminent and there is no need for a rapid engagement 
of defensive mechanisms (Fanselow,  1994). This idea is 
supported by the results of the fMRI study by Andreatta 
et al. (2015), demonstrating that during sustained context 
presentations different neural regions are activated than 
during the initial response window. Crucially, enhanced 
amygdala activity was only found during the sustained re-
sponse window. Given its important role in driving changes 
in cortical sensory processing (Miskovic & Keil, 2012), the 
absence of amygdala activity could be accompanied by a 

F I G U R E  7   Mean skin conductance responses (±SEM) to video 
stimulus onsets. Orange lines denote increasing and purple lines 
denote decreasing responses from CTX− to CTX+.



10 of 14  |  STEGMANN et al.

lack of differential visuocortical responding during the 
initial presentation of the contexts.

During the sustained response window, the present 
study observed differences in ssVEP amplitudes between 
the threatening and neutral context. Visuocortical activity 
during the threatening context was decreased compared 
to the neutral context. This is in line with the notion that 
free viewing of moving, complex, and motivationally rel-
evant video prompts variable top-down modulation into 
visual cortex that may interfere with the regularity (phase) 
of the ssVEP signal, resulting in paradoxical reduction of 
the visuocortical signal for the more relevant of two stim-
uli. This result sheds new light on the neural account of vi-
suocortical responding to video stimuli, and also prompts 
questions for future research: Is this robust interference 
effect an epiphenomenon of the ssVEP technique, or is it a 
reflection of true reduction in visuocortical engagement? 
Additional work is needed, ideally combining ssVEPs and 

other metrics of visuocortical processing. Recently, several 
authors have begun to investigate how transient changes 
in a stimulus train affect the ssVEP response. To this end, 
Bekhtereva et al. (2018) used a rapid serial visual presen-
tation (RSVP) stream, which included pictures of neu-
tral und unpleasant scenes. To induce ssVEPs, the RSVP 
stream of changing, rather than constant scenes, was pre-
sented in different frequencies ranging from 3 to 8.75 Hz. 
As expected, transient changes from neutral to unpleasant 
stimuli were associated with enhanced ssVEP amplitudes 
for the 3 Hz, 4 Hz, and 8.57 Hz frequency. Using a flicker 
frequency of 6.66 Hz, however revealed the exact opposite, 
i.e. changes from neutral to unpleasant stimuli actually
decreased ssVEP response amplitudes. This finding is spe-
cific for the 6.66 Hz frequency, an effect that has been rep-
licated in independent experiments (Riels et al., 2020). By
using simulation analysis, Bekhtereva et al. (2018) demon-
strated that this effect is likely due to linear superpositions

F I G U R E  8   Mean arousal, unpleasantness, anxiety and US-expectancy ratings (±SEM) of the video stimuli. Orange lines denote 
increasing and purple lines denote decreasing responses from CTX− to CTX+.
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of the ERPs, which are evoked by the individual images 
of the RSVP, prompting destructive interference and thus 
ultimately reducing ssVEP amplitudes. If linear superpo-
sitions of ERPs resulted in decreased ssVEP amplitudes, 
similar mechanisms ought to be expected with presenta-
tion frequencies of integer multiples of the 6.66 Hz fre-
quency. Crucially, the 20 Hz frequency used in the current 
study is indeed an integer multiple of 6.66 Hz. Therefore, 
the reduced visuocortical responses during the threat-
ening context suggest a greater disruption of the ssVEP 
signal caused by the constant stream of visual input and 
enhanced ssVEP amplitudes during potential threat could 
be expected for different presentation frequencies.

Notably, the present findings parallel results of a recent 
study (Campagnoli et al., 2019), utilizing ssVEPs to inves-
tigate visuocortical responses to subtle changes of emo-
tional facial expression. The authors presented flickering 
pictures of neutral facial expressions, which throughout 
the trial changed to either another neutral or to an emo-
tional facial expression of the same individual. Paralleling 
findings in Bekhtereva et al. (2018) and Riels et al. (2020), 
it was observed that transient changes in facial expres-
sion perturbed the ssVEP signal and led to a reduction 
of the time-varying ssVEP amplitudes lasting about 800–
1000 ms. This is also in support of the idea that driven neu-
ral oscillation are disrupted by transient brain responses, 
as underlying circuits receive additional afferent input, in-
terfering with the ssVEP phase and ultimately resulting in 
a reduction of ssVEP amplitude (Campagnoli et al., 2019; 
Moratti et al.,  2007; Muller et al.,  2008). Applied to the 

present paradigm, video stimuli can be considered as a 
continuous stream of afferent input, as each frame of the 
video stimulus contains additional sensory information. 
This is an important aspect, since the neural mechanisms 
underlying perceptual processing of continuously chang-
ing visual stimuli are not well understood. While studies 
using static images to induce ssVEPs usually target specific 
low-level features of the visual stimulus, like orientation, 
contrast or color (Keil et al., 2013; McTeague et al., 2015) 
or employ pictures of static facial expressions to investi-
gate social attentional processing (Stegmann et al., 2020; 
Wieser & Keil, 2011, 2014), the video stimuli of the pres-
ent study consist of a complex composition of different 
low-level features that, in addition, change over time. To 
improve our understanding of visuocortical processing of 
video stimuli, future studies may wish to systematically 
investigate visuocortical responding to visual stimuli that 
continuously change in one low-level feature, at different 
driving frequencies, and adding additional imaging mo-
dalities such as fMRI.

It is also important to note that we used videos of vir-
tual offices, but not immersive VR. In a recent study, Stolz 
et al.  (2019), measured late positive potentials (LPPs) 
during conditioning using a combined head-mounted 
display and EEG setup. Consistent with the findings of 
Kastner et al. (2015), the authors found increased LPPs to 
the threat context compared to safety context. However, 
to record enough trials to achieve a sufficient SNR for the 
LPP, the authors presented each context for only 2 s. In 
the current study, we used ssVEPs to quantify continuous 

Post-hoc t-test t p d CI95%

Unpleasantness Acq: CTX+ vs CTX− 7.67 .001 1.24 [0.81; 1.66]

Ext: CTX+ vs CTX− 5.27 .001 0.85 [0.48; 1.22]

CTX+: Acq vs Ext 5.96 .001 0.97 [0.58; 1.35]

CTX−: Acq vs Ext 1.86 .071 0.30 [−0.62; 0.03]

Arousal Acq: CTX+ vs CTX− 8.78 .001 1.42 [0.97; 1.87]

Ext: CTX+ vs CTX− 5.50 .001 0.89 [0.51; 1.26]

CTX+: Acq vs Ext 6.39 .001 1.04 [0.64; 1.43]

CTX−: Acq vs Ext 1.21 .234 0.20 [−0.13; 0.52]

Anxiety Acq: CTX+ vs CTX− 7.09 .001 1.15 [0.73; 1.56]

Ext: CTX+ vs CTX− 5.55 .001 0.90 [0.52; 1.27]

CTX+: Acq vs Ext 4.15 .001 0.67 [0.32; 1.02]

CTX−: Acq vs Ext 1,83 .075 0.30 [−0.03; 0.62]

US-Expectancy Acq: CTX+ vs CTX− 11.71 .001 1.90 [1.36; 2.43]

Ext: CTX+ vs CTX− 7.27 .001 1.18 [0.76; 1.59]

CTX+: Acq vs Ext 7.99 .001 1.30 [0.86; 1.72]

CTX−: Acq vs Ext .63 .532 0.10 [−0.22; 0.42]

Note: t-tests df = 37.
Abbreviations: Acq, acquisition; Ext, extinction.

T A B L E  1   Statistical details of the 
post-hoc t-tests following the phase x 
context interaction effects for rating data
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visuocortical activity. Although LPPs and ssVEPs are both 
measures related to attention allocation and are sensitive 
to motivational significance, ssVEPs are capable of record-
ing visuocortical activity on a larger time scale, making 
them more suitable for studying the temporal dynamics of 
attention allocation.

It is also important to mention that we were able to 
rule out the alternative explanations that reduced ssVEP 
signals during the threatening context were the result 
of artifacts caused by previous electrical stimulation or 
excessive eye movements. In addition, effects of con-
text conditioning were relatively stable throughout ex-
tinction learning for measures of defensive responding, 
while visuocortical responses did not show differences 
related to the threat/safe context during extinction. This 
is in line with results of recent studies analyzing ssVEPs 
on single-trial level that demonstrated a reduction of 
threat-enhanced ssVEP amplitudes after as few as two 
unreinforced CS+ presentations (McTeague et al., 2015; 
Wieser et al., 2014).

In conclusion, situations of potential threat prompt 
activation of the defensive system, which is associated 
with facilitated defensive responses on a subjective 
and physiological level (Glotzbach et al.,  2012; Grillon 
et al.,  2004). Findings regarding ssVEP amplitudes 
demonstrated generally high signal-to-noise ratios, 
while differential responding was only evident during 
sustained response intervals. In these later time inter-
vals, enhanced disruption of the ssVEP signal suggests 
interference by a continuously changing video stream 
which is enhanced as a function of motivational rele-
vance, i.e. the CTX+ stream (Campagnoli et al., 2019). 
These findings contribute to our understanding of the 
perceptional processing of more ecologically valid con-
text stimuli and its modulation during situations of po-
tential threat.
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