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I. INTRODUCTION AND PROBLEM FORMULATION

The continuous development of new applications and mon-
itoring solutions fosters the success of the Internet of Things
(IoT). According to Statista, there have been more than
11 billion connected devices worldwide in the IoT in 2021, and
forecasts predict nearly 30 billion by 2030 [1]. In this context,
many wireless access network technologies arise from general
cellular access over 5G and future 6G to different Low Power
Wide Area Network (LPWAN) solutions. Furthermore, several
proprietary technologies for very specific use cases or sensor
networks have been developed.

Nevertheless, for many IoT application areas, the general
behavior is rather similar: end devices collect data and that
needs to be transmitted to a gateway. The data is processed,
aggregated based on its specific purpose, or stored in a cen-
tralized data center. Because of an increasing number of end
devices and applications, the resulting traffic load increases
and as a result, more resources are consumed to realized
IoT use cases. In contrast, to provide a more sustainable
network, a general need for resource sparing and energy
efficient operation is required.

This involves two major tasks: selecting the correct tech-
nology for the correct use case and using the technology
in the most effective and efficient manner. To this end, it
is the task of the network operator to provide the end user
with the appropriate technology to guarantee service level
agreements (SLAs) and provide the end user a high Quality
of Service (QoS) for the applications. On the other hand,
the operator’s goal is to work economically and, with the
increasing interest in green and sustainable operation, use as
little resources as possible. In this context, literature already
exist to improve general service quality for specific access
network technologies by investigating different optimization
potential (e.g. [2]), but sustainability is often not yet taken
into consideration.

For data collection and transmissions from monitoring
devices to gateways, much research has been conducted,
studying the general performance of different wireless access
network solutions in recent years. Examples are, among others,
measurement and classification of 5G traffic [3], very specific
IoT traffic like signaling [4], or the general behavior of
different other access network technologies in IoT [5], [6], [7].
Furthermore, energy models are provided for low power IoT in
general [8], for very specific access network technologies like

Long Range Wide Area Network (LoRaWAN) [9], or general
energy efficiency in narrowband IoT [10]. However, a holistic
view of the network in general and the impact of improvement
during data transmission on the complete access network, and
also on other network parts is still missing.

For example, the deployment of more gateways in a Lo-
RaWAN can improve the transmission quality in the ac-
cess network [11], [12] and also the energy consumption
and efficiency of the individual nodes [13]. In return, more
gateways must be deployed, maintained, and supplied with
power [11]. Another example is complex, real time resource
provisioning that can improve the performance of the access
network by in time resource, frequency, and time slot allo-
cation in an optimized manner. In return, it has a negative
impact on the energy footprint in the cloud or in data centers
due to the required comprehensive analysis of the available
resources and application of, for example, computationally
expensive machine learning solutions. Besides this, the energy
requirements and the carbon footprint for the used devices
itself needs to be considered during manufacturing since large
differences are visible between a simple sensor, a complex
and suitable device in a 5G or future 6G network, or a
high power server rack. Often, applications only require a
small subset of the features complex sensors provide and high
resource saving is possible in this context. To the best of our
knowledge, the consideration of the entire network under a
green and sustainable point of view has not been done yet in
literature and is rather challenging because of the multitude
of impact factors and inter-dependencies. This also includes a
comprehensive technology selection for different use cases,
starting from the access network, service and performance
management and monitoring systems, and data storage and
evaluation in different locations and by different hardware.

For that reason, we describe the network from data col-
lection to storage as a system with different components in
this work. We outline the different components and high-
light dependencies with regard to energy consumption and
energy efficiency. With this view, we can identify different
challenges and questions a future system architect must answer
to provide a more sustainable, green, resource friendly, and
energy efficient application or system. Therefore, all system
components must be considered individually but also in con-
junction for future IoT solutions. This requires, in particular,
novel sustainability metrics in addition to current Quality
of Service (QoS) and Quality of Experience (QoE) metrics,
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Figure 1: Overview of relevant network layers.

to provide high performing and high quality yet sustainable
network operation. In this context, the following Section II
introduces the general IoT as a system of different layers,
outlines components and their behavior and role within each
layer, possible interoperability and influences of improving
single components on other ones. Furthermore, the aim for
future sustainability metrics is highlighted and key positions
in the network where sustainability can be quantified are in-
troduced. Finally, Section III presents and discusses examples
for possible 10T system improvements and summarizes future
challenges and research topics.

II. CONCEPT AND METHODOLOGY

According to literature, the network can be split in per-
ception layer, network layer, middleware layer, cloud layer,
and application layer [14]. In this layered approach, network
parts are aggregated based on their responsibility. Thus, for
example, device-to-device communication between sensors is
added to the network layer. In contrast, an in-depth energy con-
sumption and sustainability analysis in IoT requires a slightly
different separation between network parts. For that reason,
we set up layers based on operation location of applications or
specific processing locations, as shown in Figure 1. Since IoT
applications can operate in different parts of the network and
its data can be processed in different locations, improvement
by means of energy consumption, energy efficiency, carbon
footprint, and sustainability in general is possible dependent
on the operation location. In the following, the different layers
are introduced and discussed briefly.

End Device Layer: First, the end device layer, shown
to the left of the figure, is mainly responsible for raw data
measurement. The applications can include simple monitoring
tasks like air quality or temperature monitoring where major
communication is in uplink direction and downlink is only
used for updates or synchronization. Furthermore, more com-
plex tasks like autonomous driving or Industry 4.0 applications
can be served in this layer. This can include direct commu-
nication between devices without the requirement of another

layer for communication, high traffic rates to access points
in the network, and also a significant amount of downlink
traffic. Furthermore, complex end devices, highlighted by the
smartphones and the screen in the example figure, can be
deployed here. These devices can pre-process specific data,
providing besides monitoring also computation resources.

Thus, dependent on the general application, the task, and the
end devices, also different wireless technologies are required,
considered, and analyzed based on sustainability. A multitude
of different simple monitoring tasks without the requirement
of reliable communication can use, for example, a simple
LPWAN technology like LoRaWAN. Such technologies have
benefits like easy and cheap usage and hardware, consume
little resources, can transmit across long distances, and work in
a very energy efficient way. The downside is possible message
loss [5] because of the often unreliable transmission. Other
alternatives are, among others, ZigBee, Sigfox, NB-IoT, or
different weightless standards. When it comes to reliable, fast,
and timely communication, and the requirement of high data
rates, current cellular communication, WiFi, 5G, or future 6G
might be more appropriate. The drawback are much smaller
cells, more required gateways that consuming energy and other
resources during production. In addition, the cost and resource
requirements for data transmission and for the end devices is
higher. To this end, a wise selection of the correct technology
is required for each application. Furthermore, to achieve the
highest possible Quality of Information in the most energy
efficient and sustainable way, among others, end device loca-
tions, number of end devices per task, online and sleep times
of the devices, and data monitoring and transmission patterns
must be analyzed in detail during application deployment.

Access Layer: The access points to the Internet for the
end devices from the end device layer are in the access layer.
Gateways can be simple and small home routers deployed for
smart home or smart city applications. For typical cellular
communication, gateways are often large base station. In
recent years, also mobile base stations with, for example,
drones increased in popularity to provide additional resources



during specific high traffic times. All data that is not directly
processed or used within the end device layer and is not
lost during the, mainly wireless, transmission to the gateways
arrive here. The access layer provides connection to other parts
of the Internet, but often also little computational resources as
part of the general term Edge or Fog Cloud. Furthermore, it is
the first possibility to exchange data between different access
network technologies as gateways are usually connected to the
Internet via Ethernet or other wired technologies.

To operate economically and sustainably, in-depth gateway
and resource planning is required for the future IoT. It is
essential that additional small computational resources are
close to end devices within the access layer if in return,
large overhead in transmission load can be saved compared to
transmitting all data to a large data center. Furthermore, data
pre-selection and pre-processing can be done to reduce load
towards data centers. At the end, it is essential to guarantee
SLAs, which is often a trade-off between moving computa-
tional resources closer to the end user reducing latency but in
return, the requirement for additional servers and energy. In
contrast, when data is transmitted to a larger data center less
server locations are required and already available resources
that can be managed more efficiently. This, however, can lead
to additional end-to-end delay. In future IoT, besides typical
QoS metrics like latency or bandwidth, data transmission in
the most energy efficient and sustainable way is required
as additional Key Performance Indicator (KPI). This means
that future gateways could provide interfaces for different
wireless access network technologies, and thus, coverage
for the appropriate technology. This can reduce the number
of additionally deployed gateways, required space for new
gateways, and reduce total energy consumption by pooling
resources together.

Edge Cloud Layer: Next, the edge cloud layer is re-
sponsible for data processing and network management if
end-to-end delay is a significant SLA. There, even complex
processing and Machine Learning tasks can be performed and
data can be stored, if required, with small delay guarantees.
The drawback is that additional distributed edge clouds can
not profit from pooling gain and can, in the best case, only be
turned to idle or sleep mode if the resources are not required.
Furthermore, turning them back to operation mode could even
result in higher delay [15], violating SLAs.

Thus, from an energy efficiency and sustainability point
of view, Edge Clouds should be used efficiently, if needed,
and deployed in locations where applications require little
delay. In contrast, for applications that can deal with higher
delay, an in-depth investigation is required whether processing
in the Edge is beneficial or data can be transmitted in a
more energy efficient way to the data center. Besides delay,
also the amount of data and the network structure should be
included in this investigation. Therefore, a general trade-off
between the benefit of improving the access network and the
additional resource consumption in the edge cloud for data
processing, network model and management decisions, and
Machine Learning model training should be analyzed from

a sustainability point of view. Furthermore, units should be
turned offline if not needed, to save energy.

CDN and Cloud Layer: The last layer is the Content
Delivery Network (CDN) and cloud layer. It contains large
data centers able to store and operate on a massive amount of
data. Due to the scale of available resources, various complex
data analysis and Machine Learning tasks can be performed
here. However, especially in these hyperscaler environments,
the efficient allocation and orchestration of resources is crit-
ical, both from a performance and a sustainability point of
view. This includes, for example, the placement of services
within data centers and across multiple regions, impacting
the need for communication between, potentially far apart,
services. In addition, the allocation of the right amount and the
right type of resources is critical to operate efficiently. In this
area, platforms like AWS and Google Cloud provide highly
specialized services for things like machine learning [16], big
data pipelines and long term storage, that operate much more
efficiently than self-hosted solutions (e.g. in the form of EC2
instances).

Considering large data center operation from a sustainability
point of view, besides optimization of the infrastructure itself, a
large amount of compute resources is naturally required. This
leads to massive energy consumption and carbon footprint.
However, since this large amount of energy is required at
one geographically small place, the usage of renewable energy
must be ensured to ensure sustainable operation. Finally, pre-
selection and service tuning by the service operator of the
use cases in the end device layer is required to decide which
data must be sent to the cloud, to which degree data must be
analyzed, learned, and stored. Thus, from a future IoT point of
view, efficient selection of applications and the generated data
together with resource allocation and consumption is essential
to avoid unnecessary transmissions of large amounts of data
over large distances.

III. SUMMARY AND DISCUSSION

The sustainable operation of end devices as well as network
and cloud infrastructure is, without a doubt, one of the most
critical and challenging tasks currently being discussed by
the research community. To this end, the presented layered
approach highlights several challenges for the future Internet
of Things.

While each individual layer has been the subject of studies
for several years and different optimization possibilities are
available in literature, future research should be more ap-
plication driven, optimizing the requirements, behavior, but
also resource consumption. Furthermore, details about the
interaction of different layers is often omitted. In particular
research is required tackling Quality of Information in fu-
ture networks. Often, capturing more data does not improve
insights in the application behavior and just increases the
monitoring overhead, load in the network, and required re-
sources in the cloud. Therefore, a pre-selection of monitoring
positions, sensor capability, and the target output is essential.
Furthermore, an in-depth investigation of research towards



the best data processing location and the required data to be
processed is important. The recent heavy usage of Machine
Learning based solutions should be re-evaluated based on
required resources, energy consumption, carbon footprint, and
sustainability in general. One possible approach is to define
a resource or energy budget per application or layer. Then,
different services, applications, or layers can be improved
towards this energy budget. This means, if one layer requires
more resources, another one must save resources.

For that reason, it is essential to determine and test quality
metrics for sustainability, define new monitoring interfaces,
and study the influence of improving sustainability on the
overall network quality. One example is pre-selecting or ag-
gregating data at the end device to save resources and improve
transmission quality, as shown for LoRaWAN [17]. Another
approach is the re-usage of existing Machine Learning mod-
els [18] or a more in-depth undertsanding of differnt applica-
tion behavior to occasionally avoid the requirement of intense
data generation and Machine Learning approaches [19].

Overall, future research needs to evaluate and re-evaluate
both optimizations within each of the proposed layers and the
interaction between layers. Where in the past, we optimized
mainly for performance and resilience, future research must
include sustainability as one of the key metrics for networks
of the future.
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