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Abstract

There is great interest in affordable, precise and reliable metrology underwater: Archaeolo-
gists want to document artifacts in situ with high detail. In marine research, biologists require
the tools to monitor coral growth, and geologists need recordings to model sediment transport.
Furthermore, for offshore construction projects, maintenance and inspection millimeter-accurate
measurements of defects and offshore structures are essential. While the process of digitizing
individual objects and complete sites on land is well understood and standard methods, such
as Structure from Motion or terrestrial laser scanning, are regularly applied, precise underwater
surveying with high resolution is still a complex and difficult task. Applying optical scanning
techniques in water is challenging due to reduced visibility caused by turbidity and light absorp-
tion. However, optical underwater scanners provide significant advantages in terms of achievable
resolution and accuracy compared to acoustic systems.

This thesis proposes an underwater laser scanning system and the algorithms for creating
dense and accurate 3D scans in water. It is based on laser triangulation, and the main optical
components are an underwater camera and a cross-line laser projector. The prototype is config-
ured with a motorized yaw axis for capturing scans from a tripod. Alternatively, it is mounted
to a moving platform for mobile mapping. The main focus lies on the refractive calibration of
the underwater camera and laser projector, the image processing and 3D reconstruction. For the
highest accuracy, the refraction at the individual media interfaces must be taken into account.
This is addressed by an optimization-based calibration framework using a physical-geometric
camera model derived from an analytical formulation of a ray-tracing projection model. In addi-
tion to scanning underwater structures, this work presents the 3D acquisition of semi-submerged
structures and the correction of refraction effects. As in-situ calibration in water is complex
and time-consuming, the challenge of transferring an in-air scanner calibration to water without
re-calibration is investigated, as well as self-calibration techniques for structured light.

The system was successfully deployed in various configurations for both static scanning and
mobile mapping. An evaluation of the calibration and 3D reconstruction using reference objects
and a comparison of free-form surfaces in clear water demonstrate the high accuracy potential in
the range of one millimeter to less than one centimeter, depending on the measurement distance.
Mobile underwater mapping and motion compensation based on visual-inertial odometry are
demonstrated using a new optical underwater scanner based on fringe projection. Continuous
registration of individual scans allows the acquisition of 3D models from an underwater vehicle.
RGB images captured in parallel are used to create 3D point clouds of underwater scenes in full
color. 3D maps are useful to the operator during the remote control of underwater vehicles and
provide the building blocks to enable offshore inspection and surveying tasks. The advancing
automation of the measurement technology will allow non-experts to use it, significantly reduce
acquisition time and increase accuracy, making underwater metrology more cost-effective.
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Zusammenfassung

Das Interesse an präziser, zuverlässiger und zugleich kostengünstiger Unterwassermesstech-
nik ist groß. Beispielsweise wollen Archäologen Artefakte in situ mit hoher Detailtreue doku-
mentieren und in der Meeresforschung benötigen Biologen Messwerkzeuge zur Beobachtung des
Korallenwachstums. Auch Geologen sind auf Messdaten angewiesen, um Sedimenttransporte zu
modellieren. Darüber hinaus ist für die Errichtung von Offshore-Bauwerken, sowie deren Wartung
und Inspektion eine millimetergenaue Vermessung von vorhandenen Strukturen und Defekten
unerlässlich. Während die Digitalisierung einzelner Objekte und ganzer Areale an Land gut er-
forscht ist und verschiedene Standardmethoden, wie zum Beispiel Structure from Motion oder
terrestrisches Laserscanning, regelmäßig eingesetzt werden, ist die präzise und hochauflösende
Unterwasservermessung nach wie vor eine komplexe und schwierige Aufgabe. Die Anwendung
optischer Messtechnik im Wasser ist aufgrund der eingeschränkten Sichttiefe durch Trübung
und Lichtabsorption eine Herausforderung. Optische Unterwasserscanner bieten jedoch Vorteile
hinsichtlich der erreichbaren Auflösung und Genauigkeit gegenüber akustischen Systemen.

In dieser Arbeit werden ein Unterwasser-Laserscanning-System und die Algorithmen zur
Erzeugung von 3D-Scans mit hoher Punktdichte im Wasser vorgestellt. Es basiert auf Laser-
triangulation und die optischen Hauptkomponenten sind eine Unterwasserkamera und ein Kreu-
zlinienlaserprojektor. Das System ist mit einer motorisierten Drehachse ausgestattet, um Scans
von einem Stativ aus aufzunehmen. Alternativ kann es von einer beweglichen Plattform aus für
mobile Kartierung eingesetzt werden. Das Hauptaugenmerk liegt auf der refraktiven Kalib-
rierung der Unterwasserkamera und des Laserprojektors, der Bildverarbeitung und der 3D-
Rekonstruktion. Um höchste Genauigkeit zu erreichen, muss die Brechung an den einzelnen
Medienübergängen berücksichtigt werden. Dies wird durch ein physikalisch-geometrisches Kam-
eramodell, das auf einer analytischen Beschreibung der Strahlenverfolgung basiert, und ein opti-
mierungsbasiertes Kalibrierverfahren erreicht. Neben dem Scannen von Unterwasserstrukturen
wird in dieser Arbeit auch die 3D-Erfassung von teilweise im Wasser befindlichen Strukturen
und die Korrektur der dabei auftretenden Brechungseffekte vorgestellt. Da die Kalibrierung
im Wasser komplex und zeitintensiv ist, wird die Übertragung einer Kalibrierung des Scanners
in Luft auf die Bedingungen im Wasser ohne Neukalibrierung, sowie die Selbstkalibrierung für
Lichtschnittverfahren untersucht.

Das System wurde in verschiedenen Konfigurationen sowohl für statisches Scannen als auch
für die mobile Kartierung erfolgreich eingesetzt. Die Validierung der Kalibrierung und der 3D-
Rekonstruktion anhand von Referenzobjekten und der Vergleich von Freiformflächen in klarem
Wasser zeigen das hohe Genauigkeitspotenzial im Bereich von einem Millimeter bis weniger
als einem Zentimeter in Abhängigkeit von der Messdistanz. Die mobile Unterwasserkartierung
und Bewegungskompensation anhand visuell-inertialer Odometrie wird mit einem neuen optis-
chen Unterwasserscanner auf Basis der Streifenprojektion demonstriert. Dabei ermöglicht die
kontinuierliche Registrierung von Einzelscans die Erfassung von 3D-Modellen von einem Unter-
wasserfahrzeug aus. Mit Hilfe von parallel aufgenommenen RGB-Bildern werden dabei farbige
3D-Punktwolken der Unterwasserszenen erstellt. Diese 3D-Karten dienen beispielsweise dem Be-
diener bei der Fernsteuerung von Unterwasserfahrzeugen und bilden die Grundlage für Offshore-
Inspektions- und Vermessungsaufgaben. Die fortschreitende Automatisierung der Messtechnik
wird somit auch eine Verwendung durch Nichtfachleute ermöglichen und gleichzeitig die Erfas-
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sungszeit erheblich verkürzen und die Genauigkeit verbessern, was die Vermessung im Wasser
kostengünstiger und effizienter macht.
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Chapter 1

Introduction

While the process of digitizing individual objects and complete sites on land is well understood
and standard methods, such as photogrammetry, Structure from Motion (SfM) or terrestrial
laser scanning, are regularly applied, precise underwater surveying with high resolution is still a
complex and difficult task.

On a global scale, we have only very low resolution maps of Earth’s oceans and lakes. The
ocean floor is less well mapped than the surfaces of celestial bodies, such as the Moon or Mars.
Most of the Moon, as well as Mars, have been mapped with spatial resolution of much better than
1 km. The data of the Lunar Reconnaissance Orbiter has been processed to digital elevation maps
of almost the complete lunar surface with a 100m raster and a vertical accuracy of ca. 10m [286].
On the other hand, available global bathymetric charts, such as the General Bathymetric Chart of
the Oceans (GEBECO) [141], have a grid of 1 km and in most places the data is interpolated with
the actual resolution being significantly lower [43]. The GEBECO is built from many different
contributed archives of ship surveys and data from satellite missions. However, high-resolution
bathymetry is only obtained from ship echosounding data. Therefore, more often traveled sea
lanes are typically represented with higher accuracy. Only a small percentage of the oceans is
covered by bathymetric surveys. Fig. 1.1 shows single beam and multibeam surveys in the archive
of the National Oceanic and Atmospheric Administration (NOAA). Some smaller water bodies
are mapped using bathymetric laser scanning and multibeam sonar with high resolution. For
example, the 536 km2 large Lake Constance in Germany has been mapped with point densities
of up to 40 points per square meter during the project "Tiefenschärfe" [307].

Similarly, on a smaller scale creating 3D scans in water with high resolution and accuracy
is challenging. Typically, sites in water are difficult to access, and deployment and recovery are
time-consuming and expensive, especially for greater water depths. For many underwater map-
ping applications sonar technology is still the primary solution because of its large sensor range
and its robustness to turbidity. However, specific measurement tasks require higher accuracies
and resolutions. For example, archaeologists are interested in scanning and monitoring wooden
structures, such as fragments of hull planks of ships, with millimeter resolution and accuracy to
be able to investigate which parts fit together. Recovering these artifacts from the water and
scanning them on land might lead to wrong conclusions because drying the wood causes deforma-
tions. Furthermore, there is also an interest in high-resolution underwater scanning for industrial
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2 CHAPTER 1. INTRODUCTION

Fig. 1.1: Bathymetric surveys in the archive of the NOAA visualized on top of a rendering of the
GEBECO (Source: [236]). Left: Single beam surveys displayed in red. Right: Multibeam surveys
displayed in green.

applications, such as inspection of welding seams [114, 174] or metrology of pipelines [221] and
other underwater structures.

1.1 Challenges of Optical Underwater 3D Sensing

High accuracy and resolution requirements make optical measurement technology interesting
despite visibility limitations due to the high absorption of light in water and turbidity. However,
sensors developed for applications in air are typically not directly applicable for underwater
scanning. Due to the harsh environment, sensors must be appropriately protected from water
ingress and pressure. Moreover, active optical sensors typically rely on lasers or Light-Emiting
Diodes (LED) in the Infrared (IR) spectrum. IR lasers are desirable light sources because of cost-
efficiency, high continuous power and pulse energy, low dispersion and invisibility to the human
eye. However, application in water is mostly unfeasible due to the high absorption of the IR
spectrum. Suitable underwater sensors also need to consider geometric effects, such as refraction
at the water-glass-air interfaces and image degradation due to backscatter from particles in the
water. This thesis concerns itself with the development of such a sensor system and associated
image processing and precise calibration algorithms to increase robustness and accuracy.

One of the most reliable ways to calibrate optical sensors is using calibration artifacts with
known geometry. Acquiring images of such a structure in water is time-consuming and tedious
due to the high efforts of deploying and moving the sensor system or structure. If survey missions
are carried out at significant water depths, for example, deeper than 1000m, calibration stability
is an issue. Under the extreme water pressure, the housings of the sensors, as well as the
mounting structures, are elastically deformed. Underwater housings are not built completely
rigid due to the rubber seals required between the aluminum or titanium housings and the
glass window. Therefore, high pressure causes changes of the extrinsic and housing parameters.
Moreover, the refractive index is affected by parameters, such as pressure, temperature and
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soluted components. While changes in refractive index are typically small, they are relevant for
applications that require high accuracy over large distances or hypersaline lakes. This makes
self-calibration methods interesting that are applied in situ to compensate for errors. This thesis
studies the application of geometric constraints for the estimation of calibration parameters of a
camera and laser projector setup without the need for a special calibration structure or known
scene geometry. Such methods are applicable for quality control and compensating errors due to
parameter changes.

1.2 Industrial and Scientific Applications

The sea is becoming an increasingly important resource for the energy production industry and
mining of raw materials. In order to ensure the safe and efficient operation of structures, such
as offshore wind turbines, platforms for electrical substations or submarine pipelines, frequent
inspections are necessary. High-resolution 3D scanners enable low-cost monitoring and dimen-
sional control of such submerged structures. Additionally, every structure installed in the sea
is manufactured on land. Thus, precise metrology is essential to ensure that pieces fit together,
since adjustments are difficult to make once the structure is deployed in the water. For example,
pipeline tie-in spools create a connection between subsea assets that allows for expansion due
to the pressure and temperature of the transported fluid. To ensure correct alignment and a
leak-tight connection, precise measurements of the relative positions and orientations of the con-
nection points are necessary to fit a custom-built spool piece. Moreover, the spool is required to
be built in a way that most of the weight lies on the seafloor, such that the mechanical stress on
the interconnection points is minimized. The lifetime of the subsea structure is increased if the
spool is properly anchored. Fig. 1.2 shows a subsea template, which is a large steel structure that
carries various subsea structures, e.g., wellheads, subsea trees or manifolds. Here, photogram-
metric targets are placed on the hub and scale bars on the structure for a metrology project to fit
a spool between the hub of the template and a pipeline end termination. Accuracy requirements
for spool metrology are very high. Typically, over a measurement distance of 100m, the relative
hub positions’ accuracy must be within a few centimeters, and the angular errors are required
to be less than half a degree.

Besides static subsea assets, there is also an interest in the inspection of moveable parts,
such as floating platforms, cables or anchor chains. For the teleoperation of Remotely Operated
Vehicles (ROV) and the automation of Autonomous Underwater Vehicles (AUV) 3D sensors play
an important role in the perception of the environment and surveillance of operations [258,261].

Moreover, there is a strong interest in underwater 3D data acquisition for scientific purposes,
such as exploring ocean habitats. For example, marine biologists study the development of coral
reefs as an important indicator of the well-being of the marine ecosystem. One aspect to charac-
terize corals is structural complexity, which also varies between different species. Traditionally,
this is measured by a diver using a 1m long string. The string is wrapped over the corals and the
2D distance between the starting and the end point of the string is measured. The ratio between
this shortened distance and the string length is used as an indicator of the structural complex-
ity. More recently, marine biologists started to adopt SfM techniques to create 3D models of
coral colonies [73]. This way, the marine habitat is digitized with high resolution for further
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Fig. 1.2: Subsea template with photogrammetric targets and scale bars captured during a spool metrol-
ogy project (Source: Equinor ASA and Jost Wittmann).

study, but the same indicators used before are also extracted from the 3D data. Accurately
measuring corals’ structural complexity gives scientists an indicator of the genetic diversity and
spreading of diseases [74]. Besides corals, there are monitoring needs for other marine life, such
as fish [272, 325]. Especially in aquaculture, the size of the fish, which indirectly provides the
weight, and visual control of diseases, such as lice infestation, is important to dose food and
medications correctly. This is challenging since it requires 3D metrology of a dynamic scene.
Moreover, the aquaculture nets need to be inspected regularly for defects. Imaging sensors with
automatic processing algorithms support doing this more efficiently.

Simple, low-cost 3D underwater sensors significantly impact our ability to study the oceans.
This work looks at underwater mapping and 3D scanning in the context of 3D modeling of
flooded mines and documentation of underwater assets.

1.2.1 Underwater Mining in the ¡VAMOS! Project

Part of the work in this thesis was carried out within the framework of the EU Horizon 2020
project Viable Alternative Mine Operating System (¡VAMOS!). The ¡VAMOS! project looked
into alternative mining techniques to extract unexploited mineral resources in flooded inland
mines that are not attractive from a conventional mining perspective in an environmentally and
economically sustainable way. The approach has the potential to extend opencut mines with
hydrological problems or allow to re-open mines that have been considered depleted in the past
because with previous mining techniques it was not viable anymore to continue operations due to
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Fig. 1.3: The ¡VAMOS! underwater mining system deployed during field trials at Lee Moor in Devon,
United Kingdom.

technical, economic or environmental constraints. Today, with rising prices of certain rare ores,
it might become interesting again to re-open abandoned mines in order to access deeper-seated
minerals. However, conventional mining techniques require high treatment and dewatering costs.
Moreover, from an environmental perspective, it is desirable that the water table of these flooded
inland mines is not changed. The ¡VAMOS! project developed a prototype remotely controlled
underwater mining machine and associated launch and recovery equipment and demonstrated
the system in field trials in inactive mine sites. Fig. 1.3 shows the system deployed during field
trials at the Lee Moor mine site in Devon, United Kingdom.

Excavation of raw materials in a water-filled open-pit mine requires a detailed mine model
for teleoperation of the machine and planning of the mining operations. Therefore, part of the
efforts in the project focused on positioning and navigation of the underwater assets and creating
a detailed 3D terrain model. The combined data is presented to the operator in a virtual reality
interface. The benefit of this approach in the ¡VAMOS! project is that the human operators gain
a better situational overview and understanding of the mining operations, which assists remote
control. Additionally, a full 3D model of the operations is valuable to monitor effectively what is
happening below the water surface and communicate the status of mining operations. Moreover,
it allows the use of a smaller and cheaper sensor kit since only the areas where change is expected
need to be monitored regularly with surveying equipment. At the same time, the full context of
the mine site is still visualized to the human operator.
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Fig. 1.4: UWSensor deployed in the test tank of Fraunhofer IOSB-AST in Ilmenau.

1.2.2 Offshore Metrology in the UWSensor Project

The UWSensor project developed a new 3D underwater sensor for mobile offshore surveying.
The sensor is designed to be configured for operation by a ROV. The system is mounted rigidly
on the frame of the ROV or to an actuator to control the viewing angle. The sensor operates
while the ROV is in motion, and individual scans are fused together to expand the scan field
continuously. The goal is a movement speed of the sensor of up to 1 m

s .
The 3D sensor system developed in the UWSensor research project is based on active stereo

with pattern projection. In order to measure precisely during fast movements in the water and to
register the individual 3D scans into maps, the movement must be compensated. This requires
an accurate estimation of the sensor motion. There are several approaches to localization in an
underwater environment. One of the difficult aspects of this effort is that approaches that work
robustly on land cannot necessarily be implemented directly in underwater environments due to
limited visibility conditions and media changes. Due to the nature of the sensor, camera-based
approaches to underwater localization and methods based on the registration of 3D data are used
individually or in combination. However, this task remains challenging in highly unstructured
underwater environments.

Furthermore, the assumption of a static measurement environment is violated in the case
of fast sensor movements since the employed 3D measurement method is based on multi-image
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Fig. 1.5: Flooded mine shafts with historic timber installations.

evaluation, which is accompanied by a small temporal offset. These problems are addressed in
this work by generating an initial trajectory based on visual odometry. Based on this trajectory,
motion compensation for the 3D reconstruction is performed.

1.2.3 Documentation of Cultural Heritage

Cultural heritage sites are the legacy of the human past but are severely threatened by natural
deterioration, man-made alteration, vandalism or robbery. In water, guarding and protecting
archaeological structures and artifacts is challenging. Therefore, in addition to conservation and
restoration efforts, many sites need precise digitization to preserve sensitive assets and their
dissemination to the general public. Similarly to the rise of terrestrial laser scanning and struc-
ture from motion techniques for documentation on land, underwater archaeologists increasingly
digitize and model sites in 3D. Smaller objects are often recovered and documented on land.
However, this is not always feasible because bringing objects to the surface changes the finds or
deteriorates the artifacts. Another aspect is that underwater archaeology is often time sensitive
because of the high cost of vessels and equipment and restrictions on dive duration. Therefore,
fast acquisition techniques are preferred in fieldwork. Hence, in the last ten years, methods for
3D reconstruction and recording are increasingly used in maritime archaeology [219]. Interesting
archaeological structures, such as historic building remains, are also found in lakes. Fig. 1.5
shows flooded mine shafts with historic timbre installations in an inactive mine in the Harz in
Germany, which was operated from the middle of the 16th century. The difficulty here is the
access with scanning systems and the ability to carry heavy equipment to the site through narrow
corridors of the mine.

3D imaging approaches are not only applied for documentation purposes but also for moni-
toring sites, searching for archaeological traces and the study and analysis of the found evidence.
Photogrammetric methods are regularly applied to underwater archaeological sites [222]. Larger
areas are documented using sonar imaging. Unfortunately, the environmental conditions and
requirements for each specific site vary. Therefore, no single sensor system or technique fits all
sites and purposes.
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1.3 Contributions

The accuracy of optical underwater sensors is negatively affected by imprecise physical-geometrical
modeling of the light path and inaccurate estimates of the parameters of the refractive inter-
faces. Moreover, underwater imaging is heavily degraded by absorption, turbidity, dispersion
and backscatter. Due to these factors, the achievable accuracy in water is reduced. In practice,
reduced measurement quality, typically by a factor of two, is observed in the literature [205].

This thesis addresses this challenge by developing approaches for physical-geometric model-
ing of refraction and underwater calibration and techniques for self-calibrating structured light,
which results in more robust and accurate results. Moreover, it describes the development of an
underwater laser scanning system based on projecting a laser cross pattern for capturing dense
3D scans. Furthermore, mobile scanning using optical underwater sensors is demonstrated, and
underwater mapping in the context of the teleoperation of an underwater mining vehicle is suc-
cessfully applied. The contributions of this thesis are summarized in the following main topics:

Refractive camera calibration

The challenge of modeling refraction for ac-
curate 3D reconstruction in water is the es-
timation of the parameters and refractive
surfaces. Available software packages for
camera calibration and Bundle Adjustment
(BA) do not provide multi-media projec-
tion models. Therefore, underwater cam-
era models that precisely describe the light
path for accurate 3D reconstruction in wa-
ter, i.e., the estimation of the parameters
and refractive surfaces, are still not widely
available in the research community. Spe-
cific to the application for an underwater laser scanning system, a physical-geometric cam-
era model using ray tracing is derived, and an optimization-based calibration framework is
proposed (cf. Section 3.3, Section 3.4). Simulation shows that the Brown Model’s approx-
imation errors are large for underwater imaging, especially at close range. In simulation
and experiments, the performance of the refractive calibration is validated, and it is shown
that the proposed refractive calibration achieves lower residual errors compared to implicit
modeling. Additionally, the effects of the test field and fiducial marker system on the cal-
ibration result are investigated. Based on the insights, a calibration approach using a 3D
test field is developed to enable accurate calibration even if the images are degraded (cf.
Section 3.5).
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Underwater and multi-media laser scanning

The development of an underwater laser
scanning system and the algorithms for
3D reconstruction are described in [11].
The contributions include the hardware and
data processing software development. A
cross-line pattern is used to acquire redun-
dant measurements and enable scanning
while moving the scanner in different di-
rections. Based on the refractive camera
calibration and a model of the laser line dis-
tortion, improved accuracy is demonstrated
(cf. Chapter 4). The system is evaluated
and the accuracy is assessed in lab tests, in a towing tank, as well as in an underwater
test environment [24]. The achieved accuracy is in the range of one millimeter up to below
one centimeter, depending on the measurement range (cf. Section 4.6). In clear water,
measurement distances of up to 8m are demonstrated. A refractive correction approach
for the system to enable scanning of semi-submerged objects is developed in [21–23]. The
method’s effectiveness in estimating the water plane and correcting the refraction effects is
demonstrated in lab experiments (cf. Section 4.7).

Self-calibrating structured light

In-situ calibration of structured light scan-
ners in underwater environments is time-
consuming and complicated. Therefore, in
[8] an algorithm for self-calibrating struc-
tured light using geometric constraints is
developed. Coplanarities and orthogonal-
ity constraints are exploited to estimate the
plane parameters of a cross-line laser pro-
jector (cf. Chapter 5). This is used to ac-
quire 3D scans in air and in water using
a single camera and a handheld laser pro-
jector. The approach is applicable without
explicit calibration of the laser projector. Methods to estimate parameters in the presence
of noise and making the approach more robust are presented in [9]. Some of the work on
self-calibrating structured light was also transferred to medical applications [17].
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Underwater mobile mapping

The developed underwater scanning system
is extended for a mobile mapping appli-
cation in [10, 12, 13]. Using Global Nav-
igation Satellite System (GNSS) measure-
ments combined with an Inertial Measure-
ment Unit (IMU) based trajectory estima-
tion system, 3D scans are acquired with the
underwater scanner from a floating plat-
form (cf. Section 6.1). The difficulty here is
the co-calibration of the positioning system
above-the-water and the underwater scan-
ner, which is achieved by a joint optimiza-
tion of the camera and GNSS trajectory. In [6, 7, 15, 16] a new optical underwater sensor
system for mobile scanning is described. It has the advantage compared to the state-
of-the-art in that it provides sub-millimeter accuracy and dense surface reconstruction at
high data rates. Using Visual-Inertial Odometry (VIO) and continuous registration, mobile
mapping of underwater structures is demonstrated (cf. Section 6.2). The proposed meth-
ods are transferable to other tasks, such as mobile laser scanning and personal mapping
systems, which is demonstrated in [14, 18–20,25].

3D underwater modelling for remote control

In [1, 3–5] applications of state-of-the-art
techniques to 3D underwater modeling for
remote control in the Horizon 2020 ¡VA-
MOS! project are demonstrated. From dif-
ferent acoustic sensors and a positioning
system an underwater model of a flooded
mine is built (cf. Section 7.2). In addition,
an above-the-water model is built from ter-
restrial laser scanning. The different sensor
measurements are fused in a consistent un-
derwater terrain model using a Signed Distance Function (SDF) based map. In order
to store large SDF voxel maps, a tree-based data structure is implemented. The data is
presented to the operator of the mining vehicle using a Virtual Reality (VR) based user
interface, which supports the remote control.

Underwater Laser Scanning



1.4. OUTLINE 11

1.4 Outline

This thesis is structured as follows. Chapter 2 introduces the environmental and technical con-
straints for performing 3D data acquisition in the water and reviews the state-of-the-art of
underwater acoustic and optical sensing modalities. Chapter 3 and Chapter 4 describe the de-
velopment of an underwater laser scanning system as well as the needed algorithms for refractive
calibration, image processing and 3D reconstruction. Moreover, methods for multi-media scan-
ning of semi-submerged objects are introduced. Chapter 5 looks into self-calibrating structured
light using geometric constraints. Approaches for mobile data acquisition using the proposed
underwater scanning system are investigated in Chapter 6. Chapter 7 describes methods for
building a 3D mine model using navigation data and sonar sensors for the support of the teleop-
eration of an underwater mining vehicle. Finally, Chapter 8 summarizes and discusses the main
results and presents future work on open questions following this work.

Underwater Laser Scanning





Chapter 2

Underwater Metrology

Different sensing modalities and techniques are used to achieve underwater 3D acquisition and
metrology tasks [79, 216, 222]. Depending on the environmental conditions and measurement
goals, very different approaches have to be applied. Acoustic sensors are often used for imaging
and bathymetric measurements because of the low absorption loss and large achievable mea-
surement range. Acoustic signals are also used for underwater communication and distance
measurements by measuring the travel time between acoustic transceivers. By building an ar-
ray of acoustic transponders, which are, for example, statically installed using seabed tripods,
positions are derived from the acoustic network solution based on multiple range measurements.
Especially for long distances, the calibration and variation of the speed of sound in water affect
the measurement accuracy.

High resolutions and accuracies are achieved using optical measurement and imaging tech-
niques. Underwater laser scanners provide detailed scans of surfaces. Photogrammetric surveys
using visual markers are one of the few approaches achieving millimeter-accurate metrology in
water. However, visibility is a key limiting factor for cameras and optical sensors. High turbidity
levels make optical imaging infeasible.

Similarly to tape measurements on land, taut wire systems are used to measure distances in
water. The wire is rolled up on a winch, and it is measured how much wire is paid out. Relative
positions are measured by recording the departure angle of the wire from the winch or through
additional sensors, such as inclinometers or gyroscopes. Taut wires are also used for dynamic
vessel positioning relative to an anchor. However, this metrology approach is only feasible for
short distances since it is difficult to keep long wires under tension, and sagging of the wire due to
the weight of the wire itself results in errors. Moreover, the measurements are affected by water
currents, and it is difficult for the operator to control the measurement in low visibility. Elastic
deformation of the wire, as well as temperature changes, also affect measurement accuracy.

While this works focuses on optical sensing in underwater environments, we also review
acoustic sensors since acoustic sonar sensor are applied for the application of 3D modeling of
submerged mines in Chapter 7. This chapter provides a brief overview of the relevant physical
properties of the water for this work and introduces optical and acoustic underwater measurement
techniques.
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Fig. 2.1: Examples of underwater images. Left: Blue-green color cast visible in an uncorrected under-
water image of a color checker photographed at a distance of approximately 1m. Right: Scattered light
of a green laser projector due to particles in the water.

2.1 Relevant Physical Properties of the Water

Working with optical sensors in underwater environments is constrained by the transmission
properties of light in the water. Mainly, absorption and scattering limit the use of optical imaging
sensors underwater. Absorption limits the range of sensors since light signals are increasingly
attenuated with distance. Since attenuation is wavelength dependent, this also causes errors in
color reproduction. For measurement purposes, the changes in direction of light rays due to
reflection at a surface or refraction at a medium interface need to be considered.

2.1.1 Absorption and Scattering

Pure water is relatively transparent to visible light and near visible light, but it absorbs most of
the ultraviolet, infrared and microwave spectrum. The attenuation of light is dependent on two
processes: absorption and scattering. In the process of absorption, the light energy is transformed
into different forms of internal energy of the medium. It occurs due to absorption by the water
and other matter contained in the medium, such as dissolved salt in seawater, organic matter or
other contaminants. Scattering is a divergence of the light path from a straight trajectory due
to local non-uniformities, e.g., diffraction by small particles suspended in the water or refraction
due to particulate matter with different refractive indices.

Typically, the total attenuation of wavelengths in the red spectrum is higher, which causes
the blue-green color cast of underwater photos. The left image in Fig. 2.1 shows an underwater
image of a color checker photographed at a distance of approximately 1m in water. The image
is brightened and scaled to correct for the camera sensor response, but no white balance or color
correction was applied. The attenuation of the red color channel in water is visible in the image
in the form of a blue-green color shift. The right image in Fig. 2.1 was captured in turbid water
with a green laser line projector. Due to the scattering of the laser light in the water, the camera
does not observe only the direct reflection of the laser projection at the surface. The whole
image frame is illuminated by scattered laser light. Typically, two components are distinguished:
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Fig. 2.2: Absorption coefficient a(λ) of pure water based on the monograph [345].

forward scattering, denominating a light component with small angular changes of the direct
light path, and backscatter, which is light that enters the camera without being reflected at the
object but scattered within the volume of water.

Attenuation of Light

Using the total attenuation coefficient c(λ), which describes the decay of light intensity per unit
distance, the loss of irradiance is described by Lambert’s law of absorption [169]:

E(r, λ) = E(o, λ)e−c(λ)r , (2.1)

where r is the distance, λ is the wavelength and E is the irradiance at positions o and r. The
total attenuation coefficient is decomposed further as a sum of the absorption a(λ) and scattering
coefficients b(λ):

c = a(λ) + b(λ) , (2.2)

where the total scattering coefficient b(λ) is the integral of the volume scattering function β(λ, θ)

b(λ) = 2π

∫ π

0
β(λ, θ) sin(θ) dθ . (2.3)

The volume scattering function β(λ, θ) describes the dependence of the scattering effects on the
angle θ relative to the light’s direction of travel. Attenuation and scattering coefficients are not
constant but change with the position in water due to local changes in the concentration of
dissolved matter or density of suspended particles.

Fig. 2.2 shows the absorption coefficient for pure water depending on the wavelength. For typ-
ical wavelengths of blue, green and red lasers, we retrieve the absorption coefficients a(480nm) =
0.0127m−1, a(525nm) = 0.0417m−1 and a(650nm) = 0.34m−1. This means that half of the
initial irradiance is lost after 54.6m for the blue laser, 16.6m for the green laser and 2.0m for
the red laser. The absorption minimum is not necessarily in the blue wavelength range for nat-
ural water bodies. For example, high contents of dissolved organic matter, such as humus, peat
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or decaying plant matter, result in an absorption minimum shifted more towards the yellow or
orange wavelengths. Moreover, the scattering coefficient is higher for blue wavelengths.

Typically, blue or green laser sources are employed for underwater applications. This is not
only a result of the absorption spectrum but also due to the availability of compact high-power
laser sources with blue or green wavelengths.

Color Correction

The parameters that influence the color information measured by a camera are complex. The
measured color depends on the illumination light source, the surface parameters of the object,
the scene geometry and the optical transfer function of the camera [181]. In real-world scenes,
this becomes more challenging because there are typically multiple light sources in a scene, e.g.,
sunlight and strobe light, and mixed illumination due to the interreflection of light between
objects or shadows. Additionally, in underwater imaging, the medium plays an important role.

Color correction in air typically assumes some kind of constancy. For example, it is assumed
that the scene features one dominant light source. The problem of color constancy is then
expressed as the problem of estimating the light source’s color. This is often solved by heuristics
and constraints, physical models or machine learning [142]. Methods like Gray World or Gray
Edge assume that the average surface reflectivity or edge response is constant to recover the scene
illumination [71,124,323]. Moreover, not all theoretical possible light sources are observed in the
real world. Therefore, constraints on the set of light sources and observed colors are sensible,
e.g., as used in Gamut Mapping methods [122, 123, 129]. Physical methods for color correction,
for example, exploit specularities in the image [315]. Machine learning methods often try to learn
models for surface reflectivities and light sources [61, 134]. Therefore, sufficiently large training
databases are necessary to generalize to various imaging conditions. Techniques for extracting
and correcting for multiple light sources have been proposed in the literature [44, 143].

These methods are not directly applicable to underwater imaging because the underlying
constancy assumptions are violated. Moreover, if part of the color spectrum is too strongly at-
tenuated, it is challenging to reconstruct the complete color information. A method to describe
the physics of light propagation in water is the Jaffe-McGlamery image model [169,220]. It de-
scribes the image as a linear superposition of three components: a direct component, backscatter
and forward scattering. However, this model cannot be directly inverted. Therefore, physical
methods for underwater color correction rely on simplifying the Jaffe-McGlamery model for color
restoration [346].

Recent methods for underwater color correction are based on machine learning algorithms
using Convolutional Neural Networks (CNN). The problem is the lack of ground truth data
for underwater color reproduction. Therefore, methods are often trained on artificially created
databases. This is achieved, for example, by applying a physical underwater color model to
images captured in air [333]. Machine learning is then used to learn a mapping, which inverts
this process. Other approaches use machine learning to create artificial training data. These data
sets are, for example, created by learning a mapping, which transforms a database of reference
images in a way such that they are indistinguishable from a set of real underwater images. This
idea of indirect training is used in Generative Adversarial Network (GAN) based methods for
underwater color correction [117]. WaterGAN uses in-air RGB-D data sets as input to model
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attenuation and backscattering more accurately based on the depth information [197].
Other methods rely on a set of filters to enhance colors of underwater images [27, 83, 164],

such as contrast stretching, histogram modification or saturation and intensity equalization,
or a combination of filtering and in air color correction methods [48]. Since the absorption
of light is dependent on the distance of the object from the camera, depth maps from, e.g,
SfM, are used in the literature to model color absorption more precisely [33, 327]. Often, color
correction is combined with other image enhancements, such as increasing contrast, denoising
and dehazing [328]. Overall, there is no single best approach for underwater color restoration
because it is also dependent on the requirements of the application [211]. Some users want
improved clarity in the image, others focus on visually pleasing results, while some applications
require accurate color measurements.

2.1.2 Refraction

Typical optical sensors cannot be operated in water. Therefore, they need to be protected from
water in an underwater housing with a view port. This means that light coming from the scene
travels in water, enters the housing through a glass or acrylic window, and then travels in air
before arriving at the actual sensor. At the water-glass, as well as at the glass-air interface,
the light ray passes through a boundary between media with different optical densities. This
causes a change in phase velocity, which results in a change of direction of the optical ray. The
relationship between the angles of incidence and refraction is described by the law of refraction,
also known as Snell’s law.

Snell’s Law

The law of refraction is derived, for example, from interference of all possible paths of light
(Huygens–Fresnel principle) or by application of the general boundary conditions of the Maxwell
equations for electromagnetic radiation. An intuitive derivation [171, pp. 40-44] stems from the
application of Fermat’s principle, which states that light will travel along the path which takes
the least time [52, pp. 36-38]. The left illustration in Fig. 2.3 depicts the refraction of a light
ray at a planar interface between two media of different refractive indices. The time t that is
required for the light ray to travel from point P to point Q is computed by dividing the optical
path length by the speed of light in the respective medium:

t =

√
d2 + x2

v1
+

√

(l − d)2 + (r − x)2

v2
, (2.4)

where vi is the phase velocity in the respective medium and d,l,x,r denoted as in Fig. 2.3. Thus,
if the travel time t is minimized, the distance x needs to satisfy [320]:

dt

dx
= 0 =

x

v1
√
x2 + d2

+
−(r − x)

v2
√

(r − x)2 + (l − d)2
. (2.5)

Using the definition of the sine function, this results in

dt

dx
= 0 =

sin θ1
v1

− sin θ2
v2

, (2.6)
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Fig. 2.3: Refraction of a light ray at a planar interface between two media of different refractive indices.
Left: Planar case. Right: Refraction at an arbitrary interface plane with plane normal n.

where θ1 is the angle of incidence and θ2 is the angle of refraction. By substituting the phase
velocities in the two media with vi =

c
µi

, where µi is the refractive index of the respective medium
and c is the speed of light in vacuum, we yield Snell’s law:

sin θ2
sin θ1

=
v2
v1

=
µ1

µ2
. (2.7)

If µ1 is larger than µ2, Eq. 2.7 may require for large angles of incidence that the sine of the angle
of refraction is larger than 1. In this case, total internal reflection occurs. The largest angle
where the incident ray is still refracted is computed by setting θ2 = 90◦ in Eq. 2.7.

To apply the angular relationship of Snell’s law in Eq. 2.7 to ray tracing, the incident and
refracted ray need to be transformed to a common plane, which is perpendicular to the interface
plane. Then Equation 2.7 is directly applicable. To simplify this computation for ray tracing a
vector form of Snell’s law is derived using the normal of the interface plane n and the normalized
direction vector of the incident ray v1 and the refracted ray v2 as depicted in the right illustration
of Fig. 2.3 [31, 320]. The normal vector n is chosen to point in the direction of the side where
the incident ray is coming from, such that cos(θ1) = −nTv1 is positive. Since the refracted ray
v2 is coplanar with the incident ray v1 and the normal n of interface surface it is expressed as
the linear combination

v2 = αv1 + βn . (2.8)

Using the physical law of Equation 2.7 as constraint α and β are computed as

α =
µ1

µ2
, (2.9)

β =
−µ1v

T
1 n−

√

µ2
1(v

T
1 n)

2 − (µ2
1 − µ2

2)(v
T
1 v1)

µ2
. (2.10)
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Fig. 2.4: Refractive index of seawater based on the empirical formulation in [265]. Top left: Refractive
index for different salinity for a wavelength of 520 nm. Top right: Refractive index in relation to temper-
ature for a wavelength of 520 nm. Bottom: Wavelength dependency of the refractive index at T = 5◦C.

A derivation of the solution for α and β is found in [145, pp. 137-141]. Using the ratio of refractive
indices µ1,2 =

µ1

µ2
and c = cos(θ1) = −nTv1 this is expressed in a more compact form:

v2 = RefractedRay(v1, µ1, µ2) = µ1,2v1 +
(

µ1,2c−
√

1 + µ2
1,2(c

2 − 1)
)

n . (2.11)

The refractive index of air is close to the refractive index of vacuum, which is 1 by definition.
Commonly used silica glass or acrylic glass windows have a refractive index in the range of
1.4−1.5. The refractive index of pure water is 1.336 at a temperature of 10◦C and a wavelength
of 520 nm, which is the primary laser wavelength used in this work. This changes to a refractive
index of 1.343 for a salinity of 3.5%, which is the average salinity of seawater [265].

The main parameters for the change of refractive index in seawater are salinity, temperature,
pressure and wavelength. The change due to pressure at deeper water depths is small. [265]
reports a change in refractive index by 1.37 · 10−6 per additional meter water depth in the
top 100m. Fig. 2.4 shows the refractive index change due to different parameters based on
the empirical formulation in [265]. The top two figures show the dependence on salinity and
temperature at a wavelength of 520 nm. The bottom figure shows the change in refractive index
for the visible spectrum. The refractive index needs to be considered for the dominant wavelength
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of the active illumination of the sensing system. High salinity strongly affects the refractive index.
Hypersalient lakes, such as the Dead Sea, reach a salinity of more than 30%. Temperature effects
on the refractive index are minor compared to the changes due to soluble contents.

Color Aberration

The refractive index of water varies with the wavelength of the light, see Fig. 2.4. Therefore, not
all colors are projected on the same point on the image sensor, which is visible as color fringes,
especially along edges. This effect is observed with glass lenses as well. Modern optics designs
try to minimize the effect by using low-dispersion glass or adding correction elements to achieve
lenses with approximately constant focal length for the entire visible wavelength range. However,
the effect is very pronounced with underwater images, which might suggest that it is sensible to
perform separate calibration for all color channels [226]. Strong chromatic aberration is observed
for flat port cameras [158]. Color aberrations are reduced for housings with hemispherical dome
ports [225].

2.1.3 Acoustic Properties

Acoustic waves are created by mechanical perturbation. An acoustic transducer creates local
compressions and dilations. Due to the medium’s elastic properties, these local perturbations
propagate away from the source through the medium. Compared to air, water is an excellent
conductor of sound. Moreover, acoustic signals propagate relatively favorably compared to op-
tical signals in water. Acoustic signals are also affected by attenuation due to absorption of the
acoustic waves. The direction of propagation is perturbed by inhomogeneities of the medium
or reflections on the seafloor or sea surface. This creates additional echoes of a signal due to
multi-path effects. If moving objects are measured, frequency changes due to the relative move-
ment (Doppler effect) must be considered. Additionally, acoustic measurements are affected by
ambient noise in the ocean, e.g., due to ship noise, seismic activity or rain. This background
noise masks parts of the wanted acoustic signal.

Propagation Loss

The loss of intensity is described primarily by the geometric spreading losses and the absorption
of the acoustic energy by the medium. Especially close to the water surfaces, air bubbles play
an additional role. [203, pp. 18-26]

The energy of an acoustic wave created by a point source spreads in a homogeneous, infinite
medium over a sphere with a growing radius. This results in a loss of the intensity I in 1/R2,
where R is the radial distance from the source. Considering a two-way propagation, where the
signal is transmitted from the sensor to the object and back, the loss becomes I ∼ 1/R4.

Additionally, the sound is attenuated due to dissipation through viscosity or chemical reac-
tion. The attenuation of sound by water mainly depends on the sound frequency and density
and viscosity of the water. Absorption for low frequencies is small. Therefore, frequencies below
30 kHz are typically used for long-range measurements of several kilometers. However, for shorter
measurement ranges higher frequencies are desirable to achieve high resolution in compact sensor
packages. The Francois-Garrison equation describes the sound absorption coefficient based on
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Fig. 2.5: Sound absorption coefficient depending on the frequency. Left: Absorption coefficient for
different water temperatures. Right: Absorption coefficient for varying salinity. The plots are created for
a water depth of zero meters and a pH of 8 based on the Francois-Garrison equation [130].

the temperature, salinity, pressure and sound frequency [130]. Fig. 2.5 shows the absorption
coefficient depending on the sound frequency for varying temperature and salinity.

Speed of Sound

While the propagation rate of an acoustic wave through the air is about 343 m
s , the speed of

sound in the oceans varies in the range of 1400 m
s to 1600 m

s . It changes mainly with hydrostatic
pressure, temperature and salinity. Especially near the water surface, larger changes in the speed
of sound are observed due to the effects of temperature and salinity. Pressure becomes the main
factor at greater depth since temperature and salinity vary less with increasing depth. The speed
of sound changes by about 1.6 m

s per 100m water column and in the range of 2 m
s to 4.5 m

s per
1 °C temperature change depending on the temperature interval [97][p. 438]. Fig. 2.6 shows how
temperature and pressure control the speed of sound based on the empirical formulation of [88].
The left graph shows the speed of sound for different temperatures at atmospheric pressure for
pure and seawater. The right graph shows the speed of sound for seawater with a salinity of
3.5% for different hydrostatic pressures.

Therefore, the calibration of the speed of sound is critical for acoustic ranging applications,
such as sonar sensors or acoustic localization systems. For depth sounding, the change in speed
of sound also needs to be considered for accurate water depth measurements.

Refraction and Scattering

Moreover, geometric effects at boundaries must be considered depending on the application.
Similarly, Snell’s law, as introduced in Section 2.1.2, applies to acoustic waves. Variations in the
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Fig. 2.6: Velocity of sound in water based on the empirical formulation of [88]. Left: Velocity of sound
at atmospheric pressure in pure water and seawater for different temperatures. Right: Velocity of sound
depended on hydrostatic pressure for seawater with a salinity of 3.5%.

speed of sound cause refraction if the sound wave does not travel at a right angle to water layers
with different temperatures or salinity. Scattering occurs at surfaces depending on the surface
properties. An acoustic wave is scattered diffusely in random directions on rough surfaces.
Volume scattering occurs from fluctuations of the medium and marine life or objects.

2.2 Optical Sensing

Passive optical methods, such as structure from motion or stereo vision, are regularly applied for
3D acquisition of underwater sites [222]. New commercial optical underwater scanning solutions
are becoming available in the industry, as well as research projects demonstrating the use of
optical scanners for tasks, such as underwater manipulation [257, 262] and inspection using un-
derwater robots [277, 317]. A comprehensive overview of optical underwater sensing modalities
is given in [216]. An overview of active optical 3D scanning systems is provided in [79].

2.2.1 Underwater Photogrammetry

Underwater photogrammetry using coded targets is often used for subsea metrology tasks that
require high precision, such as measurement of welding seams or metrology of the relative poses
of connection points for subsea installations. However, this approach requires the deployment
of a large number of calibrated frames with optical targets and markers in the measurement
volume using a remotely operated vehicle. Nevertheless, this method enables the relative pose
measurements of subsea assets over large distances of more than 100m with small distance and
angular deviations.

The process for this subsea metrology technique is the following: First, rigid frames with
coded circle targets are placed along a path between the two subsea assets using a ROV as
depicted in the top row images of Fig. 2.7. This is an involved process since the frames have
to be deployed to the seabed in a container, and the individual frames have to be placed using
the remotely operated arm of the ROV. These frames have been calibrated before deployment
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Fig. 2.7: Underwater photogrammetry using coded circle targets for the relative distance and orientation
measurement of subsea assets (Source: Equinor ASA and Jost Wittmann).

in the air, such that the distances of all coded circle targets on each individual frame are known.
If the pose of a hub or pipeline segment is required to be measured, additional circle targets
are placed on the hub, as is visible in the bottom left image of Fig. 2.7. Then, many images
with high overlap are captured of the placed targets along the path between the two connection
points. Typically, the measurement camera is placed in the ROV arm for the image acquisition
to capture multiple passes with different angles. This is necessary to achieve sufficient parallax
between the camera poses for accurate depth triangulation. The point set is finally reconstructed
offline. The image coordinates with associated Identification Number (ID) are extracted from
the images mostly automatically using automatic marker detection algorithms. Point-matching
between images is performed based on the ID. The multi-view reconstruction is then computed
using BA software. The constraints of the known distances of the individually calibrated frames
are used to scale the result accurately.

For leveling the created point set, inclinometers are used as depicted in the bottom right
image of Fig. 2.7. The inclinometer is mounted and aligned to a planar base plate, which is
marked with coded circle targets. This way, the plane of the inclinometer is computed from
the reconstructed point set. Additionally, the inclinometer has a digital display, which shows
the measured roll and pitch angle, which is manually read from the image and used to level the
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Fig. 2.8: Geometry of stereo vision. The observed disparity depends on the object’s distance from the
stereo sensor. A close object (dark grey) yields a larger disparity d1 compared to the disparity d2 of a
far-away object (light gray).

result. Since the base plate is relatively small, these angle measurements are only applied locally.
The hub pose or inclinometer surface are extracted by fitting cylinder or plane models to the
reconstructed point set.

2.2.2 Multi-view Stereo and Structure from Motion

Passive stereo techniques [47] are regularly applied underwater for diverse tasks, such as fish
size measurements [153,297], monitoring of marine fauna [298] or interaction between divers and
an underwater robot [146]. Depth from stereo is extracted by comparing two images captured
from different viewpoints as visualized in Fig. 2.8. Objects observed at different distances are
projected on different positions in the right and left camera images. The observed displacement
of the object points in the two images, which is called disparity, depends on the object’s distance
from the stereo sensor. Looking at Fig. 2.8, we observe that a close object (dark grey) yields a
larger disparity d1 compared to the disparity d2 of a far-away object (light gray). To compute
3D information from disparity, it is necessary to find the corresponding object points in the left
and in the right camera image. Stereo matching between the two images is done using key points
extracted using feature detectors or pixel-wise by comparison of the images using, for example,
the Semi-Global Matching (SGM) method [160]. Objects without any texture, e.g., homoge-
neously colored surfaces without any visible surface structure, cannot be reconstructed from
stereo matching. Moreover, low-light environments, changing illumination and harsh shadows
are challenging for passive stereo techniques.

Based on triangulation the depth is reconstructed from two images of the same scene for
each corresponding point. Looking at the dark gray circle in Fig. 2.8, the X- and Y- coordinates
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Fig. 2.9: Multi-camera sensors. Left: COMEX ORUS 3D system mounted to a ROV skid (Source:
[229]). Right: Intel T265 tracking stereo camera in an underwater housing and fisheye images captured
underwater by the T265.

parallel to the image plane are determined by

X =
h

f
xl , Y =

h

f
yl , (2.12)

where xl and yl describe the position of the projection of the object point on the image plane,
f is the focal length and h the distance in Z-direction of the object from the optical center C1.
In the direction perpendicular to the image sensor, applies

h

f
=

b

xl − xr
, (2.13)

which yields the depth

Z = h =
bf

xl − xr
=

bf

d1
, (2.14)

where d1 = xl − xr is the measured disparity and b is the baseline distance between the two
cameras. [202, pp. 341f]

Commercially, multi-camera systems find increasing adoption. For example, the COMEX
ORUS 3D [229] underwater measurement system features three cameras with dome ports and
lighting. The system is typically used from an ROV for subsea inspection. An acoustic distance
sensor is installed on the sensor to support the ROV operator to keep optimal distance to the
measurement object during data acquisition. The sensor unit is tilted in its mounting frame
to achieve different camera angles. The data is typically post-processed but also allows real-
time processing [224]. Fig. 2.9 shows on the left the COMEX ORUS 3D multi-camera system
mounted to a ROV skid. The right image shows a low-cost Intel T265 stereo camera in a custom
underwater housing and example images captured underwater for calibration [2].

Refraction typically has to be explicitly considered for underwater stereo geometry. The radial
shift in the image caused by refraction at a flat port housing is distance-dependent. Therefore,
a point in the left image corresponds to an epipolar line in the right image that is not straight
anymore, as visualized in Fig. 2.10. This complicates dense image matching because either the
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Fig. 2.10: Epipolar geometry in underwater imaging with flat port housings. Due to the distance-
dependent radial shift caused by refraction, a point in the left image corresponds to a curve in the right
image. Image reproduced based on [205].

images have to be normalized as a pre-processing step or the search must be performed along
the curved epipolar line. If the camera centers are close to the window and the cameras are
oriented perpendicular to the planar air-glass and glass-water interface, low errors are achieved
using the Brown Model for calibration. However, for applications where the cameras are tilted
relative to the medium interface plane, the refraction needs to be modeled explicitly for accurate
measurements. [176,205]

Structure from motion, is regularly applied for 3D acquisition of underwater sites [171,219],
e.g., for reconstruction and monitoring of coral reefs [73, 247, 248, 276] and underwater arche-
ology [105, 106, 108]. Techniques to create metric point clouds from dense image matching are
scaling with laser points as reference [166] or alignment with IMU measurements.

2.2.3 Pattern and Fringe Projection Systems

Different variants of structured light scanning have been successfully applied for underwater 3D
scanning. Fringe projection has been applied successfully to acquire very detailed scans with high
precision of small underwater objects [319]. Despite the limited illuminating power of standard
digital projectors, working distances of more than 1m have been reported in clear water [68].
The active stereo setup of [68] is depicted in the top left image of Fig. 2.11. [62] developed
a diver-operated scanning system based on fringe projection, which is shown in the top right
image of Fig. 2.11. Similarly to passive stereo vision, ray-based modeling and calibration are
applied to compensate for refraction effects [63]. [271] proposes an adaptive phase-unwrapping
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Fig. 2.11: Examples of pattern projections systems. Top left: Active stereo setup with a video projector
(Source: [68]). Top right: Diver-operated scanner developed by Fraunhofer IOF (Source: [62]). Bottom:
GOBO projector tested for underwater measurements (Source: [189]).

procedure and filters and models to make fringe projection more robust to scattering effects
observed underwater.

The popularity of RGB-D cameras also inspired researchers to apply them to underwater
imaging [40,99,182]. However, due to the infrared wavelength of the laser pattern projector, the
achievable range is limited to less than 30 cm [94].

[189] employs the principle of GOBO projection for underwater 3D measurements. A rotating
slide is placed in front of the optics of the illumination source to project aperiodic sinusoidal
fringes as depicted in the bottom image of Fig. 2.11. [230] uses a Diffractive Optical Element
(DOE) to project a static wave pattern for one shot 3D reconstruction.

2.2.4 Laser Line Scanning

Underwater laser scanning systems with larger measurement ranges often employ high-power line
laser projectors. For example, commercial scanners from Voyis, formerly 2G Robotics, offer a
range of up to 10m depending on the water conditions [144,329]. 3D scans are typically created
by rotating the scanner and measuring the movement using rotational encoders or mounting the
scanner to a moving platform. The top left image of Fig. 2.12 shows the Voyis Insight Micro
system. It includes a RGB camera and high power LED flash to capture colored point clouds.

[86] and [258] use laser projectors based on galvanometer scanners. This allows to project
sweeping laser lines on the scene, which enables 3D reconstruction for the entire field of view of
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Fig. 2.12: Examples of different underwater laser line scanning systems and Time-of-Flight (ToF) laser
scanners. Top left: Voyis Insight Micro / 2G Robotics ULS-500 Micro (Source: [329]). Top right:
Newton Labs M4000UW underwater laser scanner (Source: [240]). Middle left: University of Girona
underwater laser scanner with galvanometer projector (Source: [256]). Middle right: Kraken Robotics
SeaVision Subsea 3D Laser imaging system with tri-color lasers [109, 186]. Bottom left: 3D at Depth
SL1 subsea Light Detection and Ranging (LIDAR) (Source: [150]). Bottom right: Mitsubishi underwater
laser scanner U4LE (Source: [163]).
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the camera. An example of a galvanometer-based scanner [256] is depicted in the middle left
image of Fig. 2.12. In this configuration, the laser hits the air-glass and glass-water interface
surface at an angle. Hence, the laser projection cannot be described by a plane in water. This
needs to be modeled explicitly using a physical refraction model. For example, Palomer et al.
calibrate the parameters of a cone model to describe the laser projection surface [256]. [80] uses
a biaxial Microelectromechanical System (MEMS) mirror to steer the laser beam.

Another approach is to mount line laser projectors inside a glass cylinder and rotate the
line lasers with a motor. This approach is, for example, used in the UX-1 underwater mine
exploration robotic system [213]. In this case, the line projectors are aligned manually, such that
the projection is perpendicular to the air-glass and glass-water interface surfaces, and a straight
line is projected. This way, the refraction effects are relatively small and are neglected depending
on the accuracy requirements. Similarly, the Newton Labs M4000UW scanner, which is depicted
in the top right image of Fig. 2.12, uses a rotating line laser projector. The SeaVision subsea 3D
laser imaging system developed by Kraken Robotics [186] employs rotating red, green and blue
line lasers as depicted in the middle right image of Fig. 2.12. This enables the system to produce
colored scans by evaluating the intensity of the responses of the different laser projectors [109].
Alternatively, DOEs are used to project multiple lines for one shot 3D reconstruction [215].
Calibration of these systems is typically achieved using chessboard patterns or 3D calibration
fixtures.

2.2.5 Time of Flight Sensors

Most commercially available underwater laser range sensors are based on laser stripe projection
or other forms of structured light. More recently, companies started the development of ToF
underwater laser scanners. For example, the company “3D at Depth” developed a commercial
subsea LIDAR system, which is mounted on a pan-and-tilt unit to create 3D scans of underwater
environments similar to terrestrial pulsed ToF laser scanning [26,221]. The sensor is depicted in
the bottom left image in Fig. 2.12. Combined with acoustic positioning, the subsea sensor has
also been applied to dynamic scanning [90].

The Mitsubishi underwater laser scanner U4LE, depicted in the bottom right image of
Fig. 2.12, uses a dome port with the scanner aligned in the optical center to achieve a wider
field of view [163].

Stemmler et al. use an 8-sided-polygon for steering the laser beam to achieve high line scan
rates of up to 800Hz and a lateral resolution of 4mm [310]. To increase dynamic range and
suppress signal from backscatter at particles close to the scanner, they apply a time-dependent
detector gain. Objects farther from the scanner experience a higher gain. In experiments, a
standard deviation of 6mm and a peak-to-peak deviation of less than 4 cm was measured by
fitting a plane to a flat surface. [85] applies filtering to separate backscatter noise from the
signal.

Range-gated imaging is used to increase visibility and minimize the effects of backscatter [190,
314]. The scene is illuminated with a laser pulse, illuminating objects in the water at different
times. By capturing an image with a high-speed synchronized camera shutter, it is possible to
expose the sensor only with the light returned from a certain depth range. For example, if the
camera is closed for about 40 ns after the laser pulse is emitted, only objects farther than about
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6m are detected. Since most of the energy from backscatter comes from suspended particles
close to the sensor, this is effectively suppressed and the Signal-to-noise Ratio (SNR) is improved.
This way, high-contrast images are created that exclude most of the backscatter from particles
in the water. By sweeping the range gate and capturing multiple images with different exposure
windows, 3D information is reconstructed [155, 212]. For example, the UTOFIA camera [273]
uses a CMOS ToF sensor that is able to capture images at a framerate of 1000Hz and shift the
opening of the camera shutter in increments of 1.67 ns in relation to the laser source. From an
image set typically sampled for 25 different ranges, 3D data with a framerate of up to 10Hz is
reconstructed.

2.2.6 Airborne Laserscanning and Imaging

Airborne Laser Scanning (ALS) has been successfully applied to bathymetric mapping of flat
water zones of lakes and archaeological documentation of underwater structures [101, 102, 209,
210, 288, 308]. Depending on the turbidity of the water body, penetration depths of multiple
meters are achieved. The measured depths are corrected based on the information retrieved
from the reflected signals. This is especially challenging for open water bodies with surface
waves [339].

Other approaches estimate water depths from aerial images using multi-view reconstruc-
tion [131]. Dense image matching is applicable in favorable conditions if sufficient texture of
the bottom of the water body is captured [208]. The water depth of through-water SfM models
needs to be corrected based on an estimate of the water surface [98].

2.3 Acoustic Sensing

Acoustic signals are used for many different applications since they are transmitted with smaller
losses compared to electromagnetic signals in water. This ranges from hydrophones, which are
used to listen to marine life or noise produced by vessels, to Acoustic Doppler Current Profiler
(ADCP) that measure water current velocities using the Doppler effect of sound waves scattered
back from suspended particles. For underwater operated vehicles speed estimation using Doppler
Velocity Log (DVL) is regularly used in the sensor suite for navigation systems. Moreover,
acoustic signals are used for communication in acoustic modems.

Sonar sensors, named from sound navigation and ranging, are the main perception sensors
for large distances and in turbid water conditions. Sonars are categorized in active and passive
sonars. Passive sonars only listen to the sounds created by the environment. Using an array
of sonar transducers the position of the sound source is triangulated and databases of known
sounds, e.g., acoustic signatures of different ship motors or marine life, are used to identity the
source. Active sonars emit acoustic signals themselves and analyze the echo of these signals.
The emitted signals are typically acoustic pulses or chirp signals, which alternate in frequency
to enable analyzing correlation between emitted and received signal. Acoustic transmitters and
receivers are integrated into a single sensor unit or spread apart. In towed array sonar the
hydrophones are towed behind the vessel on a cable with lengths of up to kilometers. This way
the sonar sensors are far away from the noise generated by the vessel, which improves the SNR.
Since low-frequency acoustic signal also penetrate the upper layers of the ocean bottom sonar
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Transmitter array

Receiver array

Transmit beam
Receiver beam

Sonar footprint

Fig. 2.13: The sonar footprint of a MBS is formed by the intersection of transmit and receiver beam
(Source: [173]).

is also applicable for sub-bottom profiling. For imaging and 3D measurements typically active
sonars are applied since knowing the emitted signal allows to directly apply ToF methods.

2.3.1 Active Sonar Sensors

Active sonars are often characterized by application, e.g., forward-looking sonar, Side-scan Sonar
(SSS), the operation mode, such as imaging sonar or profiling sonar, and the number of acoustic
beams, e.g., Single Beam Sonar (SBS) and Multibeam Sonar (MBS). SBS are regularly applied
as altimeters or for obstacle detection. By placing the SBS on a pan-and-tilt head, 3D swaths are
captured, which is also sometimes referred to as mechanically scanning sonar [351]. Multibeam
echosounders often feature operation modes for application as imaging sonar as well as profiling
sonar.

SSS or side imaging sonar captures a 2D intensity image of the seafloor. The sonar device
illuminates the bottom of the sea typically with a fan-shaped pulse created using beamforming.
The acoustic reflections are recorded based on the arrival time in a series of cross-track slices.
This way, by moving the sonar, a 2D image of the seafloor along the direction of motion is created.
While SSS does not directly deliver 3D information, there are techniques to infer geometry from
imaging sonar similar to SfM techniques for optical cameras [89]. The main difference is the
angular ambiguity of sonar images, which needs to be solved [340].

MBS similarly emit acoustic waves in a fan shape that is wide across-track and narrow
along-track. This is achieved using beamforming by an acoustic transmitter array. The distance
information is computed by measuring the ToF of the sound wave reflected of the seabed. Using
an array of acoustic receivers, multiple receive beams are formed across-track. By evaluating
the difference in time of arrival of the returned signals, it is possible to extract the direction
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Fig. 2.14: Acoustic cameras capture dense 3D data. Left: Kongsberg M3 Multibeam sonar and 3D
sonar Coda Octopus Echoscope mounted on the ¡VAMOS! mining vehicle. Right: Dense point cloud of
a car on the lakebed captured by the 3D sonar at a distance of 5m to 7m.

information. Assuming the known speed of sound in the water column, a 2D profile, using the
distance and direction of the return signals, is created. The sonar footprint results as the strip
of the ocean floor, which is ensonified by the acoustic transmitter and the strip of the ocean
observed by the receiver, see Fig. 2.13.

More recently, 3D sonars were developed that employ specialized acoustic transducers, beam-
forming and data processing to create dense point clouds of a volume in front of the sensor in
real-time. For example, the Coda Octopus Echoscope is able to capture a Field of View (FoV)
of 55◦ × 55◦ at 20Hz. Different FoV and update rates are configurable. Fig. 2.14 shows in the
left image a Kongsberg M3 MBS and the 3D sonar Coda Octopus Echoscope mounted to the
¡VAMOS! mining vehicle. The MBS is placed with a camera on a pan-and-tilt to capture a large
volume. In the right image, the point cloud of a car on the seafloor captured by the 3D sonar at
a distance of approximately 5m to 7m is visualized.

Extracting accurate 2D profiles from MBS data is challenging due to multiple returns of
acoustic signals. There is often ambiguity about which of the returns, e.g., first return, last return
or strongest return, belongs to the surface that is measured. Hence, techniques for multibeam
data processing have been developed, such as bottom following, which assumes that there are no
large range discontinuities while profiling the seafloor. Moreover, registration of individual sonar
scans is challenging due to high noise. Therefore, there is an interest in registration techniques
that are more robust to noisy point clouds, e.g., spectral registration methods [72].

2.3.2 Acoustic Modems

Acoustic modems transmit data at low rates using acoustic signals. If the speed of sound is
known, acoustic modems compute the distance between sender and receiver by measuring the
time of flight of the acoustic signal. This is possible by using synchronized clocks between the
two modems and measuring the time of transmission and time of arrival. Another possibility
is to measure the round-trip time of one packet. If the receiver answers to an incoming packet
within a predictable time, it is also possible to compute the time of flight from the round-trip
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time of a data packet. By using an array of transducers and evaluating the difference in arrival
time of an acoustic signal, the position of the sound source is triangulated.

2.4 Combination of Acoustic and Optical Modalities

Increasingly, different modalities, such as optical and sonar imaging, are used in combination to
leverage the advantages of the individual methods. This enables creating more detailed and com-
plete 3D underwater surveys [119]. A common application is the colorization of sonar bathymetry
from camera images, which requires co-calibration of sonar and optical sensors [162]. Never-
theless, techniques have also been developed to directly fuse 3D optical mapping with sonar
bathymetry [301]. This allows to exploit and combine the benefits of the large measurement
range of sonar sensors with the detail and color information of optical mapping to create higher
quality and more gap-free 3D models. Moreover, a combination of optical information and sonar
information is used to improve registration [177].

Bathymetric mapping using multibeam sonar is often challenging in flat water zones with
less than three meters of depth. Depending on the sonar sensor, the minimum measurement
distance of a multibeam sonar sensor is typically in the range 0.5m to 3m. Moreover, sonar
measurements below 1m are challenging due to multipath effects and reverberation. Therefore,
for mapping of lakes or river beds, there is a growing interest in combining multibeam sonar
with airborne lidar bathymetry. For example, the most current bathymetry of the 536 km2 large
Lake Constance in Germany was conducted by a combination of multibeam sonar and airborne
LIDAR [307]. All parts with a water depth larger than 5m were mapped using multibeam sonar,
while the seabed in the flat water zone was captured from the air with LIDAR.

Recently, Fitzpatrick et al. demonstrated in the lab a measurement technique for photoacous-
tic imaging [126] through the water surface. They fire high power 1070 nm laser pulses with peak
power in the kilowatt range at the water surface. Due to thermoelastic expansion, an acoustic
wave is generated, which travels in the water similar to sonar. The acoustic wave is then reflected
off the targets and transmitted through the water-air interface. In the air, the acoustic wave
is picked up by Capacitive Micromachined Ultrasonic Transducers (CMUT). From the captured
signal, an image of the targets in the water is reconstructed. While this proof-of-concept device
is not applicable in the field due to challenges with signal strength and water surface waves, it
is a step towards future airborne acoustic imaging systems.

AUV often carry a wide range of different optical and acoustic sensor payloads [34, 213].
Sensor fusion leverages the combination of these sensors to estimate the vehicle trajectory more
accurately and hence create more accurate maps [300]. Docking of AUVs often includes a multi-
step process where every step relies on different sensors as the main source of information. For
example, acoustic sensors are used for coarse localization to navigate the underwater vehicle close
to the docking structure. Once the AUV is able to detect the structure in the camera images,
docking control switches to a more precise localization based on relative pose estimation using the
optical information [259]. Optical fiducials, such as coded tags, are often placed on the docking
structure to assist pose estimation [84]. In close vicinity to the structure, electromagnetic sensors
are applicable for navigation [59].
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Chapter 3

Refractive Camera Calibration

The view port of the underwater housing acts like an optical element. Due to the change in
refractive index between water, glass and air, refraction occurs, see Section 2.1.2. This changes
the geometry of the light path, which results in a distorted image. Hence, for accurate measure-
ments the physical-geometric effects of the housing need to be considered. Underwater cameras
typically employ one of two types of cover glass in the housing: dome ports and flat ports.

Dome ports are built from a hemispherical glass shell and aim to minimize the geometric
changes of the light path. If the camera center is aligned with the center of the dome port,
the ray from the object point P through the center of projection C to the image point P′ is
perpendicular to the spherical media interfaces. Therefore, no refraction occurs and a near-
perfect central projection is provided, which is visualized in Fig. 3.1.

medium 2 (water)
µ2

medium 1 (glass)
µ1

medium 0 (air)
µ0

image plane

C

P

P⋆

P′

Petzval surface

focus distance

Fig. 3.1: A dome port preserves the field of view. Image reproduced based on [202, p. 419].
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medium 2 (water)
µ2

medium 1 (glass)
µ1

medium 0 (air)
µ0

image plane

CC⋆

Fig. 3.2: A flat port with plane media interfaces causes a change in apparent field of view and focal
length.

The advantage of the dome port is that the field of view and image distortions are unchanged
if the camera is centered. However, the depth of field increases slightly and the focus distance
is different compared to air. The spherical interface acts similarly to a negative lens element.
Hence, the objects captured through the dome port appear to be closer. The object point P is
projected onto a virtual image lying on a spherical surface called the Petzval surface. Therefore,
the camera has to be focused on the virtual image P⋆ [202, p. 419]. Wide angle lenses especially
benefit from dome ports since the FoV is conserved and distortion is minimized. The main
disadvantage of dome ports is that they are significantly more expensive to manufacture. Some
residual errors and distortions will occur if the camera center is not perfectly aligned with the
sphere center or due to manufacturing imperfections of the spherical dome. These errors need
to be modeled and compensated with, for example, radial and tangential distortion models.

In contrast, a flat port causes a change in the apparent field of view and focal length. This
is depicted in Fig. 3.2. The light rays visualized in red are refracted at the water-glass and
glass-air interface. If the light path is approximated with a pinhole model, which is visualized in
green, this leads to a reduction of field of view and a larger effective focal length. Moreover, the
apparent camera center C⋆ is shifted towards the media interface, which leads to a larger principal
distance compared to the real camera center C. In general, the image distortion is dependent
on the object distance and cannot be compensated exactly by a power series distortion model.
Engineered correction lens designs for flat ports have been developed that compensate for the
refraction effects and reduce image distortions [167]. For flat port underwater cameras, objects
appear closer to the camera. The focus distance is reduced by approximately the reciprocal of
the refractive index of water. Color aberrations are stronger for flat ports compared to dome
ports and astigmatism effects are observed [225].
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Fig. 3.3: Dome port (top left) and flat port (top right) underwater camera. Below are two example
images with the dome port (bottom left) and flat port (bottom right) partially submerged in water. The
top half of the image is in air, while the bottom half is in water.

Examples of a dome port and flat port underwater housing are shown in Fig. 3.3. The top
left image shows a dome port housing that is rated for a depth of 750m. The flat port housing
depicted in the top right images features a 19mm thick glass window and a depth rating of
1750m. In the two housings, two industrial machine vision cameras are integrated. Below the
housings, example images of the two underwater cameras are shown. The images are captured
with the dome port and flat port partially submerged in water.

The top half of the images is in air, while the lower half is in water. The dome port image
shows little geometric distortion of the captured chessboard, which suggests that the camera
is well-centered in the hemispherical glass window. The sharpness of the image is noticeably
different for the part of the image in air and water since the camera needs to be focused at
different distances. Here, the camera-lens system was focused for the in-water conditions. The
bottom right image visualizes the different magnifications of the flat port interface in air and
in water. The chessboard appears closer in the lower half of the image captured in water. The
magnification and focal length of the combined camera and housing system are increased.

Both flat ports and dome ports have a role in underwater imaging depending on the appli-
cation and the design of the imaging system. The main differences are summarized in Tab. 3.1.
Flat port housings are typically more cost-effective to manufacture. Therefore, in this chapter
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mainly plane media interfaces are examined. Calibration of the camera system is necessary to
determine model parameters that precisely describe the internal geometric characteristics of the
camera, lens optics and housing.

Table 3.1: Different properties of dome and flat port housings [225, 245] [202, p.419f].

Dome Port Flat Port

Description Camera looking through a concen-
tric, hemispherical glass lens

Camera looking through a plane
parallel media interfaces

Field of view Equal if camera is centered, focal
length and magnification are pre-
served

Reduced in water, increased focal
length and magnification, limited
maximum field of view

Geometric lens
distortion

Lens distortion is unchanged if the
camera is centered

• A shift of the perspective center
perpendicular to the optical axis
is modeled by tangential distor-
tion

• A shift along the optical axis is
modeled by radial distortion

Pincushion distortion due to refrac-
tion

• Significant distortion towards the
edges of the field of view

• Radial distortion due to refrac-
tion is distance dependent

• Misalignment of media interface
causes non-symmetric distortion

Focus distance A smaller virtual image is formed
and is projected onto a spherical
surface

Objects appear closer by approxi-
mately the reciprocal of the refrac-
tion index of water

Other effects
on the image

• Chromatic aberration is un-
changed if the camera is centered

• Increased Depth of field by the
ratio of refractive indices

• Spherical aberration may in-
crease

• Field curvature

• Strong chromatic aberration
• Astigmatism

Practical
aspects

• Prone to reflections
• Easily scratched
• Good mechanical properties for

high pressure

• Prone to fracture due to uneven
distribution of mechanical stress

• Thick glass ports necessary for
extreme pressure

System costs More expensive to manufacture Low-cost housings available
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3.1 Modeling the Geometric Effects of Underwater Imaging

The refractive effects of water are reduced using specialized optics and underwater housing de-
signs, such as the Rebikoff-Ivanoff correction lens [167,266]. There are also industrial underwater
cameras, where the front element of the lens system is in direct contact with the seawater without
an additional view port, e.g., ZEISS DUW DISTAGON. However, for high accuracy, calibration
is still necessary. For accurate underwater metrology using cameras, the refractive effects need
to be modeled implicitly or explicitly [296]. The approaches described in the literature are differ-
entiated by the employed calibration approach, type of view port and camera model. Typically,
only implicit models are applicable for both flat port and dome ports because physical camera
models are specific to the housing. Based on how the camera models describe the refraction
effects, the literature can be divided into the following categories:

1. Implicit modeling of refraction using a standard pinhole model with distortion. The camera
is typically calibrated in situ, and the refraction effects are absorbed by the distortion
parameters, such as Brown’s distortion model [66, 67, 91].

2. Explicit modeling using ray tracing. These approaches try to find a physically correct model
of the path of the light and model the refraction at each interface layer. This means that
the parameters of the model have a physical-geometric interpretation, such as the refractive
indices of the media or the geometry of the interfaces.

3. Alternative camera models, such as generic camera models that describe the ray direction
for each pixel, camera models with non-single viewpoint or axial cameras. These methods
neglect some of the physical-geometric terms and describe them by generic calibration
parameters.

Tab. 3.2 lists a selection of literature for the different categories. Comprehensive literature
reviews of different underwater camera models are found in [100,171,289,295,296].

Table 3.2: Selection of literature on underwater camera calibration.

Authors View Port Description

Implicit Modeling

Letherdale and Turner
(1983) [194]

dome Calibration of 70mm cameras in a test tank
using a 3D structure built from a solid plate
with variable length posts.

Fryer and Fraser (1986) [133] flat Underwater calibration using plumb-line test
frame.

Harvey and Shortis
(1995) [153]

flat Calibration of stereo-rig using 3D calibration
structure.

Drap et al. (2007) [108] dome Underwater self-calibration using markers on
the seabed.
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Menna et al. (2016, 2017)
[223,225,226]

flat/dome Characterization and calibration of dome
port. Comparison of residual errors between
flat and dome port using Brown parameters.

Menna et al. (2020) [228] flat/dome Improves results of BA using radial weight-
ing of image observations and correction of
systematic residuals using look-up tables.

Nocerino et al. (2021) [246] flat Introduction of an additional polynomial
model in BA to compensate distance-
dependent distortion caused by refraction.

Explicit Modeling

Zaar (1948) [348], Rinner
(1948) [270]

flat/dome Early work on physical models for two-media
photogrammetry.

Maas (1992) [204] flat Physical model for a stereo rig. Calibration
using 3D structured with circle markers in dif-
ferent planes.

Li et al. (1997) [198] dome Geometric correction for concave lens cov-
ers. A two-step calibration process is applied.
First, an air calibration is performed. Then,
the housing parameters and refractive indices
are calibrated in water.

Agrawal et al. [31] flat Solve multi-layer flat refractive geometry us-
ing polynomial approach.

Jordt and Koch
(2012,2013) [172,289]

flat/dome Error comparison of different underwater
camera models. Calibration using a synthesis
of chessboard images.

Yau et al. (2013) [347] flat Considers dispersion for calibration of flat re-
fractive layers.

Mulsow and Maas (2014) [231] flat Integration of ray tracing into BA.
Duda and Gaudig
(2016) [111], Duda
(2020) [109]

flat Linearization of refractive forward projection
using Taylor expansion for each observation.

Łuczyński et al. (2017) [354] flat In air calibration of camera and compensation
using housing parameters in water. Refracted
rays are saved in a map for computationally
efficient look-up.

She et al. (2019, 2022) [292,
293]

dome Alignment method for dome port. Calibra-
tion of a decentered dome port.

Rofallski et al.
(2022) [274], Kahmen et
al. (2019,2020) [175,176]

flat Flat port calibration using ray tracing model.
The error function is minimized in object
space to improve computation speed.
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Rofallski et al. (2022) [275] dome Dome port calibration using ray tracing
model with BA. Orthogonal line-point dis-
tance in object space is minimized to avoid
solving forward projection of 3D points.

Alternative Models

Telem and Filin (2010) [316] flat Modeling of planar housing using a
perspective-center offset.

Treibitz et al. (2011) [320] flat Calibration of non-single viewpoint model us-
ing ray map to describe flat refractive geom-
etry.

Agrawal et al. [31] flat Approximation of flat refractive geometry by
an axial camera for calibration of refractive
layer parameters.

Bräuer-Burchardt et al.
(2015, 2020, 2022) [63, 64, 70]

flat Calibration in air combined with underwater
parameters. Extension of pinhole model for
underwater applications using variable pro-
jection centers.

Chadebecq et al. (2017) [82] flat Generalized epipolar constraints for an axial
camera for SfM.

3.1.1 Implicit Modeling

In the literature, explicit models for relative orientation for two-media photogrammetry have
been developed [185, 291]. However, the currently available commercial and open source BA
software packages do not implement physical multimedia models. Therefore, it is interesting
to apply the standard physical parameter sets to underwater imaging. This way, no change to
the calibration algorithm and method used in air is necessary, which allows the application of
common workflows, such as commercial SfM software packages. The idea is that the pinhole,
radial and tangential distortion parameters absorb the refraction effects. Depending on the
underwater imaging system, very good results are achieved [295]. However, some residual errors
remain that are not modeled accurately.

In [225] it is found that the residual systematic errors are smaller using implicit modeling
for dome ports, even if decentered, compared to flat port cameras. For flat port cameras, the
radial effects are theoretically compensated by the Brown model if the projection center lies on
the planar air-water interface. In practice, the errors are small if the camera is aligned and the
following conditions are met [176]: (1) The image plane is parallel to the air-glass and glass-water
interface of the flat port. (2) The object point in the water is far away compared to the distance
between the camera center and the planar view port.

For hemispherical ports, the error is reduced by careful alignment of the camera and dome
center [174, 293]. Systematic errors are reduced by empirical weighting [228] or introducing
distant-dependent distortion models [246]. An error analysis of implicit modeling is found in [176,
178,289].
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3.1.2 Explicit Modeling

Explicit modeling describes the geometry of the optical path as accurately as possible [172,270,
289,348]. This correction approach is more complex because it needs to model the refraction at
each interface surface. Therefore, the solution is typically specific to the optical path and type
of view port. The methods consider explicitly flat ports [31, 109, 111, 175, 176, 204, 231, 274, 347]
or dome ports [198, 275, 292, 293]. Typically, ray tracing through the refractive interfaces is
employed. An advantage of explicit modeling approaches is that the parameters have a physical
interpretation, such as the refractive index of water or the thickness of the glass window.

In theory, this approach fully corrects the refraction effects. However, it is difficult to accu-
rately estimate the physical parameters, e.g., the surface of the lens cover. Some parameters are
also difficult to estimate stably from image observations since they are correlated with intrinsic
camera parameters, such as focal length, or parameter variations have a small influence.

Explicit modeling requires the implementation of the physical-geometric model in the appli-
cation. In order to include explicit modeling in standard SfM pipelines, some methods use an
iterative refinement, e.g., by applying corrections to the input images [302,304].

3.1.3 Alternative Models

Alternative models also aim to correct for the refraction effects fully. These models typically
simplify the ray-based geometry or neglect some of the physical-geometric terms and describe
them by generic calibration parameters [320]. For flat ports, the refraction effects are modeled by
a shift of the perspective center [63,70,316]. Often, axial cameras are used as an approximation
of the geometric effects [31,82]. Instead of a central projection center, an axial camera defines a
line, the camera axis, which cuts all of the projection rays.

Recently, learning-based correction models have been applied for aerial bathymetry [29, 30].
These methods try to correct the input images for refraction effects to enable processing in
standard SfM pipelines.

3.2 Perspective Camera Model and Lens Distortions

Camera models describe the mapping of a 3D point in object space to a 2D point on the image
plane. Here, finite projective camera models are considered, which are applicable to typical
machine vision cameras. The basic model of a finite projective camera is the ideal perspective
camera model or pinhole model [152, p. 153ff].

3.2.1 Pinhole Camera Model

The geometry of the pinhole model is depicted in Fig. 3.4. The center of projection C is also
called the camera center or optical center and is the origin of the Euclidean camera coordinate
system. Here, the image plane is defined by Z = f , where f is the focal length. The point
X = (X,Y,Z)T in world coordinates is projected on the image plane according to

(X,Y,Z)T 7−→ (fX/Z + px, fY/Z + py)
T = (x, y)T , (3.1)
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Fig. 3.4: Pinhole camera model (Source: [152, p. 154]).

where x = (x, y)T are the image coordinates of the projection and (px, py)
T are the coordinates

of the principal point p in the image coordinate system.
Using homogeneous coordinates XH = (X,Y,Z, 1)T this is expressed as
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where

K =






f 0 px

0 f py

0 0 1




 (3.3)

is called the camera (calibration) matrix, I3×3 is the 3× 3 identity matrix and 03×1 is a matching
zero column vector. In order to describe deviations in orthogonality and scale of the image’s
coordinate axis, the camera matrix is extended by an affinity and skew coefficient. In the
computer vision literature, this is often parameterized by two different focal lengths fx and
fy and the skew parameter s [152, p.185]:

K =






fx s px

0 fy py

0 0 1




 . (3.4)

In the photogrammetry literature alternatively a scale difference parameter m and the principal
distance f is regularly used [128, p.471]:
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
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


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f fs px

0 f(1 +m) py

0 0 1




 . (3.5)

The skew parameter s is zero for the typical machine vision cameras employed in this work.
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In general, the object point X is not given in camera coordinates but with respect to a world
coordinate system. Hence, the object point in the world frame Xworld needs to be transformed
to camera coordinates first:

XH =

[

R −RCworld

01×3 1

]









Xworld

Yworld

Zworld

1









=

[

R −RCworld

01×3 1

]

Xworld,H , (3.6)

where Cworld is the camera center in world coordinates and R is the 3× 3 rotation matrix
representing the orientation of the camera coordinate frame in the world coordinate frame. Using
Eq. 3.2 this yields for the projection of a point in world coordinates on the image plane in
homogeneous coordinates:

xH = KR
[

I3×3 −Cworld

]

Xworld,H . (3.7)

This model is generalized through additional distortion models or physical parameters to
describe the geometric effects of the lens optics or refraction.

3.2.2 Brown’s Distortion Model

Real lens optics deviate from the ideal pinhole projection. Radial and tangential lens distortions
are often compensated using polynomial models. An often employed model in the literature is
the Brown or Brown-Conrady distortion model [66, 67, 91].

Radial Distortion

For an ideal pinhole camera, the angle of incidence of a light ray is equal to the angle of emergence.
This is true since the model assumes a single entrance and exit pupil, which is infinitesimally
small. This results in an undistorted, or orthographic, reproduction of the image. In compound
lens designs, the entrance and exit pupil do not have the same position. Moreover, the position of
the aperture influences how the light traverses the lens, as visualized in Fig. 3.5. If the aperture
is moved towards the object, the light rays traverse the edges of the lens, which increases barrel
distortion. Similarly, pincushion distortion is formed when the aperture is moved towards the
image.

In underwater imaging, the refraction at flat ports causes a radial shift that is dependent on
the angle of incidence. This shows up in the image as a pincushion distortion. Radial distortion
is also observed with dome ports that are not perfectly centered. A shift of the optical center
along the optical axis causes a radial distortion effect.

The relation of the actual projected point and the ideal point computed by the pinhole
geometry is modeled by a radial displacement:

xd =

(

xd

yd

)

= L(r)

(

x− xc

y − yc

)

, (3.8)
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Fig. 3.5: Different forms of radial distortion in a spherical lens as a function of the aperture position
(Source: [201, p.40]).

where xd = (xd, yd)
T is the actual (distorted) image position, x = (x, y)T is the ideal (undis-

torted) image position and xc = (xc, yc)
T is the center of the radial distortion. L(r) is a distortion

factor, which is a function of the radius r =
√

(x− xc)2 + (y − yc)2 only. The center of radial
distortion is typically chosen as the coordinates of the principal point in image space or as the
center of the image. Different formulations for L(r) are suggested in the literature. The func-
tion L(r) is often approximated by a Taylor expansion L(r) = 1 + k1r + k2r

2 + k3r
3 + ... . In

the computer vision literature [321,350] often only the first few terms with even exponent, e.g.,
L(r) = 1 + k1r

2 + k2r
4 + k3r

6, are considered.
In the photogrammetry community, balanced distortion functions [202, p.172ff] with a zero

crossing at a fixed image radius are suggested [188]. This has the advantage that the radial
distortion parameters do not correlate as strongly with focal length, which results in more stable
estimates of the camera parameters.

Tangential Distortion

Tangential distortion is caused, for example, by a misalignment of lens elements or a tilted image
plane as visualized in Fig. 3.6. Since the housing of an underwater camera acts like an additional
optical element, a misalignment causes tangential distortion. For example, a flat port that is
tilted with respect to the image plane results in asymmetric distortion. Similarly, a misaligned
dome port causes image distortions. A shift of the perspective center perpendicular to the optical
axis causes a tangential distortion effect.
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object plane

image plane

Fig. 3.6: Tangential distortion due to a tilted image plane (Source: [201, p.46]).

According to [67] or [91] and implemented, for example, in [60] or [56], the tangential and
radial distortion is corrected in the following way:

Using the normalized pinhole projection

xn =

(

xn

yn

)

=

(

X/Z

Y/Z

)

=

(
x−px
fx

y−py
fy

)

(3.9)

the complete model includes radial and tangential distortion defined as follows

xd = xn

(
1 + k1r

2 + k2r
4 + k3r

6
)
+

(

2p1xnyn + p2(r
2 + 2x2n)

p1(r
2 + 2y2n) + 2p2xnyn

)

, (3.10)

where {k1, k2, k3} are the radial and {p1, p2} are the tangential distortion parameters. Here,
xd = (xd, yd)

T are the measured (distorted) normalized point coordinates and r2 = x2n + y2n.
This is extended in [125] by a division model with additional parameters to provide a more
accurate approximation than the polynomial model. The parameters of the distortion model
q = {k1, k2, k3, p1, p2} are considered a part of the intrinsic parameters of the camera.

Here, the distortion function is defined as the function that transforms the ideal pinhole
projection coordinates to the real, distorted coordinates. For example, in BA applications, the
distortion function is sometimes defined for the back projection instead of the forward projection
for optimization purposes [51]. This allows to project an image observation to a 3D vector in
world space without inverting the distortion function. To compute the 3D camera ray using the
formulation of Eq. 3.10, the distortion function needs to be inverted. This is done iteratively by
computing the approximate solution

x′
n =

1

1 + k1r2 + k2r4 + k3r6

[

xd −
(

2p1xnyn + p2(r
2 + 2x2n)

p1(r
2 + 2y2n) + 2p2xnyn

)]

, (3.11)
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where we set xn = x′
n and r =

√

x′n
2 + x′n

2 and iterate until the change of x′
n is negligible. In

practice, this is typically achieved with less than ten iterations.

3.2.3 Absorption of Refraction Effects by the Distortion Model

Although in underwater conditions Brown’s distortion model does not explicitly describe the
physical properties of refraction, it may provide a sufficient approximation for some underwater
imaging applications, and low errors are achievable [295]. In general, this model does not fully
describe the multi-media imaging case of a flat port underwater camera, since the observed radial
distortion is distance dependent.

To analyze the errors, the case of refraction at a single media interface parallel to the image
plane is considered [202, p.415ff]. The geometry is depicted in Fig. 3.7. Here, the expression of
Snell’s law (cf. Section 2.1.2) as a function of the tangent is used [202, p.126]:

tan θ1
tan θ2

=
√

µ2 + (µ2 − 1) tan2 θ1 , (3.12)

where θ1 is the angle of incidence, θ2 is the angle of refraction and µ = µ1

µ2
is the ratio of the

respective refractive indices with µ2 > µ1, the radial shift ∆r due to refraction is given by:

∆r = r0 − r = (3.13)

= f tan(θ1)−
f

Z
R = (3.14)

= f tan(θ1)−
f

Z
(tan(θ1)d+ tan θ2(Z − d)) = (3.15)

= f tan(θ1)
Z − d

Z

(

1− tan θ2
tan θ1

)
Eq. 3.12

= (3.16)

= f tan(θ1)
Z − d

Z

(

1− 1
√

µ2 + (µ2 − 1) tan2 θ1

)

. (3.17)

Here, f is the focal length, Z is the distance of the object point from the camera center along
the optical axis, d is the distance of the plane of refraction from the camera center, θ1 is the
angle of the light ray with respect to the optical axis and µ is the ratio of the refractive indices.
All other geometric variables are defined as shown in Fig. 3.7.

In Eq. 3.17 the radial shift is a function of the angle of the light ray θ1 and the object point
distance Z. The radial shift ∆z is zero, when:

• θ1 = 0: A light ray perpendicular to the media interface is not refracted.

• µ = 1: The angle of incidence is equal tp the angle of refraction if both media have equal
refractive indices.

• Z = d: An object point that is co-planar with the media interface does not result in a
radial shift.

The error of modeling the radial shift using a radial correction function as described in Sec-
tion 3.2.2 is small, when:
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Fig. 3.7: Radial shift due to refraction at a single media interface parallel to the image plane. Image
reproduced based on [202, p.416].

• Z >> d and therefore Z−d
Z ≈ 1: The distance dependence is small if the camera is very

close to the interface and only objects far away from the camera are considered.

• tan θ1 ≈ 0: Objects close to the optical axis exhibit a smaller error since the effect of
refraction is smaller because the light ray travels through the interface approximately per-
pendicular. Therefore, we observe the lowest deviations in the image center, and the error
increases towards the image borders.

• Z−d
Z ≈ const.: If the radial correction function is tailored for a certain object distance, the

errors are small for objects within this depth range.

Therefore, depending on the accuracy requirements good measurement results are obtained
without an explicit physical-geometric camera model if the distance to the object surface is kept
approximately constant, and object points farther away from the camera are considered.

However, due to reduced visibility for 3D reconstruction in water measurements at short
distances are necessary. Moreover, it is difficult to perfectly align the image plane and refraction
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plane, which introduces additional errors, and for large water depths thick glass windows are
necessary, resulting in two plane parallel interfaces. This is not considered in Eq. 3.17.

3.3 Flat Refractive Geometry

The work at hand models an underwater camera with a flat port by refraction through parallel-
sided media. This is valid for a homogeneous glass or acrylic window with constant thickness
as the view port. Given a calibrated camera, the refraction effects are described by explicitly
compensating for the refraction at each interface layer. Consequently, the housing parameters are
the thickness of the glass window, the orientations of the interface planes and the corresponding
distances from the camera center, and the refractive index of the glass.

Applying this model for calibration and 3D reconstruction requires deriving the forward and
back projection models. While the back projection of a camera ray to the ray in water can be
solved directly, this is not true for the forward projection. The forward projection of an object
point on the camera plane requires finding the intersection points on the interfaces between the
individual media that satisfy the refraction constraints.

3.3.1 Back Projection

The geometry of the back projection is visualized in Fig. 3.8. The camera ray v0 is refracted at
the air-glass interface at point q1, resulting in the ray v1. Subsequently, the ray v1 is refracted
at the glass-water interface at point q2. This results in the ray v2.

Using the vector form of Snell’s law described in Eq. 2.11 q2 and v2 are computed analytically
in the following way: First, the intersection of the camera ray with the air-glass interface is found.
Assuming a normalized camera ray vector (‖v0‖ = 1) the intersection point q1 is

q1 = − d0
nTv0

v0 , (3.18)

where n is the normal vector of the interface plane with unit length pointing towards the camera,
and d0 is the orthogonal distance of the camera center from the interface. The refracted ray v1

is computed using Eq. 2.11:

v1 = RefractedRay(v0, µ0, µ1) , (3.19)

where µ0 and µ1 are the refractive indices of air and the glass of the window. Finally, computing
the intersection point with the glass-water interface q2 and the refracted ray v2 yields

q2 = q1 −
d1

nTv1
v1 (3.20)

v2 = RefractedRay(v1, µ1, µ2) , (3.21)

where µ2 is the refractive index of water, and d1 is the thickness of the glass window. The
observed point P lies on the line

P = q2 + λv2 (3.22)
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Fig. 3.8: Back projection of a camera ray v0 to the point P = q2 + λv2 in camera coordinates.

with λ ≥ 0.

If the underwater camera is used in air, which means µ0 = µ2, then v0||v2 applies. Therefore,
the image of an object captured by the camera through the glass window appears laterally shifted
compared to an image captured without the window.

3.3.2 Forward Projection

The forward projection of a 3D point on the camera sensor is more difficult to compute because it
requires solving for the points of refraction on each interface surface, such that Snell’s law holds
true. This is numerically solvable by optimization using the back projection model. However,
this requires running a non-linear optimizer for every single computed forward projection, which
is inefficient. Therefore, this work follows the approach of Agrawal et al. [31] using an analytical
formulation of the forward projection.

To simplify the derivation, we look only at the plane of refraction. This is visualized in the
left part of Fig. 3.9. The light path lies in the plane spanned by the camera center, the 3D
point P and the interface normal n. An orthogonal coordinate system is constructed, which is
defined by the unit vectors z1 and z2 lying on the plane of refraction and with z1 aligned with
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µ2

µ1

µ0

d0

d1

z2

z1

z2

z1

P

u = (uz2 ; uz1)
T

n

n⋆

q⋆
1 = (x; d0)

T

q⋆
2

v⋆
0

v⋆
1

v⋆
2

v0

v1

v2

plane of refraction

Fig. 3.9: Geometry of the forward projection. To solve for the intersection points, we consider the plane
of refraction spanned by the camera center, the point P and the interface normal. Image reproduced
based on [32].

the interface normal:

z1 = −n (3.23)

z2 =
t× z1

||t× z1||
with t =

n×P

||n×P|| , (3.24)

where t is the normal of the plane of refraction and the camera center at the origin of the
coordinate system.

By transforming P to this coordinate system, the forward projection is derived in 2D on the
plane of refraction. The geometry is depicted in the right part of Fig. 3.9. The 3D point P is
transformed to the point

u =

(

uz2
uz1

)

=

(

zT2 P

zT1 P

)

(3.25)

and the interface normal in the new coordinate system is n⋆ = (0;−1)T . The vector v⋆
i denotes

the projection of the ray vi on the plane of refraction, and q⋆
i denotes the intersection points of

the light path with the i-th medium boundary.
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To solve the forward projection, we need to find the z2-component, denoted by x, of the inner
layer intersection point q⋆

1 = (x; d0)
T subject to the constraints that the rays v⋆

i adhere to Snell’s
law and that v⋆

2 is parallel to (u− q⋆
2). The constraint on the last refracted ray v⋆

2 is given by

v⋆
2 × (u− q⋆

2) = 0 . (3.26)

Using Eq. 2.8, the refracted ray is expressed as a linear combination of the incident ray and the
interface normal

v⋆
2 = α2v

⋆
1 + β2n

⋆ = (3.27)

= α2 (α1v
⋆
0 + β1n

⋆) + β2n
⋆ = (3.28)

= α2α1v
⋆
0 + (α2β1 + β2)n

⋆ . (3.29)

Without loss of generality µ0 = 1 is chosen since Snell’s law depends only on the ratio of
refractive indices. In order to simplify the equations, the parameterization v⋆

0 = (x; d0)
T is

considered. Using Eq. 2.9 α1 =
1
µ1

and α2 =
µ1

µ2
are found. From Eq. 2.10 β1 is given by

β1 =
−v⋆

0
Tn⋆ −

√

(v⋆
0
Tn⋆)2 − (1− µ2

1)(v
⋆
0
Tv⋆

0)

µ1
= (3.30)

=
d0 −

√

d20 − (1− µ2
1)(x

2 + d20)

µ1
=

d0 −
√

d20µ
2
1 + µ2

1x
2 − x2

µ1
(3.31)

and β2 is given by

β2 =
−µ1v

⋆
1
Tn⋆ −

√

µ2
1(v

⋆
1
Tn⋆)2 − (µ2

1 − µ2
2)(v

⋆
1
Tv⋆

1)

µ2

v⋆
1
=α1v

⋆
0
+β1n

⋆

= (3.32)

=

√

d20µ
2
1 + µ2

1x
2 − x2 −

√

d20µ
2
2 + µ2

2x
2 − x2

µ2
. (3.33)

Now using Eq. 3.29 and similar to Eq. 3.20 we find

v⋆
2 = α2α1v

⋆
0 + (α2β1 + β2)n

⋆ =
1

µ2

(

x√
D2

)

(3.34)

q⋆
2 = q⋆

1 −
d1

n⋆Tv⋆
1

v⋆
1 =

((

1 + d1√
D1

)

x

d0 + d1

)

, (3.35)

where D1 = d20µ
2
1 + µ2

1x
2 − x2 and D2 = d20µ

2
2 + µ2

2x
2 − x2.

Substituting v⋆
2 and q⋆

2 in Eq. 3.26 and multiplying both sides of the equation with µ2

√
D1

yields
k1
√

D1 + k2
√

D1D2 + k3
√

D2 = 0 , (3.36)

where k1 = x(d0+ d1−uz1), k2 = uz2 −x and k3 = −d1x. By separating the terms and squaring
twice the square roots in Eq. 3.36 are removed:

(
k21D1 + k23D2 − k22D1D2

)2 − 4k21k
2
3D1D2 = 0 . (3.37)
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Expanding Eq. 3.37 yields a twelfth degree polynomial in x. By finding the roots of the polyno-
mial, up to twelve unique solutions are created. The correct solution is retrieved by removing all
solutions with an imaginary part and checking the validity of the remaining solution using the
backprojection model described in Section 3.3.1. A valid solution for x is transformed to the 3D
camera ray

v0 =
xz2 + d0z1

||xz2 + d0z1||
. (3.38)

Note this model can be extended to a higher number of plane parallel media interfaces. This
yields higher-order polynomials, which need to be solved.

3.3.3 Implementation and Runtime

For the pinhole and distortion model as described in Section 3.2, the implementation provided
in OpenCV: Open Source Computer Vision Library [60] is used. The refractive model described
in Section 3.3 is an own implementation in C++ based on the Eigen library [148]. The polynom
solver provided by the GNU Scientific Library [139] is used to solve Eq. 3.36.

The analytical forward projection, described in Section 3.3.2, is compared with a numerical
solution by inverting the back projection model described in Section 3.3.1 using non-linear opti-
mization. The Ceres Solver [28] is employed for the numerical solution of the forward projection.
Considering the result, the two approaches are identical regarding numerical precision, but the
analytical solution is more computationally efficient.

Fig. 3.10 shows the runtime for the projection of 1000 points using the analytical and numer-
ical forward projection solution. As reference the runtime of the corresponding back projection
is provided. The 1000 points are sampled randomly in image space. The experiment is con-
ducted 4000 times, and the variation of the runtime is reported in Fig. 3.10 using a boxplot.
The simulated flat port underwater camera is a distortion-free camera with a 12.5mm lens and
a 2 cm thick flat port 3 cm in front of the entrance pupil of the camera. The tilt of the glass
window is varied relative to the image plane in the range 0 deg to 30 deg. The runtime numbers
are produced on an Intel Core i7-8550U CPU with 4.0GHz without parallelization. Therefore,
the numbers reflect the single core execution time.

Fig. 3.10: Runtime comparison of back projection, analytical forward projection and numerical forward
projection.
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The back projection of 1000 points has a median runtime of 0.06ms while the forward pro-
jection has a significantly longer runtime since it requires solving a polynomial or non-linear
optimization. A median runtime of 16.9ms for the analytical forward projection and a median
runtime of 64.5ms for the numeric solution using non-linear optimization is observed. Here,
the analytical solution is approximately 3.8 times faster than the numerical solution. Moreover,
the runtime of the analytical solution is more consistent. The non-linear optimization approach
converges at different speeds depending on the quality of the initialization and model parameters.

3.4 Calibration of Housing and Camera Parameters

Camera Calibration means estimating the (intrinsic) parameters of the camera model. Addition-
ally, in underwater imaging the housing parameters of the physical-geometric model need to be
estimated. In total, we want to estimate the following 16 parameters:

• focal length fx, fy and image coordinates of the principal point px, py (see Section 3.2.1)

• parameters of the image errors: radial {k1, k2, k3} and tangential {p1, p2} distortion pa-
rameters (see Section 3.2.2)

• housing parameters: interface normal n = (nx, ny, nz)
T , air-glass interface distance d0,

glass-water interface distance d1 and refractive indices of the individual layers µ1, µ2 (see
Section 3.3)

Camera calibration is typically performed using a test-field calibration or via self-calibration:

Test-field calibration is based on a suitable calibration fixture with precisely identifiable ob-
ject points with optionally precisely known coordinates or relative distances [95, 156, 287,
321,334,337,350]. This setup allows to do calibration very efficiently. Planar grids of points
or spatial test fields with points distributed in 3D space are regularly used. The parameters
of the camera model are then calculated using the known correspondences of 3D calibration
points and 2D image observations. However, there are also approaches that do not require
the 3D coordinates to be fully known. Camera parameters are also calculated as part of
a BA in which the exterior orientation of the camera, the unknown 3D calibration object
points and the camera model parameters are estimated simultaneously [188]. This allows
to introduce additional constraints, such as known relative distances between individual
points or individual coordinates, to provide scale [202, p.683ff]. The disadvantage is an
elaborate setup with calibration fixtures and additional calibration image acquisition.

Self-calibration techniques do not use a specific calibration object. Strictly speaking, the
calibration object is replaced by the actual object of measurement, which is assumed to
be static and rigid during image acquisition. The camera model is then estimated from
the constraints of capturing a static scene by a moving camera using image information
alone [218]. For a camera with fixed internal parameters correspondences between a mini-
mum of three images are sufficient to recover the interior and exterior camera parameters
and the 3D object points up to scale [151]. To define scale a reference length needs to be
measured. The advantage of self-calibration is that it is more flexible and that calibration
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is performed simultaneously with object measurement, which improves the accuracy of ob-
ject reconstruction tasks. In order to have a defined reference for verifying calibration, test
points are placed in the scene if needed. Self-calibration may not be applicable for situa-
tions that do not allow capturing of suitable images with configurations to obtain reliable
results.

For the highest accuracy, the calibration is ideally performed under the same imaging conditions
as the actual measurement task. This means the calibration for underwater imaging is conducted
in situ with the same water temperature, salinity and pressure to keep the refraction effects
constant. In more difficult imaging tasks, such as multi-media imaging, it is sensible to prefer
test-field calibration because it provides more reliable calibration observations and has an in-built
quality control due to the known structure of the calibration fixture.

3.4.1 Zhang’s Method for Camera Calibration

A popular and robust method for camera calibration in the computer vision literature is Zhang’s
method [350]. The technique is implemented in open source libraries and toolboxes, such as
OpenCV [60] or Bouget’s Camera Calibration Toolbox for Matlab [56]. The method requires the
camera to observe a planar pattern with known 2D coordinates at different orientations. The 2D
metric information of the calibration pattern points and the corresponding image observations are
used to estimate the camera’s intrinsic parameters. At least two images with different orientations
are necessary. However, in practice, a larger set of calibration images is required for stable results.
Typically, at least 10 to 20 images are required to achieve low errors. The approach accurately
determines the camera parameters and is easy to realize in practice because by using automatic
grid corner extractors, such as chessboard detectors, the approach is highly automated. However,
the results may be influenced by the quality of the captured calibration images. Some methods
try to improve on this by guiding the user to capture good images of the calibration target using
an information maximization scheme [269].

For typical machine vision cameras, distortion is expected to be small. Therefore, a reasonable
initial guess of the intrinsic parameters of the pinhole model is found, ignoring the distortion.
Zhang’s method follows a three-step process:

1. Find pinhole model parameters and extrinsic parameters of the planar pattern using a
closed-form solution

2. Estimate radial distortion based on a least-squares solution using the initial intrinsic pa-
rameters

3. Refine all camera model parameters using non-linear optimization

The first step of Zhang’s method uses a simplification that all points of the calibration target lie
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in the X/Y -plane. The assumption Z = 0 simplifies Eq. 3.7 to





x

y

1




 =






fx s px

0 fy py

0 0 1











r11 r12 t1

r21 r22 t2

r31 r32 t3











X

Y

1




 = (3.39)

= K
[

r1 r2 t

]

︸ ︷︷ ︸

H


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X

Y

1




 = H






X

Y

1




 , (3.40)

where H is a 3x3 homography matrix. For each observed pattern point (Xi, Yi)
T in the same

image and therefore with the same rotation and translation of the calibration board, we obtain





xi

yi

1




 = H






Xi

Yi

1




 i = 1, . . . , I . (3.41)

From these equations a system of linear equations is built and solved, which leads to an estimate
of H that is defined up to a scale factor. Since the homography H has eight Degrees of Freedom
(DoF) at least four points in the image are necessary. Because the six extrinsic parameters for
each image (three for rotation and three for translation) need to be found, a single image provides
only two constraints on the camera matrix K. From Eq. 3.40 follows

H =
[

h1 h2 h3

]

= K
[

r1 r2 t

]

(3.42)

=⇒
[

r1 r2 t

]

= K−1
[

h1 h2 h3

]

. (3.43)

By exploiting that r1 = K−1h1 and r2 = K−1h2 are orthonormal basis vectors the constraints
are rewritten as

rT1 r2 = 0 =⇒ hT
1 K

−TK−1h2 = 0 (3.44)

‖r1‖ = ‖r2‖ = 0 =⇒ hT
1 K

−TK−1h1 = hT
2 K

−TK−1h2 (3.45)

Using homographies from multiple images, a system of linear equations is built from these con-
straints to solve for B = K−TK−1. Using the constraints on the camera matrix K, at least three
different views are necessary to solve for B. If less than three views are available, additional con-
straints are imposed, such as the skewless constraint s = 0 or fixing the image coordinates of the
principal point (px, py)

T to the image center. Finally, K is computed by matrix decomposition
of B.

This approach is only applicable to planar patterns, such as chessboards. For 3D test fields,
this step is skipped and a reasonable initialization needs to be provided. This is done, for example,
by using known parameters of the camera-lens system, using Zhang’s method on a planar subset
of the 3D test field or by applying another method for estimating the pinhole parameters.

In the second step, the distortion parameters are estimated given the estimates of the camera
matrix K by minimizing the distance between the ideal pinhole projection xn and the observed

Underwater Laser Scanning



3.4. CALIBRATION OF HOUSING AND CAMERA PARAMETERS 57

distorted image coordinates xd using Brown’s distortion model as described in Section 3.2.2.
Each 2D point in each image contributes to two equations by computing xd − xn using the
distortion model. The distortion parameters are then computed as the least-squares solution.

The full refined parameter set is calculated by minimizing the non-linear error function:

min
(K,q,Ri,ti)

n∑

i=1

m∑

j=1

‖xij − x̆ (K,q,Ri, ti,Xj)‖2 , (3.46)

where xij is the observation of the calibration point Xj in image i and x̆ (K,q,Ri, ti,Xj) is
the projection of Xj according to the pinhole model with Brown’s distortion model as described
in Section 3.2. Here, the camera model is parameterized by the camera matrix K and the set
of radial and tangential distortion parameters q = {k1, k2, k3, p1, p2}. The orientation of the
calibration grid in image i is parameterized by the rotation Ri and translation ti. The results
are the intrinsic camera parameters and the pose of the calibration target in each image. The
minimization is performed using the Levenberg-Marquardt algorithm in [350].

3.4.2 Error Functions for Camera Calibration

Different error statistics are proposed in the literature to assess how well the model fits the
observed projection of an actual camera [149, pp.27ff]. The reprojection error is the most common
approach to describe the quality of the camera calibration. It measures the distance between the
observed image points xi and the back-projection of the corresponding 3D object point on the
image plane x̆ (Xi). This is a 2D error in image space and is measured in pixels. The error is also
often reported in micrometers if the size of a single pixel on the image sensor is known. Typically,
the Root Mean Squared Error (RMSE) of the complete calibration image set is reported:

RMSE =

√
∑

i ‖xi − x̆ (Xi)‖2
n

, (3.47)

where n is the number of point correspondences. Note that this error is computed during the
calibration on the set of calibration images. Therefore, the reprojection error describes how well
the camera model fits the calibration data. It does not provide information on how well the
camera model generalizes to other data. Therefore, it is sensible to recompute the error on an
additional set of test images to assess the calibration quality.

In the literature, projective error and re-projective error are often used interchangeably.
Hanning [149, p.28] distinguishes between the projective error measured in the image plane and
the re-projective error that is measured in the plane {z = 1} in camera coordinates. This gives
a normalization of the unit of the projective error. This work uses the term reprojection error
to describe the error in the image plane.

In photogrammetric applications, the Euclidean error of the object coordinates is commonly
used [149, pp.29ff]. This is useful for 3D reconstruction tasks since it provides an error measure
in object space. However, compared to the reprojection error, this has the disadvantage that the
Euclidean error is dependent on the distance to the calibration object.
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3.4.3 Estimation of Housing Parameters

For calibration of the housing parameters, an initial estimate is required. A reasonable approach
is to take the parameters from the Computer-Aided Design (CAD) model of the housing or by
physically measuring the geometric dimensions. Refractive indices are provided by tables in the
literature, are available from the data sheet of the glass manufacturer or are computed based on
empirical functions [265].

If no prior knowledge about the underwater housing is available, Agrawal et al. suggest
a method for estimating the axis and layer thickness for a system of multiple flat refractive
layers [31]. This method corresponds the multi-layer flat refraction to an axial camera, assuming
all interface layers are parallel. Here, the axis is the line through the camera center parallel to
the plane normal of the refractive layers. The system is considered axial since all refracted rays
intersect this axis. The approach finds the housing parameters in a two-step process:

1. Axis estimation based on coplanarity constraints

2. Find layer thickness based on the refractive constraint at each layer posed by Snell’s law

Note that this approach requires the camera to be calibrated, i.e., the intrinsic parameters of the
camera and subsequently the optical rays in the camera coordinate system are known.

In the first step, the constraint from Snell’s law is applied, which requires that the incident
ray, normal and refracted ray lie in the same plane. If the correspondence of a 3D object point
P and the camera ray v0 is known, a coplanarity constraint is formulated. The 3D object point
transformed in the camera coordinate system (RP+ t)T lies in the plane spanned by the axis
direction vector A and the camera ray v0 (cf. Fig. 3.9). This is true independent of the number
of refractions at plane parallel refractive media interfaces. This is expressed as the coplanarity
constraint:

(RP+ t)T (A× v0) = 0 , (3.48)

where (A× v0) is the normal to the plane of refraction. By reformulating this constraint and
using multiple known 3D object points of a calibration structure, a system of linear equations
is set up. Agrawal et al. [31] suggest two approaches: an 11-point algorithm based on solving
the linear system using Singular Value Decomposition (SVD) and an 8-point algorithm inspired
by [244]. This yields the axis A, the rotation R and two components of t. The component of t
in the direction of the axis cannot be recovered from the coplanarity constraint alone. Agrawal
et al. suggest computing the 8-point and 11-point algorithm in a Random Sample Consensus
(RANSAC) method to find the best solution based on the coplanarity error.

In the second step, the refractive constraint from Eq. 3.26 is used. The refracted rays v⋆
i are

computed based on the axis A. The projection of the 3D object point on the plane of refraction u

is computed based on the estimated orientation from the first step. It is found up to an unknown
offset α in the component in the direction of the axis. Using Eq. 3.26 this yields

v⋆
2 ×

[

u+

(

0

α

)

− q⋆
2

]

= 0 , (3.49)
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Fig. 3.11: Camera looking at a 3D test field through a water tank at an angle of approx. 45°. Top
left: Experimental setup with water tank. Top right: Approximation using pinhole model. Bottom left:
Initial solution using Agrawal’s 8-point algorithm. Bottom right: Refined solution.

where α is an unknown offset in the direction of the axis. Substituting with Eq. 3.18 and Eq. 3.20
results in

v⋆
2 ×

[

v⋆
0

n⋆Tv⋆
0

v⋆
1

n⋆Tv⋆
1

(

0

1

)]





d0

d1

α




 = −v⋆

2 × u , (3.50)

where di are the layer thicknesses. Hence, this yields a linear equation in d0, d1, α for each
correspondence between u and v⋆

0. Using multiple correspondences, a system of linear equations
is built to obtain the layer thicknesses di and α. Note that if the first layer and the last layer
have the same refractive index µ0 = µ2 the layer thickness d0 cannot be recovered because in
this case v⋆

0 = v⋆
1 and the corresponding lines in the linear system become equal. Hence, for the

underwater camera in air only the thickness of the glass d1 is recovered but not the distance d0.
Then, the result is further refined by non-linear optimization of the refractive forward projec-

tion. Fig. 3.11 shows a reproduction of the experiment of [31] for imaging through a water tank.
The top left image shows the experimental setup of the tank and calibration fixture. A planar
grid of AprilTag markers and a chessboard are captured through a water tank. The camera
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is calibrated separately using Zhang’s method (cf. Section 3.4.1). The relative transformation
between the two calibration patterns is estimated based on images of the calibrated camera cap-
tured directly in air. Therefore, the 3D coordinates of all AprilTag and chessboard corners are
known in the object coordinate system.

Fig. 3.11 depicts the results for capturing an image at an angle of approx. 45° through
the water tank. Agrawal’s approach is applied to the undistorted images based on the camera
calibration, such that the camera is described by a pinhole model. Two planar refraction layers
are modeled. Only an air-water and a water-air interface are estimated while the thin glass
sheets of the water tank are neglected in the model. The refractive index of water is assumed to
be µwater = 1.33.

The top left image shows the detected object points in red and the reprojected 3D points based
on the pinhole model of the calibrated camera. In this case, only the pose of the calibration fixture
is estimated. This results in a high RMS reprojection error of 15.391 pixels. A magnification of
the top-right chessboard quad is shown in the bottom right corner of the graphics in order to
show the errors between detected and reprojected 3D points.

The result of the 8-point algorithm with 100 RANSAC trials is visualized in the bottom left
image. The RMS reprojection error is reduced to 5.772 pixels. The final result after non-linear
refinement is shown in the bottom right image. This models the refraction well and yields an
RMS reprojection error of 0.268 pixels.

The 8-point algorithm estimates a thickness of the water tank of 353mm while the non-linear
refinement yields 279mm. The true thickness is 250mm. Estimating the layer thicknesses based
on a single image has a high uncertainty using the approach of Agrawal et al. [31]. This was also
found in the literature [354].

Besides calibration using test points, there are approaches that do optimization using simu-
lated images. Jordt and Koch [172] use a simulated view of a calibration target that is rendered
based on the refractive imaging model and compared pixel-wise with the acquired image. The
camera and housing parameters are then optimized based on the difference between the captured
and simulated images.

Another approach by Gu et al. [147] achieves calibration of the housing parameters by me-
chanically fixing the camera relative to a planar calibration pattern and capturing an image in
air, with the glass port and finally in water. By exploiting the different image locations for the
three different scenarios, the normal of the glass port and interface distance is recovered. How-
ever, this involves disassembling the underwater camera, which does not allow fast re-calibration
of the assembled camera system.

3.4.4 Underwater Camera Calibration Methodology

In order to achieve a high-accuracy calibration, an in situ calibration in water is performed. The
non-linear optimization of the combined camera and refractive housing model is bootstrapped
using an in-air calibration of the underwater camera and approximate housing parameter esti-
mates. To summarize, for the calibration of the combined camera and housing system a three-step
process is followed:

1. Calibrate camera-lens system in air with Zhang’s method (cf. Section 3.4.1)
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2. Find initial estimates of housing parameters from CAD or applying the method of Agrawal
et al. (cf. Section 3.4.3)

3. Refinement of model parameters by non-linear optimization of the reprojection error of the
combined camera and housing model

The first and second steps create an initial solution of the camera and housing parameters. In the
third step, the complete parameter set of the camera model (cf. Section 3.2) and analytic forward
projection based on raytracing (cf. Section 3.3.2) are optimized. Since the forward projection
involves a polynomial solver, it is not possible to use analytical derivatives in the refinement
step. Therefore, the reprojection error is minimized by applying numerical derivatives using the
Ceres solver [28]. Basically, the intrinsic camera parameters found in air are also applicable
to the underwater case. However, optimizing the full parameter set, including the distortion
parameters of the camera, allows to absorb residual errors, which reduces the overall reprojection
error. Moreover, it is usually disadvantageous to disassemble the underwater camera to find the
exact parameters in air. Therefore, the camera calibration in air, strictly speaking, includes the
refraction effects of the glass port in air, which causes, for example, a shift of the principal point.
This requires a re-calibration of the intrinsic camera parameters in water.

In principle, it is possible to optimize all camera and housing parameters in the framework of
the ray tracing based model of flat refraction. However, some of the housing parameters and the
intrinsic parameters of the camera are highly correlated. Furthermore, some geometric param-
eters are also measured precisely by other means, e.g., the thickness of the view port window.
Therefore, it is sensible to fix some of the model parameters. This work fixes the thickness of
the glass window, which is measured accurately with calipers. Moreover, the refractive indices
are taken from tables in the literature and datasheets and are not optimized in the refinement
step.

3.5 Calibration Artifacts

The algorithms for camera calibration require as input precise correspondences between object
points in 3D space and the projection of these points on the image plane. The quality of these
correspondences significantly impacts the estimation of the camera model parameters. Therefore,
target marks that are automatically detected in the image with high accuracy and precision even
under difficult imaging conditions, such as water turbidity and blurred images, enable to create a
low noise input set of correspondences. If a 3D calibration fixture is used, uniquely coded targets
facilitate association between image and object points. This is especially true if only part of the
calibration fixture is visible in the image frame or if some target marks are not detected due to
challenging lighting conditions, occlusions, or dirt on the calibration target. In general, a larger
calibration structure is beneficial, especially in water, since it is detected over larger distances,
which allows one to take calibration data in the whole measurement range.

Fig. 3.12 shows different calibration artifacts used in this work. The top left image shows a 3D
calibration structure built from rectangular aluminum rods and sheets. AprilTag markers [252]
are printed on vinyl waterproof stickers and glued to the structure. The 2D barcode allows
to assign every corner of the square tags a unique ID number. This has the advantage that
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Fig. 3.12: Different underwater calibration fixtures. Top left: 3D calibration structure composed of
AprilTags with different sizes. Top right: 3D calibration fixture composed of two planar AprilTag grids.
Bottom left: Cuboidal calibration artifact with coded circle targets. Bottom right: Planar circle grids
with ArUco marker.

calibration points are extracted automatically even if only part of the structure is visible in the
image. AprilTags with different sizes are used to enable detection at large distances as well as
a high number of calibration points at close distances. The top right image shows a calibration
fixture composed of two planar AprilTag grids directly printed on glass sheets. The two planes are
perpendicular to each other. According to the print service provider, the dimensional accuracy
of the print is approximately one tenth of a millimeter. The relative orientation of the two
AprilTag grids is computed in air using BA with the print coordinates as constraints. This
problem is solved using the Damped Bundle Adjustment Toolbox (DBAT) [76]. The bottom left
image shows a cuboidal calibration artifact with coded circle targets. The bottom right image
shows a calibration pattern composed of four circle grids printed directly on glass sheets. Here,
ArUco [279] markers are used to encode individual ID numbers for each circular target.

The dimensional accuracy and especially the dimensional stability of the calibration artifact
directly influences the quality of the camera calibration. In particular, Zhang’s calibration ap-
proach assumes planarity of the calibration object. Calibration patterns printed on acrylic or
aluminum composite sheets often deform slightly. If the targets are printed on adhesive stickers
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Fig. 3.13: Dataset of Leutert [195] for the evaluation of camera calibration. Left: Experimental setup
using KUKA industrial manipulator (Source: [195]). Right: Example image of the dataset (Source: [195]).

and then transferred on the object, the print is slightly stretched due to the flexible material.
On the other hand, direct print on glass sheets delivers a rigid calibration structure with good
dimensional accuracy. Therefore, for underwater camera calibration and calibration of the laser
projector, this work employs fixtures built from glass prints.

3.5.1 Calibration with Bundle Adjustment

If Zhang’s method (cf. Section 3.4.1) is applied for camera calibration, the precisely known
coordinates of the calibration points are required. Errors of the object points directly affect the
quality of the calibration result.

Leutert [195, p.204ff] shows the effect of imprecise calibration targets in a systematic eval-
uation using images captured from an industrial manipulator for different calibration artifacts.
Three planar grids with AprilTag markers and a size of 600 × 400mm are compared. Two fix-
tures are built from a print on a vinyl adhesive label, which is glued on an aluminum composite
panel or a glass sheet. The third fixture is manufactured using direct print on a glass sheet. Both
patterns using adhesive labels show some scale error of the print coordinates because the soft
vinyl material is stretched during print and application on the base plate. Moreover, aluminum
composite material is not dimensionally stable and is less rigid than the glass sheets. This results
in some deformation of the aluminum composite sheet with continued use.

The systematic evaluation in [195] was performed in a laboratory using an industrial robot
(KUKA KR16 arc HW). Different planar calibration grids were clamped in a carrier frame and
attached to the flange of the robot. The experimental setup and an example image captured
by the measurement camera is depicted in Fig. 3.13. The camera was manually focused on the
calibration target, and the aperture and focus were fixed. Subsequently, an automatic calibra-
tion program was started. This moves the calibration artifact systematically and repeatable to
different poses in the camera’s field of view. A total of 560 images for each calibration fixture
were recorded. The images were captured with a FLIR Blackfly PGE-31S4C-C camera and a
Lensagon CVM0411ND lens with a focal length of 4.4mm to 11mm. The sensor is a Sony
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Table 3.3: Errors of camera calibration with Zhang’s method compared with BA using different cali-
bration targets.

Calibration RMS reprojection error RMS reprojection error

Calibration Validation on glass print

Vinyl foil on composite (Zhang) 0.929 pixels 0.414 pixels
Vinyl foil on glass (Zhang) 0.513 pixels 0.336 pixels

Vinyl foil on composite (BA) 0.423 pixels 0.330 pixels
Vinyl foil on glass (BA) 0.340 pixels 0.322 pixels

Direct printing on glass (Zhang) 0.318 pixels

IMX265 with a resolution of 2048 × 1536 pixels and a sensor format of 1/1.8”.
The findings of [195, p.207ff] show that valid calibration results are achieved with all three

calibration targets. However, the errors are lowest for the direct printing on glass target due to
the higher accuracy of the calibration coordinates.

In BA the object coordinates are estimated simultaneously. This compensates for inaccura-
cies of the calibration fixture as long as it is rigid and dimensionally stable during the image
acquisition. Therefore, this work reprocesses the data set using BA to validate if simultaneous
optimization of the object coordinates improves the camera calibration results. DBAT [51] is
used for that. To add a scale constraint, the coordinates of a single AprilTag marker in the
center of the calibration grid are fixed. The assumption is that the errors introduced by the
deformation of the composite sheet and the stretched vinyl foil are small for a single AprilTag.
The results of the BA show that the composite sheet has a planarity error of 1.1mm and the
glass sheet shows a planarity error of 0.3mm. Here, the planarity error is computed as the maxi-
mum deviation of the estimated object points from the best-fit plane. The mean deviation of the
resulting object points from the print coordinates is 0.71mm for the vinyl foil on an aluminum
composite panel and 0.55mm for the vinyl foil on a glass sheet. Besides the deformation of the
aluminum composite sheet, there is also some scale error due to the stretching of the adhesive
stickers during application. This is consistent with the observations of [195].

The results of BA are compared with a calibration using Zhang’s method. The resulting
RMS reprojection errors (cf. Eq. 3.47) are reported in Tab. 3.3. For the computation of the
error measurements, any outliers with errors larger than six times the standard deviation were
removed. It is assumed that these errors are caused by wrong or inaccurate detections. The
middle column shows the RMS reprojection errors during calibration. Using Zhang’s method
on the vinyl foil on aluminum composite data set a RMS error of 0.929 pixels, and on the vinyl
foil on glass data set a RMS error of 0.513 pixels is observed. BA yields lower RMS errors of
0.423 pixels and 0.340 pixels, respectively. While this shows an improvement in the calibration
error, the values are not comparable since they are computed on different data sets. Therefore,
all calibrations are evaluated using the different calibration targets and methods on the same
560 images captured of the target with direct printing on glass. The RMS reprojection errors
are reported in the last column of Tab. 3.3. Here, the experiments show an improvement of the
RMS reprojection error from 0.414 pixels (vinyl foil on composite) and 0.336 pixels (vinyl foil on
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Calibration using the vinyl foil on aluminum composite target and Zhang’s method.

Calibration using the vinyl foil on aluminum composite target and BA.

Calibration using direct printing on glass target and Zhang’s method.

Fig. 3.14: Distribution and histogram of the reprojection errors computed on 560 images of the direct
printing on glass target with an AprilTag grid.
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glass) down to 0.330 pixels (vinyl foil on composite) and 0.322 pixels (vinyl foil on glass). This
is comparable to the RMS error of 0.318 pixels produced by applying Zhang’s method directly
on the validation data set using the direct printing on glass targets.

To analyze the errors more closely, Fig. 3.14 shows the distribution of the residuals and the
histogram of the residuals in image space. The residuals are computed on the glass print data
set. The top row shows the result of the calibration using Zhang’s method on the composite sheet
data, the middle row shows the result using BA on the composite sheet data, and the bottom row
shows the result of the calibration on the direct printing on glass data as a comparison. Using
BA with adjustment of the object coordinates of the aluminum composite target, the magnitude
of the residuals and the spread of the residuals is reduced. For comparison, the additional results
for the vinyl foil on glass pattern are found in Appendix B.1.

The result shows that BA is able to improve imprecise calibration point coordinates and
improve camera calibration results. However, for underwater applications, it is difficult to ac-
quire unbiased, high-quality calibration image data sets. Hence, self-calibration is not always
well-conditioned. Moreover, the refraction introduces additional unknowns in the calibration.
Therefore, besides performing self-calibration of the camera using BA, it is sensible to work with
calibration fields with known 3D coordinates and calibrate the structures in air using BA before
deploying them in the water in order to provide an accurate reference.

3.5.2 Planar and 3D Calibration Structures

From the literature it is known that 3D structures provide more consistent and accurate cali-
bration results [295]. Boutros et al. [58] compare a cuboidal calibration artifact with A3 and A4
planar chessboard patterns. They found that the cuboidal calibration artifact displayed improved
accuracy and precision compared to the planar patterns. However, this evaluation does not only
include the difference between planar and 3D calibration fixtures. The three calibration artifacts
have different sizes and three different calibration image sets are compared. Hence, the coverage
and distribution of the object points and the quality of the calibration image sets influence the
end result as well.

Therefore, this work proposes an experiment where the calibration on a planar structure
and a 3D structure is compared on the exact same image observations. To achieve this, the
calibration pattern depicted in the top-left image of Fig. 3.12 is employed. It is constructed from
two planar grids of AprilTag markers that are mounted approximately orthogonal to each other.
This way, every image is evaluated as the observation of a single 3D structure or two separate
planar calibration boards. For the evaluation, the exact same image coordinates are used. The
only difference is that for the 3D calibration, the relative transform between the two calibration
boards is applied as an additional constraint. The relative transform between the two calibration
boards is calibrated in air using BA on a set of 629 images.

The experiments perform calibration on a set of 600 underwater images. First, a calibration
using Zhang’s method using the 1200 planar patterns observed in the images is performed. Then,
a 3D calibration based on the 600 observations of the 3D calibration pattern is computed. The
RMS reprojection error (cf. Eq. 3.47) computed for the two planar calibration boards and the
full 3D structure is reported.

The reprojection error computed on the planar patterns is very similar for both calibrations.
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Fig. 3.15: Comparison of the reprojection error of a calibration using planar or 3D targets.

The 2D calibration yields a RMS reprojection error of 0.586 pixels, while the 3D calibration
produces a RMS reprojection error of 0.587 pixels. The reprojection error computed on the 3D
structure is slightly lower for the 3D calibration. The 2D calibration results in a RMS reprojection
error of 0.637 pixels, while the 3D calibration yields a RMS reprojection error of 0.625 pixels. In
summary, the achieved reprojection error is comparable for the 2D and 3D calibration given the
complete set of 600 calibration images.

A second experiment examines how fast 2D and 3D calibration converges to a low error.
To do this, a random subset of n images is drawn from the complete set of calibration images.
Then, calibration is performed on this subset of images and the error of the resulting calibration
is computed on the complete set of 600 calibration images. The 2D and 3D calibration is
performed for the exact same set of images and this is repeated 20 times for each subset of
n images. Fig. 3.15 shows a boxplot of the RMS reprojection errors for different numbers of
images used for the calibration. The left image shows the RMS reprojection error computed
on the planar pattern, and the right image shows the RMS reprojection error evaluated on the
3D pattern. The results of the 3D calibrations are visualized in red, while the results of the
2D calibration are depicted in blue. For small subsets of calibration images, the spread of the
error measure is much higher for the 2D calibration than the 3D calibration. Moreover, the
maximum observed RMS reprojection error is significantly higher for the 2D calibration if the
number of calibration images is smaller than 30. Hence, given a small set of calibration images,
the calibration performed using the 3D structure results in more reliable results and lower errors.
In summary, convergence of the calibration is faster for the 3D calibration, i.e., fewer images are
needed to achieve the same error.

This is also visible in the trend of the calibration parameters in relation to the number of
images used for the calibration. Fig. 3.16 visualizes the calibration results in relation to the
size of the calibration set. The top row shows boxplots of the focal length fx and fy, and the
middle row shows boxplots of the coordinates of the principal point px and py. Here, we see
again that the spread of the results is higher for the 2D calibration than the 3D calibration.
The bottom row shows the trend of the different radial and tangential distortion parameters in
relation to the number of calibration images. For visualization purposes, only the mean of the
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Fig. 3.16: Comparison of the variation of the model parameters of a calibration using planar or 3D
targets.

different calibrations is reported instead of a boxplot. The change of the parameters is significant
for small sets of calibration images. Only after 50 to 100 images the change of the parameters
become less dominant. 2D and 3D calibration converge to slightly different parameters. However,
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this does not tell us anything about the quality of the individual parameters since we always
need to evaluate the complete camera parameter set.

For comparison purposes, the results of this experiment reproduced on a calibration set cap-
tured in air instead of water are found in Appendix B.2. From the results, the same conclusions
are drawn: Given a sufficient set of calibration images, both 2D and 3D calibration yield low
errors. However, the 3D calibration estimates a camera parameter set, which yields a low RMS
reprojection error on the complete set of 600 images, more reliably if the number of calibration
images is small, i.e., below 50 images.

Note that in the presented experiment, the subset of images for calibration are randomly
drawn. This does not compare to an expert calibration with a manual selection of good images.
If the images of a planar target are carefully captured from different angles, it is possible to
achieve good results with the 2D calibration on a small set of images. However, it is often
difficult to capture high-quality calibration datasets in water with a large number of images and
large camera pose variance. Therefore, employing 3D calibration patterns for underwater camera
calibration provides more reliable and accurate results.

3.5.3 Fiducial Marker Detection

Calibration patterns are often constructed from circle grid, chessboard, or square grid patterns.
The centroid of circular markers is extracted with subpixel accuracy using image moments,
correlation, or by tracing the edge of the marker and estimating the parameters of the circle, or
more general, the ellipse [202, pp. 482-494]. For high-accuracy applications the eccentricity due to
the perspective distortion needs to be considered [202, pp. 260-262]. Chessboards are among the
most popular patterns for camera calibration due to the support in readily available open-source
software, such as Bouget’s camera calibration toolbox for Matlab [56] and the camera calibration
algorithms implemented in the OpenCV library [60]. Detected positions are refined using, for
example, the subpixel corner localization approach proposed by [127]. A disadvantage of regular
patterns, such as chessboard patterns, is that it is difficult to sample calibration points close to
the image corners. Especially for the calibration of lenses with high distortion, it is difficult to
capture images with the chessboard captured completely in the image with calibration points
close to the image corners. This is not the case for coded targets like coded square tags [269]
because the object points are still detected if part of the complete pattern is outside the field of
view.

Additionally, there are more specialized target marks for optical metrology. For example,
in combination with terrestrial laser scanning or in medical photogrammetry applications with
infrared cameras, retro-reflective markers are used to achieve a higher contrast between the
marker and the background. If the markers have to be detected over a wide range of view angles,
ball markers with or without reflective coating are employed. A typical example is the spherical
markers with reflective tape used for human skeleton and motion tracking [237]. For camera
calibration, planar markers are typically employed since a restricted viewing angle in the order
of ±45° is often sufficient.

Distinguishable IDs are often encoded using matrix barcodes, such as QR codes or the fidu-
cial systems of AprilTag [252], ARToolkit [179] ARTag [121], and ArUco [140, 279]. In turbid
water conditions, the AprilTag detector was found to perform best in experiments in the liter-
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(a) (b) (c) (d) (e) (f)

Fig. 3.17: Examples for common fiducial systems that are also applied for camera calibration: (a)
AprilTag [252], (b) ARToolkit [179], (c) ARTag [121], (d) ArUco fractal marker [279], (e) Ring code
targets [285], (f) CCTag [77].

ature [104]. The detection speed of the AprilTag detector was significantly improved in recent
versions [332]. 2D Barcodes are also added to circular targets for identification as well as circular
ring codes [285]. Ring coded targets are supported by popular photogrammetry software pack-
ages and have been also succesfully applied for underwater photogrammetry [107]. Alternatively,
identification numbers are also encoded using concentric circles [77]. Furthermore, combina-
tions of different marker systems are used, such as coded tags combined with circle targets or
chessboard corners [38]. Improvements to chessboard detection accuracy by applying the Radon
transform and extracting the corners from the response map are proposed by [110]. To increase
the information for centroid detection [287] uses star patterns, which the authors think of as a
generalization of chessboard patterns, as feature points. Examples of these fiducial systems are
depicted in Fig. 3.17.

The results in this work were created using AprilTag, chessboard patterns, and circle targets.
In most of the experiments, AprilTag fiducial markers were employed due to the robustness of the
detector, fast decoding of the tags, and availability of an excellent open-source implementation,
which is easy to integrate in custom applications.

3.5.4 Subpixel Detection Accuracy

Fiducial systems should ideally provide methods to interpolate the target position in an image
with subpixel accuracy. Here, circle targets, chessboard corners, AprilTag and ArUco markers are
compared, which are all regularly applied for camera calibration. The library OpenCV 4.2.0 [60]
is used for detecting circles, chessboard corners and ArUco markers and compared with version
3.1.4 of the AprilTag detector [187,252,332].

AprilTag achieves subpixel accuracy by fitting lines to the gradient edges. For this com-
parison, the option of AprilTag to refine corner positions is enabled, which is slower but more
accurate. Circles are detected very accurately because the whole outline of the circle is traced,
and the centroid is interpolated based on the complete circle. OpenCV provides different po-
sition refinement methods for ArUco based on corner subpixel refinement or contour tracing.
Compared to single matrix tags, a chessboard has the advantage that the position of a single
corner is encoded by black-to-white transitions in two directions, which is accurately localized
with the method of [127].

The localization error is compared based on synthetically generated images with a single tag
with four corner positions. For all different markers, the corners have a distance of 80 pixels.
The ArUco and AprilTag detectors are tested on the same images using a common codebook
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-0.5 pixels 0 pixels +0.5 pixels 0◦ 45◦ 90◦

Fig. 3.18: Localization error of corner positions for circle targets, chessboard corners, ArUco and
AprilTag markers. Left: RMS error in pixels depending on horizontal shift for images with subpixel shift
in horizontal and vertical direction. Right: RMS error in pixels depending on rotation of the marker for
images with horizontal/vertical subpixel shift and rotation.

d = 0 d = 0.01 d = 0.03

Fig. 3.19: Localization error of corner position for images with radial distortion. Left: RMS error in
pixels depending on the radial distortion parameter. Right: Examples of distorted tags for different radial
distortion parameters d.
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with tags with 6x6 bits. The tags have a size of 80 pixels without the white border. Similarly, a
chessboard pattern is generated with a square size of 80 pixels, and the experiments evaluate the
four corner positions of one square. To test the circle detector, four circles are generated with a
diameter of 40 pixels and a distance of the center positions of 80 pixels. The different generated
markers are visualized in the right images of Fig. 3.19. From top to bottom: circle targets,
chessboard pattern and 6x6 bit matrix tags. The test images are generated by transforming or
filtering the marker images. For subpixel rendering a bilinear interpolation is applied.

First, this work looks at subpixel shifts and rotations of the images and examines how well
the individual marker detectors are able to localize the corner positions. To do this, the images
are shifted by ±0.5 pixels in horizontal and vertical directions in increments of 0.1 pixels and
subsequently are rotated by 0° to 90° in increments of 1°. Hence, a total of 11011 synthetic
images are generated.

The RMS error for the four corner point positions in the generated 11011 images is 0.029 pixels
for the circle markers, 0.075 pixels for the chessboard corners and 0.234 pixels for AprilTag mark-
ers. The result for ArUco depends on the selected subpixel refinement. Applying no subpixel
refinement results in a RMS error of 0.673 pixels, contour-based refinement in a RMS error of
0.747 pixels and corner subpixel refinement in a RMS error of 0.140 pixels. Therefore, the fol-
lowing experiments look only at ArUco with the corner subpixel refinement method since it
empirically produces better results than the other refinement approaches.

The left image in Fig. 3.18 shows a plot of the errors depending on the horizontal subpixel
shift for the subset of images that only apply horizontal/vertical shift and no rotation. This
represents the subpixel error for images with the edges of the tags/chessboard aligned with the
axes of the image’s pixel grid. A subpixel shift of 0 pixels denotes here that the corner position
is exactly located at the edge between two pixels, while a subpixel shift of ±0.5 pixels means
the corner position lies in the center of a pixel. Here, circles and chessboard corners perform
better. This is expected since the edge positions of the matrix coded tags are less well defined
by only the black-to-white edge. Centroid estimation of the circles or interpolation over the four
quadrants of the chessboard corner is expected to be more accurate. Lower errors are observed
if the corner position is exactly in the center or at the edge of a pixel. The error produced by
AprilTag seems to be non-symmetrical if the images are shifted by the same amount to the left
or to the right. All different marker detectors yield errors of less than half a pixel on all images.

If rotations are added to the transformations, the errors of the AprilTag detector decrease
while the errors for ArUco with corner subpixel refinement increase. The right image in Fig. 3.18
shows the RMS error of the corner positions for horizontally and vertically shifted images for
different rotation angles. Again, circles and chessboard corners provide the best subpixel local-
ization accuracy on the transformed images.

Moreover, image distortion strongly affects localization accuracy. To test this, images are
generated with different quadratic radial distortion

r′ = r + d · r2 , (3.51)

where d is the distortion parameter, r is the distance of the pixel from the image center and r′ is
the distorted radial distance. The image center is aligned with the center of the marker for images
without subpixel shift or rotation. The right image of Fig. 3.19 visualizes the effect of different
distortion parameters on the different markers. A total of 5250 test images with different subpixel
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shifts, rotations and distortions were generated. The left image of Fig. 3.19 visualizes the RMS
error of the corner localization depending on the radial distortion parameter. The chessboard
pattern seems to be largely unaffected by the applied distortion. ArUco with corner subpixel
refinement also produces good results for small distortion. However, for distortions of d > 0.0075
the ArUco detector fails to detect the marker. The localization error of the circles increases with
higher distortion. This is explained by the inhomogeneous distortion of the circles by the radial
distortion. Therefore, the center of the ellipse does not represent the correct position anymore
and the localization error increases. Similarly, the line fitting based corner position refinement of
AprilTag exhibits problems with accurately localizing the corners in images with high distortion.
In principal, some of these problems are mitigated by correcting for distortion. However, this is
only possible if an estimate for the distortion is available.

3.5.5 Effects of Image Degradation

Another important issue for target point detection is robustness to image degradation. Underwa-
ter it is often difficult to capture clean images of the calibration target. Achieving good lighting
is challenging, which results in incorrectly exposed images, inhomogeneous lighting and reduced
contrast. The sharpness of the images may be reduced due to the limited depth of field. More-
over, particles in the water or dirt on the calibration targets significantly degrade underwater
images and influence detection accuracy.

To test for different effects of image degradation, contrast is reduced synthetically, the images
are blurred, or noise is added. The experiment creates a test set of 250 images with different sub-
pixel shifts and rotations, applies filters to these images, and examines the resulting localization
error of the individual detectors. The results are visualized in Fig. 3.20.

The top left image shows the RMS error of the corner position depending on the image’s
contrast. A contrast of 100% means that the full spread of the 8-bit image between the values 0
and 255 is used to encode the white background and the black marker pixels. A contrast of 50%
means that only half of the range is used to separate foreground and background. Circle and
chessboard detectors are mostly unaffected by reduced contrast. However, the corner detection
accuracy for the matrix code tags is reduced since contrast reduction affects the edge gradient.

The top right image shows the effect of image blur on the localization. Here, the images are
smoothed with a Gaussian kernel with a standard deviation σb ∈ [0; 2]. AprilTag and ArUco fail
to localize the blurred corners accurately, and the error increases with higher standard deviation.
Circle and chessboard corner targets are still localized accurately. With increasing blur, some of
the methods also fail to detect the markers. This is partially intended since some of the methods
check for edge contrast to remove bad detection results.

In order to examine the effects of noise on the detection, Gaussian noise with zero mean
and variance σ2

n or salt and pepper noise with a given noise density is added. The bottom left
image shows the effect of Gaussian noise, and the bottom right image the effect of salt and
pepper noise. In both cases, the circle detector is more robust against noise compared to the
other detectors and provides the lowest corner position errors. However, detection run-time
significantly increases with increasing noise. Gaussian noise above a variance of σ2

n > 0.02 causes
the ArUco detector to fail on some of the test images. Salt and pepper noise heavily affects the
chessboard detector and AprilTag. The AprilTag detector fails on some images for noise densities
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20 % 60 % 100 % σb = 0 σb = 1 σb = 2

σ2

n = 0 σ2

n = 0.025 σ2
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Fig. 3.20: Localization error for different types of image degradation. Top left: RMS corner position
error depending on image contrast. Top right: RMS corner position error depending on Gaussian blur.
Bottom left: RMS corner position error depending on additive Gaussian noise with zero mean. Bottom
right: RMS corner position error depending on added salt and pepper noise.
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larger than 1.25%. The chessboard detector is unable to reliably detect all corners on all test
images for noise densities above 0.1%. This is explained by the fact that the subpixel method
of [127] is not entirely robust to outliers. If noise pixels are present inside the window for the
subpixel approximation, the extracted center is displaced. This means for very noisy images, it
is beneficial to apply some denoising or smoothing of the images prior to running the detectors.

3.6 Analysis of Approximation Errors

First, simulation results are considered for the analysis of the approximation errors of implicit
vs. explicit modeling of the refraction. Based on the ray tracing model of multi-layer refraction,
it is investigated in simulation how well Brown’s distortion model describes the ray geometry. In
a second step, the results are compared on a large set of images of a calibration fixture captured
in water. The errors between the standard camera parameter set using Brown’s distortion model
and the proposed physical-geometric model are inspected. Moreover, the results of the proposed
calibration approach are compared with a calibration performed solely in air. The experiments
demonstrate that an in-air calibration is successfully transferred to underwater imaging if the
refraction at the housing is taken into account.

3.6.1 Simulation Result

For the analysis of the errors in simulation, a camera is considered with parameters similar to
the underwater cameras employed in this work: An ideal distortion-free camera is simulated with
a 12.5mm lens, a sensor resolution of 1920 × 1200 pixels and a pixel size of 5.86 µm. In front
of the camera, a glass window with a thickness of 2 cm is placed at a distance of 3 cm in front
of the entrance pupil of the lens. In simulation, a refractive index of 1.33 for water and 1.5 for
the glass window is applied. For the orientation of the glass window, the experiments consider
the case that the optical axis crosses the media interface perpendicular as well as the effects of
a rotation of the glass window around the yaw axis of the camera.

The simulation is performed in the following way: First, 9000 points are evenly sampled in
image space (1 point per 16 pixels). These points are then projected into 3D space according to
the pinhole camera model and the back projection model described in Section 3.3.1. A depth
range up to three meters in front of the camera is sampled in 10 cm increments. Second, a Brown
model is fitted to the projection of these 3D points on the image coordinates. This is done using
non-linear optimization by minimizing the reprojection error. Note that the camera’s position
is not fixed for this optimization process. The virtual camera center is allowed to move relative
to the simulated view port, such that the pinhole model with Brown parameters best fits the
ray geometry. Finally, the projection according to Brown’s distortion model is compared with
the simulated projection based on ray tracing. The RMS reprojection error is computed on the
complete point set since the simulation has perfect knowledge and no outliers.

The Brown parameters are optimized such that the reprojection error over the range of 0 - 3m
is minimized. As we have seen in theory in Section 3.2.3, the radial distortion is dependent on the
measurement distance, and the largest errors are observed close to the camera. Fig. 3.21 shows
a plot of the maximum residuals in image space of the simulated points. These are the residuals
of the points directly in front of the view port window. The left image shows the residuals for
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Fig. 3.21: Plot of sampled maximum residuals of the Brown model in image space. Left: Orthogonal
view port. Right: View port rotated by 5°.

the view port orthogonal to the optical axis. Here, a systematic residual error is observed in the
radial direction. The optimized distortion parameters do not fully describe the refractive effects.
The RMS reprojection error over the range of 0 - 3m is 0.977 pixels with a maximum residual
of 18.00 pixels. The right image shows the image residuals for a view port rotated around the
yaw axis by 5°. In this case, a systematic error is observed in the radial direction as well as a
decentering effect. The residuals are not distributed evenly around the image center since the
camera looks through the refractive layers at an angle. The RMS reprojection error over the
range of 0 - 3m is 1.552 pixels and the maximum image residual is 30.28 pixels. In summary,
very large image residuals are observed in simulation. The Brown parameters do not fully absorb
the refraction effects for the simulated flat port camera.

Fig. 3.22 visualizes the RMS reprojection error depending on the measurement distance. In
the left image, the black solid line shows the error curve for a calibration that minimizes the
error for the full range of 0 - 3m. The RMS reprojection error over the range of 0 - 3m is 0.977
pixels. The RMSE is 4.880 pixels directly in front of the view port. Then the error decreases to
a minimum at approximately 0.6m. For measurements at larger distances, the error increases.
The RMS projective error of the Brown model approximation is 0.433 pixels at 3m and 0.497
pixels at 6m.

In practice, optical measurement systems are often optimized for a certain depth range.
For example, by fitting a model to the simulated observations at a far distance, it is possible
to reduce the modeling error for these measurements while sacrificing accuracy for close-range
measurements. The red dot-dashed line in the left image of Fig. 3.22 shows the error curve for a
Brown model fitted to the simulated observations at the measurement distance of 1.5 - 3m. While
this increases the errors for measurements below 0.8m, this results in a good fit for measurements
at a distance of ≥ 1.5 - 3m. For example, at 2m distance now an RMS reprojection error of 0.008
pixels is observed compared to 0.382 pixels for the Brown model optimized on the full range.
The error of the Brown model approximation is only negligible for a certain depth and increases
again with distance. For example, at 6m distance, the RMS reprojection error increases again
to 0.107 pixels for the calibration on the range 1.5 - 3m.

The blue dotted curve shows the errors for a Brown model fitted to the observations closer
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Fig. 3.22: RMS reprojection error depending on the measurement distance. Left: Difference between
fitting the Brown model to the full range 0 - 3m, to the far range 1.5 - 3m or to the close range 0 - 1.5m.
Right: Error curve for different orientations of the view port (calibration distance 0 - 3m).

than 1.5m in front of the view port of the camera. This improves the error for close-range
measurements but approximately doubles the error for measurements at a distance larger than
1.5m.

The right image of Fig. 3.22 shows the RMS reprojection error depending on the measurement
distance for different rotations of the view port window around its yaw axis. In this case, the
Brown parameters are optimized to minimize the error for the full range of 0 - 3m. Here, the
experiment finds that the error significantly increases with a larger rotation of the window over
the entire measurement range. The refraction effects of an angled view port are not absorbed
well by the Brown model’s radial and tangential distortion parameters.

In summary, if the measurement range is limited to points that are more than 1.5m away
from the camera, a Brown model is found in the simulation that describes the ray geometry well
with low errors for an orthogonal flat port with the given parameters. The refraction effects that
occur for measurements at close range, as well as imaging through an angled view port, is not
described well by the Brown parameters.

3.6.2 Underwater Calibration Result

In this section, the proposed refractive model and calibration approach are applied to a set of
underwater images. The images were captured with a custom-built underwater camera. The
camera is a FLIR Grasshopper3 GS3-U3-23S6M-C industrial vision camera with a monochrome
Sony IMX174 sensor. The sensor features a resolution of 1920 × 1200 pixels, a pixel size of
5.86 µm and a sensor format of 1/1.2”. The camera is integrated into an off-the-shelf underwater
housing with a 19mm thick acrylic flat port.

Fig. 3.23 shows the handheld underwater camera during calibration in the left image and
an example of the calibration data set of 640 images in the right image. First, the camera is
calibrated in air on a set of 640 images using Brown parameters. This calibration is performed
with the camera mounted in the underwater housing. Therefore, the double refraction at the
view port in air is absorbed in this model. Then, the camera is calibrated in water using the
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Fig. 3.23: Underwater camera calibration setup. Left: Handheld underwater camera with calibration
fixture. Right: Example image of the calibration data set.

Table 3.4: Calibration result of Brown model in air, Brown model in water and refractive model in
water.

Parameter Brown model Brown model Refractive model

air water water

Camera

(fx, fy) in pixels (2140.01, 2138.66) (2857.29, 2856.41) (2147.63, 2146.96)

(px, py) in pixels (938.31, 619.96) (936.68, 614.76) (934.92, 615.84)

k1 −0.11661 0.17705 −0.11068

k2 0.26094 1.06306 0.30910

k3 0.00293 0.00233 0.00192

p1 −0.00207 −0.00352 −0.00264

p2 −0.20044 −0.89965 −0.29905

Housing

d0 in mm - - 32.45
d1 in mm - - 19.00

nx - - −0.00029

ny - - −0.00028

nz - - −0.99999

(µ0, µ1, µ2) - - (1, 1.5, 1.33)

Calibration error

RMSE in pixels 0.287 0.263 0.261
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Fig. 3.24: Camera poses for a calibration set of 640 images.

Brown model and the proposed refractive model.
The resulting parameters are summarized in Tab. 3.4. The RMS reprojection error for the

Brown model in water is 0.263 pixels, and 0.261 pixels for the refractive model.
Note that this calibration set is captured handheld from the surface of an approximately 2m

deep water tank. Therefore, the calibration images are captured at a distance of 1.5 - 2.5m from
the calibration object. The camera poses of the calibration set are visualized in Fig. 3.24.

In this case, the distance to the object is large compared to the distance between camera and
view port. Hence, a small difference between the Brown model result and refractive calibration
is expected. The observed RMS reprojection errors of the calibration results are similar, see
Tab. 3.4. This is consistent with the simulation results in Section 3.6.1.

Fig. 3.25 shows a plot of the distortion model for the in-air calibration, the Brown model in
water and the refractive model in water. The distortion parameters of the in-air and underwater
calibration using the refractive model are similar. The underwater calibration with the Brown
model deviates strongly, especially the radial distortion parameters k1 and k2. This is more
clearly shown in Fig. 3.26, where the radial and tangential components of the distortion model
are plotted separately for the three calibrations. The underwater calibration using the Brown
model absorbs the refraction effects primarily in an increased focal length and the radial distortion
model.

The camera and distortion parameters for the in-air calibration and refractive model are
similar. This suggests that the refraction effects are described well by the physical-geometric
model using the estimated housing parameters. Some variation is expected because the individual
parameters are correlated, and the distortion parameters absorb some of the residual errors that
are not described in the refractive model, e.g., inhomogeneities of the view port or inexact
estimates of the housing parameters. Moreover, the camera was calibrated in-air mounted in the
housing. Thus, this model contains the refraction effects of the view port in air. Consequently,
it is expected that a small shift of the principal point and a change of the parameters between
the in-air model and the refractive model occurs.

The resulting RMS reprojection error of the refractive calibration is 0.261 pixels. The 640
images show 118212 point observations. From these, a total number of 225 outliers were removed
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Brown model in air Refractive model in water

Brown model in water

Fig. 3.25: Complete distortion model for three different calibrations: Calibration of the camera in
air, underwater calibration with refractive model applied, and underwater calibration without refractive
model. The red cross visualizes the principal point. The contour lines denominate the magnitude of the
shift caused by the distortion model in pixels.

with residuals larger than six times the standard deviation. The RMS error is computed on the
remaining 117987 point observations. In Fig. 3.27 the histogram of the reprojection errors in
image space is depicted.

Fig. 3.28 shows the distribution of residuals in image space. The left image shows a sub-
sampled plot of the largest residual vectors. Residuals with a norm of more than 1 pixel are
plotted in red. The right image shows a plot of the mean residuals on a regular grid with a cell
size of 80 × 80 pixels. In both of the plots, no systematic pattern of the residual is observed.

Fig. 3.29 depicts the distribution of the residuals. The left image is a scatter plot of the
x/y-components of the residual vector. The 1σ and 3σ ellipses of the standard deviation σ of
the residuals are plotted in green and red color. Here, the spread is similar in x- and y-direction.
The right image shows a scatter plot of the residuals along the radial direction from the image
center. The mean reprojection error is approximately constant and increases towards the image
corners. However, this is also an effect of the small number of point observations close to the
image corners.
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In-air calibration using Brown model

Underwater calibration using refractive model

Underwater calibration using Brown model

Fig. 3.26: Radial component (left) and tangential component (right) of Brown’s distortion model for
three different calibrations: Calibration of the camera in air, underwater calibration with refractive model
applied, and underwater calibration without refractive model. The red cross visualizes the principal point.
The contour lines denominate the magnitude of the shift caused by the distortion model in pixels.
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Fig. 3.27: Histogram of the reprojection errors computed for a calibration set of 640 images.

Fig. 3.28: Distribution of residuals in image space computed for a calibration set of 640 images. The
lengths of the residual vectors are scaled by a factor of 100 for visualization purposes. Residuals with
a norm of larger than 1 pixel are plotted in red. Left: Plot of sampled residuals in image space. For
visualization purposes, only the four largest residuals in every 80× 80 pixels cell are shown. Right: Mean
residuals on a regular grid with a cell size of 80× 80 pixels.

Overall, a valid underwater calibration is achieved using the refractive model. Small residuals
comparable to an in-air calibration are observed.

3.6.3 Comparison of A priori and In situ Calibration

To compare the results, the calibration is validated on a second data set comprising 74 images
of the calibration fixture. The structure is captured at distances of 0.75 to 6m in front of the
camera. Three different calibrations are compared:

• an a priori calibration performed solely in air,

• an underwater calibration using the refractive model, and

• an underwater calibration using the Brown model.
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Fig. 3.29: Distribution of residuals computed for a calibration set of 640 images. Left: Scatter plot of
the residuals with mean and standard deviation. Right: Scatter plot of the reprojection errors dependent
on the radial distance from the image center.

For the a priori calibration, the camera parameters calibrated in air are employed, and the
refractive model is applied with the estimated housing parameters. The underwater calibrations
are optimized on the calibration data set of 640 underwater images.

The a priori calibration yields a RMS reprojection error of 0.344 pixels on the test data set.
The refractive underwater calibration shows an RMSE of 0.320 pixels, and the Brown model has
a RMSE of 0.341 pixels. Fig. 3.30 shows the histograms of the reprojection errors for the three
different calibrations. Plots of the distributions of the image residuals are found in Appendix B.3.

Overall, all three calibration approaches lead to valid camera parameters. The RMSE on the
test data set is comparable with the refractive model, resulting in the smallest error.

From the simulation results we know that the difference between the Brown model and
refractive model is expected to be larger for close range measurements. Hence, the RMSE is
computed for observations of the calibration pattern closer than 1m. Here, a larger difference
is observed: The Brown model yields an RMS reprojection error of 0.813 pixels, the a priori
calibration a RMSE of 0.704 pixels and the refractive model a RMSE of 0.683 pixels. Based on
the simulation results, larger discrepancies between implicit and explicit modeling are expected
for measurements even closer to the camera. Besides inaccurate modeling of the refraction
effects, the error is also higher for the close-range measurements since the camera is focused at a
distance of approximately 1.5m and therefore the images start to show a slight blur below 1m
measurement distance.

If the error is computed for all calibration patterns with a distance larger than 1m, similar
errors are observed. The Brown model has an RMS reprojection error of 0.307 pixels, the RMSE
of the a priori calibration is 0.309 pixels, and the refractive calibration yields a RMSE of 0.285
pixels.

In summary, for the close-range measurement, a small improvement of the RMSE is achieved
using the refractive model. For measurements distances larger than 1m, the models perform
similarly on the test data. Based on the estimated housing parameters, the in-air calibration is
successfully transferred to underwater conditions by applying the refractive model.
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A priori calibration using refractive model Underwater calibration using refractive model

Underwater calibration using the Brown model

Fig. 3.30: Histograms of the reprojection errors of the validation of the calibration results on 74 images
captured at a distance of 0.75 to 6m in front of the camera.

3.7 Discussion

In this chapter, it is shown that implicit modeling of a flat port underwater camera using Brown
parameters yields a high error, especially for close-range measurement. Additionally, the refrac-
tive effects introduced by a tilted view port are not absorbed well by the Brown model. Therefore,
a physical-geometric underwater camera model and calibration approach is proposed, improving
the accuracy. The refractive model allows to transfer in-air calibration results to underwater
imaging as well as refinement of the parameters in situ. This yields an underwater camera model
with low errors for precise measurements. These findings are substantiated by experiments for
the calibration of an underwater camera using a 3D structure composed of two AprilTag grids
in a water tank.

Considering the practical aspects of underwater camera calibration, the experiments showed
that 3D calibration fixtures provide faster convergence. Moreover, the additional constraints of
the 3D structure allow calibrating with reliable results on fewer images. If the relative position

Underwater Laser Scanning



3.7. DISCUSSION 85

of the calibration points is not precisely known, BA allows to estimate the structure of the object
points simultaneously. Considering marker detection, there are different available fiducial systems
that enable fast and accurate detection. If clean images with high sharpness are available, all
fiducial systems provide good results. On the other hand, in low-contrast and noisy images,
circle targets are detected with higher accuracy. Since image quality is often degraded in natural
waters, circle targets are a good choice. However, circle grids introduce a bias due to nonlinear
distortion [207], which needs to be considered. Detection of the underwater markers is further
improved by applying pre-processing of the image, e.g., dehazing [353].
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Chapter 4

Underwater and Multi-media Laser

Scanning

In this chapter, the development of a self-built structured light underwater laser scanning system
and associated data processing is described. On a hardware level, it consists of an underwater
camera and a cross-line laser projector, and it is based on laser triangulation as the measurement
principle. A cross pattern has the benefit of an internal overlap between the created point clouds
of the individual line projections. This is especially advantageous for the application of the
scanner for mobile mapping, as discussed in Chapter 6. The chapter at hand describes the image
processing, calibration and 3D reconstruction methods used for creating accurate dense point
clouds using the scanner. The system is applied for the 3D reconstruction in water as well as
scanning of semi-submerged objects, for which a refractive correction approach is proposed.

Fig. 4.1 depicts the proposed scanner mounted on a tripod and deployed for testing in a
natural lake. Here, the scanner was employed for 3D acquisition of the concrete base of a
wooden pier. Green high-power lasers are employed to achieve sufficient contrast of projected
pattern. Due to the turbidity, backscatter of the laser light is present. This causes the light sheet
to be visible in the image.

The underwater scanner hardware (cf. Section 4.1) and the experimental results presented
in Section 4.5 were previously published in [10, 11]. The contributions of the author are the
development of the scanner hardware and data processing software as well as the calibration
approach and conduction of the experiments. The work at hand improves on the published
methods with a calibration model that takes the distortion of the laser curve into account and
an enhanced calibration of the rotation axis of the scanner (cf. 4.4). A thorough evaluation of
the achieved measurement quality is presented in Section 4.6. The refractive correction method
and experiments for scanning semi-submerged objects in Section 4.7 is the result of collaborative
work and was previously published by van der Lucht et al. in [21–23]. The author’s contributions
are the 3D reconstruction methods, co-calibration and the details for the practical application
of the refraction correction.
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Fig. 4.1: Developed structured light underwater laser scanning system deployed for testing in a natural
lake. Left: 3D underwater scanner with cross-line laser projector mounted on a tripod. Right: Underwater
scanner with active laser projector.

4.1 Underwater Scanner Hardware

The developed structured light underwater laser scanner consists of two housings with flat port
glass windows, one containing the camera and the other one the cross-line laser projector. The
system is depicted in the left image in Fig. 4.2. The two housings are mounted on a 0.5m long
aluminum bar. Custom mounts for the housings were manufactured using 3D printing. The
camera housing is mounted at an angle of 30° to the bar. On top, a larger housing is mounted,
which contains the motor control electronics and a network switch that connects the underwater
scanner to the surface via an underwater cable. The main components of the scanner, such as
the underwater housings, cables and connectors, are rated for more than 1000m water depth.
However, the motor and 3D printed parts used in the prototype limit the whole system’s depth
rating to below 80m.

The scanner is placed on a motorized joint with slewing ring bearings and a 1:50 worm gear,
which is driven by a stepper motor. This allows rotating the scanner around the yaw axis to
capture 360° scans. A magnetic encoder sealed in epoxide resin is used to measure the rotation
angle of the scanner. All housings include embedded PCs with network interfaces that read the
sensors and control the motor and laser drivers. For image processing, an embedded PC with
an Intel Atom x5-Z8350 processor is included in the camera housing. The Robot Operating
System (ROS) is used as a middleware for sensor interfaces, logging and data processing. All
embedded PCs are time-synchronized using Network Time Protocol (NTP). For synchronization
of the camera with the laser projector, a dedicated trigger pulse signal is used. A microcontroller
realizes the projector control and timing of the trigger scheme.

The right image in Fig. 4.2 shows the electronics and optics components mounted inside the
underwater housings. The camera assembly includes the lens with a focal length of 12.5mm and
a FLIR Blackfly 2.3 Megapixel color camera with a 1/1.2” Sony Pregius IMX249 CMOS sensor.
The image resolution is 1920× 1200 pixels with 5.86 µm pixel size and a maximum framerate of
41 fps.

The cross-line projector is constructed from Powell laser line optics and the laser diodes with
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Fig. 4.2: Structured light underwater laser scanner. Left: Scanner with motorized yaw axis mounted on
a tripod. Right: Detail view of the camera and laser projector assemblies mounted inside the underwater
housings.

collimators. Powell lenses achieve a more even brightness distribution compared to cylindrical line
lenses. The lasers are two 1W green diode lasers with a wavelength of 525 nm, which are mounted
to an aluminum heat sink. The laser output power is controlled by two laser diode drivers, which
are adjusted via PWM signals generated by a microcontroller connected to an embedded PC.
The two laser lines project a laser cross consisting of two approximately perpendicular lines in
the scene. The fan angle of the laser lines is 45°, which is reduced in water to approximately
32°. The total field of view of the scanner is limited by the vertical field of view of the camera
and is approximately 360°× 30°. The lasers are fired synchronized to the camera shutter using
trigger pulse signals. An alternating firing order of the individual lasers is employed, such that
each image captured by the camera includes only one of the two laser lines.

The two laser planes are projected at an angle of 45° with respect to the vertical camera
axis. This way, both projected laser sheets have approximately the same point-plane distance
to the camera center. However, compared to a laser sheet aligned with the vertical camera
axis, the resulting triangulation baseline is reduced. For the proposed system, the baseline is
approximately 30 cm.

4.2 Triangulation for Depth Estimation

The proposed laser line scanner is based on the measurement principle of triangulation. This
means that the depth is measured by determining the angles in the triangle formed by the camera
center C, the world point P and the laser projection. The geometry is depicted in Fig. 4.3. The
camera and the laser plane are separated by a baseline of length b. Here, it is assumed that the
laser plane is perpendicular to the baseline. This means that the depth Z is determined by the
angle of the camera ray θ:

tan θ =
Z

b
. (4.1)

An image sensor does not measure this angle directly, but the distance x′ of the projection of the
world point on the image plane from the optical axis. If the image plane is parallel to the baseline,
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Fig. 4.3: Geometry of triangulation. The observed disparity x′ depends on the distance Z of the object
point P = (X,Y, Z)T from the sensor.

then θ = f
x , which leads to the basic equation of triangulation depth sensors [299, p.786]:

Z =
fb

x′
, (4.2)

where f is the focal length of the camera. Differentiation of Eq. 4.2 and application of error
propagation yields the accuracy estimation in Z-direction:

sZ =
Z2

bf
sx′ , (4.3)

where sx′ is the accuracy of the disparity measurement. Here, the focal length c and baseline
b are assumed free of error. The equation shows that the triangulation accuracy is a function
of the measurement distance Z, baseline b, focal length f and disparity measurement accuracy
sx′ . The depth measurement accuracy falls off with the square of the distance to the object.
Increasing the baseline or the focal length increases the accuracy linearly.

Similarly, the accuracy in X/Y -direction is estimated. Parallel to the image plane the X/Y -
coordinates are determined as

X =
Z

f
x′ and Y =

Z

f
y′ . (4.4)

Analogous results the accuracy of the X and Y coordinates [202, p.344]:

sX =

√

(
x′

f
sZ)2 + (

Z

f
sx′)2 , (4.5)

sY =

√

(
y′

f
sZ)2 + (

Z

f
sy′)2 . (4.6)
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Fig. 4.4: Theoretical object accuracy sZ and sX/Y depending on the measurement distance Z for a
baseline length b = 300mm and a focal length f = 16.75mm. Note that the scale is different for the
y-axis of the two plots. Left: Object accuracy in Z-direction. Right: Object accuracy in X/Y -direction.

Fig. 4.5: Theoretical depth measurement accuracy sZ depending on the baseline length b for a focal
length f = 16.75mm and an object distance of Z = 1.5m.

The dominant term is the second summand of the square root since Z >> x′. Therefore, the
accuracy is estimated simplified as

sX/Y ≈ Z

f
sx′/y′ (4.7)

Hence, the accuracy in X/Y -direction linearly degrades with the distance.
Fig. 4.4 depicts plots of Eq. 4.3 and Eq. 4.7 depending on the measurement distance for the

proposed underwater laser scanner. Note that the scale is different for the y-axis of the two
plots. Here, the approximately equivalent focal length in water f = 16.75mm, a baseline length
b = 300mm and a pixel size of 5.86 µm is used. The left image shows the object accuracy in
Z-direction, and the right image shows the object accuracy in X/Y -direction for the assumption
that the disparity is measured with an accuracy of 0.5, 1 and 2 pixels. At a nominal measurement
distance of Z = 1.5m and pixel accurate measurements the theoretical estimation yields sZ =
2.62mm and sX/Y = 0.52mm.

Fig. 4.5 shows the effect of the baseline on the object accuracy in Z-direction for a nominal
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Fig. 4.6: Example images captured with green and blue laser line projectors in turbid water conditions
with less than 1m visibility.

measurement distance of 1.5m. If one pixel accurate disparity measurements are assumed, an
accuracy of sZ = 1mm at a distance of 1.5m is achieved according to the theoretical estimates
with a baseline length b of 787mm. However, the actual achieved accuracy depends on additional
factors, such as the accuracy of the calibration and subpixel localization of the image features.

4.3 Laser Line Extraction

A significant challenge during underwater 3D laser scanning is the image processing and extrac-
tion of the laser curves. Fig. 4.6 shows images captured by an underwater camera in turbid water
conditions. Particle backscatter complicates the automatic extraction of the laser lines.

A simple approach to extracting laser lines from an image is to use maximum detection along
horizontal or vertical scanlines in the image. However, this requires a high contrast between
the bright pixels of the laser line and the background. Furthermore, this does not allow to
extract multiple laser lines from a single image, which is required for the work on self-calibrating
structured light described in Chapter 5.

Therefore, a ridge detector is employed for the extraction of the laser lines in the image. For
this work, Steger’s line algorithm [306] is applied since it is very robust and traces the center
of the lines with subpixel accuracy. The idea behind this algorithm is to find curves in the
image that have in the direction perpendicular to the line a characteristic 1D line profile, i.e., a
vanishing gradient and high curvature. The line detector is applied to a grayscale image. If the
input is a color image, it is converted accordingly.

The direction of the line in the two-dimensional image is estimated locally by computing the
eigenvalues and eigenvectors of the Hessian matrix

H(x, y) =

[
∂2gσ(x,y)

∂x2

∂2gσ(x,y)
∂x∂y

∂2gσ(x,y)
∂y∂x

∂2gσ(x,y)
∂y2

]

∗ I(x, y) =
[

rxx rxy

ryx ryy

]

, (4.8)

where gσ(x, y) is the 2D gaussian kernel with standard deviation σ, I(x, y) is the image and rxx,
rxy, ryx, ryy are the partial derivatives. The direction perpendicular to the line is the eigenvector
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Fig. 4.7: Detection of the laser line. From top left to bottom right: Input image, grayscale image, rxx,
ryy, rxy, and detected points in red overlayed on the image.

(nx, ny)
T with ‖(nx, ny)

T ‖2 = 1 corresponding to the eigenvalue with the largest absolute value.
For bright lines, the eigenvalue needs to be smaller than zero.

Fig. 4.7 shows a visualization of the filter responses for line detection. The figure shows the
input image, the grayscale image, the partial derivatives rxx, ryy, rxy, and the detected points
in red overlayed on the image.

Instead of searching directly for the zero-crossing, a second-order Taylor expansion is em-
ployed to determine the location (qx, qy)

T where the first derivative in the direction perpendicular
to the line vanishes with subpixel accuracy:

(qx, qy)
T = t (nx, ny)

T , (4.9)

where
t = − rxnx + ryny

rxxn2
x + 2rxynxny + ryyn2

y

. (4.10)

Here, rx = ∂gσ(x,y)
∂x and ry = ∂gσ(x,y)

∂y are the first partial derivatives.
For valid line points, the position must lie within the current pixel. Therefore, (qx, qy) ∈

[−0.5, 0.5] × [−0.5, 0.5] is required. Individual points are then linked together to line segments.
This is done by choosing starting points with high responses and tracing along the detected
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Fig. 4.8: Distortion effect of a tilted glass window on the laser line projection. The graph shows the
projection on a plane at a distance of 1m.

ridge points to form line segments until all detected ridge points have been processed. Double
responses are explicitly detected and removed from the final output.

The response of the ridge detector given by the value of the maximum absolute eigenvalue is
a good indicator of the saliency of the extracted line points. Only line points with a sufficiently
high response are considered.

Since the line detector requires applying computationally expensive convolution filters, the
image is first segment based on color cues and intensity thresholds, which is implemented using
a look-up table. This way the line extraction algorithm needs to be computed only for parts of
the image, which significantly reduces processing time.

4.4 Calibration of the Underwater Scanner System

The underwater camera is calibrated, which is described in Chapter 3. Additionally, it is nec-
essary to calibrate the laser projector and the rotation axis to achieve 3D reconstruction. Due
to misalignment of the optical components of the laser line projector as well as refraction at the
glass window of the underwater housing, the projected laser line is not described accurately by
a plane equation. To absorb these errors, the distortion of the laser curve is modeled as follows.

4.4.1 Laser Curve Parameters

The refraction of the laser line projection at the flat port of the underwater housing has two
effects: First, assuming that the projector is perfectly orthogonal to the glass window, the fan
angle of the laser line is reduced. Or, put another way, the focal length of the line projector is
increased. This causes an inhomogeneous intensity distribution of the laser line. Towards the
end of the line, the laser rays have a larger angle of incidence. Therefore, the refraction effect is
stronger. This leads to a brighter laser projection at the ends of the line compared to the center.

Second, if the glass window is tilted with respect to the laser plane, the line is distorted.
Fig. 4.8 shows a simulation of the effect. The simulation considers a single refraction interface

Underwater Laser Scanning



4.4. CALIBRATION OF THE UNDERWATER SCANNER SYSTEM 95

b

xL

yL

zL

xC

yC

zC

zL = 1

camera center C

laser projection
center Q

u

v

Fig. 4.9: Model of the laser curve by a tangential distortion defined in the plane zL = 1.

directly in front of the laser projector based on Snell’s law using Eq. 2.11. The refractive index
of water is set to 1.33, and a laser fan angle of 45° is applied. The view port is tilted around
the vertical axis with an angle of 1°, 2° and 5°. The image shows the projection of the simulated
laser rays on a plane at a distance of 1m. Note that the horizontal and vertical axes are scaled
differently in this figure to emphasize the effect. The displacement is in the range of less than
5mm for a window tilt of 1°.

In [281] the refracted rays are directly measured in water using a calibration fixture that splits
the laser light sheet into multiple sub-beams. This way, a model based on interpolating the sub-
beams is built. Other work models the deformation of the laser plane by the approximation
of an elliptic cone [256]. In [109] the laser line projector is modeled as a line camera with the
following parameters: focal length, principal point, tangential distortion, orientation of the laser
plane and baseline.

An exact model based on ray tracing depends on a calibration of the origin and direction
vector of the laser projection as well as the view port of the underwater housing. This requires
purposely built calibration fixtures for accurate calibration. The self-built laser projector is fairly
well aligned with a tilt in the range of 1°. However, it makes sense to compensate for this since
even a small misalignment causes errors in the range of multiple millimeters at larger distances.

In this work, a simplified calibration based on implicit modeling of the laser line distortion
is applied. This allows a workflow with the same calibration structure used for the underwater
camera calibration. Similar to a line camera model, a parabolic correction function for the tan-
gential distortion is applied. As visualized in Fig. 4.9, the proposed model defines the parameters
using a fixed reference plane at a distance of zL = 1 in front of the laser projector. Here, yL and
zL span the plane of the laser sheet and xL is orthogonal to the laser sheet. The zL axis points
in the direction of projection. Then, the tangential distortion of the laser sheet is defined based
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Fig. 4.10: Calibration of the laser planes in air using a calibration fixture. Left: Cross-line projection
on the structure constructed from two planar targets. Right: Example of estimated planes based on the
reconstructed points on the calibration target.

on the laser point (u, v)T in the plane zL = 1. The distorted normalized laser point coordinate
ud is computed as

ud = u+ ti · r2 with r2 = u2 + v2, (4.11)

where ti is the distortion coefficient. This model does not use a principal point for the projection
model since this is absorbed in the orientation of the laser coordinate system.

Hence, the complete parameter set of the laser curve i comprises the laser projection center
Q = (qx, qy, qz)

T in the camera coordinate system, the orientation (laser plane normal) ni =
(n1,x, n1,y, n1,z)

T , the baseline of the projector bi and the tangential distortion parameter ti. For
simplification, a single common laser projector center is applied although the two line projectors
of the underwater scanner are approximately 18mm apart.

The laser projection center and direction is estimated based on the intersection of the two
laser planes and an external manual measurement of the approximate center position. Hence,
the laser plane normal, baseline and distortion coefficient are calibrated in water.

The left image of Fig. 4.10 shows the setup for calibration of the laser plane parameters.
The cross is projected on a calibration structure with known geometry. The underwater camera
is pre-calibrated for this process. A calibration sequence of three images is captured: a bright
image with the lasers switched off and two images with exposure suitable for the laser projection
of each individual laser line. During the image sequence, the scanner and calibration fixture are
static. First, the bright image is used for the localization of the target in the camera coordinate
system based on the visual markers on the calibration structure. Second, the two images of
the laser lines are used to reconstruct the laser points on the structure by intersection with the
known geometry of the calibration structure. This is facilitated by using automatically created
image masks based on the localization of the structure in the bright image. This way, only laser
points projected on the two planar sides of the calibration structure are considered. The laser
points of each line are then reconstructed by intersecting the camera rays with the respective
plane of the calibration fixture.

In principal, a single calibration sequence at one position of the target is sufficient to estimate
the plane equations. However, the end result is more robust and accurate if multiple positions
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and orientations of the calibration fixture are captured. From the multiple observations, two
point clouds of the two laser sheets are created. To extract the plane equations, a least square fit
is applied to the point clouds, which is visualized in the right image of Fig. 4.10. In practice, it is
important to capture the calibration fixture at different distances across the whole measurement
range to achieve the most accurate plane parameter estimates. This yields the plane normal as
well as the baseline.

The distortion coefficients are not estimated robustly from this data since the calibration
fixture is too small. This way, typically only part of the laser lines is visible on the target and
the observed distortion is small. To estimate the distortion coefficients, a planar target, e.g., a
wall, is scanned at a distance of approximately 4m. The distortion coefficient is then found by
optimization, such that the scan of the planar target shows a minimal flatness error.

This calibration technique is suitable in air as well as in water. Calibrating the laser curve
distortion in air is also advantageous to absorb errors, for example, due to misalignment of the
laser optics. Finally, the 3D reconstruction is computed by intersecting the camera rays with the
distorted laser curve.

4.4.2 Hand-Eye Calibration

In order to capture dense 3D scans, the underwater scanner needs to be moved. Therefore, it
is necessary to measure or estimate the movement of the sensor to build the point cloud along
the trajectory. One possibility to achieve this is by applying an external pose measurement, for
example, by employing an optical tracking system for pose measurement.

Since the tracking system measures in a different coordinate system than the camera, it
is necessary to align the coordinate systems. This is called hand-eye calibration in the litera-
ture [290]. To achieve this, two sets of 6-DoF poses with two unknowns need to be registered.
The problem is visualized in Fig. 4.11. The tracking system and object are at fixed poses with
respect to a global coordinate system and do not move. The body comprised of the camera and
tracking target are moving. However, the transform between the target and the camera does not
change.

Using the tracking system, the pose of the target Ai relative to the coordinate system of the
tracking system is measured. In this work, the transform Ai is, for example, measured by an
optical tracking system, satellite navigation or actuated axes with encoders. At the same time,
the pose of the camera Bi is estimated with respect to the coordinate system of the object. This
is typically done by estimating the position and orientation of the calibrated camera relative
to known object points. Then, hand-eye calibration aims to find the two unknowns: (1) The
rigid transformation Y between the tracking target and the camera coordinate system. (2) The
relative position of the tracking system and the object coordinate system X.

To find X and Y, the camera body is moved to poses with different orientations and positions.
For each camera body pose i the transforms Ai and Bi are recorded. The transformation from
the target frame to the object coordinate system is determined by AiX or YBi. Therefore, every
different pose of the camera yields the constraint

AiX = YBi with i = 1 . . . n , (4.12)

where n is the number of different camera poses.
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Fig. 4.11: Hand-eye calibration with two unknowns X and Y.

To find the unknowns X and Y of hand-eye calibration, the problem of the form AX =
YB needs to be solved. Different approaches to do this are proposed in the literature [290].
Some approaches solve this with a separable solution by solving the rotation and translation
components individually [103,352]. In this work, the method of [196] is applied, which solves the
orientation and position simultaneously.

4.4.3 Calibration of the Rotation Axis

For 3D scanning while using the motorized yaw axis, a precise estimate of the axis of rotation
is necessary. Calibration of the rotation axis parameters poses a problem similar to hand-eye
calibration. In this work, the transform is described by the radius and the rotation of the camera,
which is depicted in Fig. 4.12. The four parameters that need to be calibrated are the radius r
and the rotations around the camera axes xc, yc and zc.

This is achieved using the proposed hand-eye calibration approach. By placing a calibration
fixture in front of the scanner and rotating the scanner, the rotation angle and the pose of the
camera relative to the calibration object is recorded. From this data, it is possible to estimate
the parameters. However, a single calibration structure is only observed for rotation angles in a
range of 10° to 20°. This results in an unstable estimate of the radius using a least-squares fit
since only a small part of the circular trajectory is observed.

One possibility to achieve reliable estimates is to build a larger calibration structure, which
is visible in a larger range of rotation angles. In this work, the rotation parameters are estimated
from external trajectory measurements using an optical tracking system. Additionally, a refine-
ment approach is proposed based on optimizing the point cloud consistency using the captured
3D data of the individual laser lines.
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Fig. 4.12: Parameterization of the rotation axis: Radius r and the rotation angles around the camera
axes xc, yc and zc.
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Fig. 4.13: Camera path measured by the optical tracking system. Left: Measured camera poses trans-
formed in a coordinate system spanned by the rotation axis and plane of the trajectory. Right: Plot of
camera roll and pitch angle depending on the scanner rotation angle shows a precession of the rotation
axis.

External Measurement of the Rotation

The trajectory of the camera is measured using an OptiTrack V120:Trio tracking system [237].
Calibration of the transformation between the tracking body and the camera is achieved by
means of hand-eye calibration (cf. Section 4.4.2).

The radius and plane of rotation are estimated by fitting a circle to the recorded camera
positions. The left image of Fig. 4.13 shows a visualization of a subset of the camera poses
transformed into a coordinate system spanned by the rotation axis and plane of the trajectory.

The right plot in Fig. 4.13 shows the camera roll and pitch angle depending on the scanner
rotation angle. Since the rotation axis is only supported on one side, a precession of the rotation
axis is observed. The precession is not a reproducible movement. The change in orientation
of the axis depends on the orientation of the scanner due to play in the bearings of the rotary
joint. Therefore, the average camera roll and pitch angles are applied. In this example the
measurement yields a radius of 178.21mm, a yaw angle of −14.829°, a pitch angle of −0.614°,
and a roll angle of −0.102°.
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Initial result. Optimized result.

Fig. 4.14: Initial and optimized point cloud result based on rotation axis calibration. Top: Point clouds
created by the individual laser lines in yellow and pink. Bottom: Top view of the point cloud with
prominent alignment errors highlighted by the red rectangle.

Calibration Based on Point Cloud Optimization

Another approach for the calibration of the rotation axis is based on optimization of the point
cloud consistency. The idea is similar to the calibration approach for multiple LIDAR scanners
proposed in [294] and the calibration approach described in [115]. This method has the advantage
that no external infrastructure or particular calibration structure is necessary. It is directly
applied to the scan data of a scene, which is required to provide sufficient depth features.

The idea is to exploit the multiple measurements of surfaces by the two laser lines. A 360°
scan is performed with the underwater scanner. Then, the generated point cloud is divided into
the scans acquired by the two individual laser lines. The deviations of the point measurements
of these two scans are very small in static environments if the rotation parameters are correctly
estimated. To find the parameters of the rotation axis, an error measurement similar to the
nearest neighbor distance used in Iterative Closest Point (ICP) [45] is applied. The rotation axis
parameter, which minimizes the point-to-point distance between the two scans of the individual
lines, is found using Powell’s method. This is a local optimization method; therefore, a good
initial estimate is required.

Fig. 4.14 shows an example of the two point clouds using the initial parameters on the left
and after optimization on the right. The point clouds of the individual laser lines are colored
yellow and pink. In the bottom images, the improvement in alignment is highlighted by a red
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Fig. 4.15: Experiments conducted in the towing tank of the chair of fluid dynamics at the University
of Rostock. Left: Structured light scanner deployed in the towing tank. Right: Image of the test objects
captured with the camera of the scanner.

rectangle. While the point clouds deviate with high error in the initial result, they align well
after the optimization.

However, using this approach, it is difficult to estimate the radius of the rotation trajectory
precisely. Both point clouds of the individual laser lines are captured from a similar central
position. This typically results in an underestimation of the radius by the optimization technique.
This is potentially solved by using scans from different positions of the same scene. However,
this requires simultaneous estimation of the rotation parameters as well as the relative transform
between the individual scan positions. Moreover, matching explicit features in the scene, e.g.,
individual planes, is a direction to improve the results. This also yields a better interpretable
error measurement, such as the alignment error of selected planes in the scene.

4.5 Underwater Scanning Results

This section shows examples of underwater scans created with the proposed scanning system.
The results in this section are earlier work and were achieved without the proposed refractive
camera calibration and the laser distortion model. The camera was calibrated with Brown’s dis-
tortion model, and the laser sheet is assumed planar. Moreover, less precise calibration fixtures
were employed. Therefore, the achieved accuracy is lower compared to the evaluation of the mea-
surement quality that is described in the following section. However, the examples demonstrate
the 3D reconstruction of larger objects and scenes in water.

4.5.1 Experiments in a Towing Tank

For testing, the underwater laser scanner was deployed in the towing tank at the chair of fluid
dynamics at the University of Rostock. The deployed scanner is depicted in the left image of
Fig. 4.15. The water tank is 5m wide and provides a depth of up to 3m. The scanner was
deployed at about 2.5m water depth using a vertical bar.

Static scans were acquired by rotating the system using the yaw motor of the scanner. For
evaluation purposes, complex objects, which were built by the Fraunhofer Research Institution
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Fig. 4.16: Scans of the test objects captured at different distances of 1m, 2m and 3.5m (from top to
bottom). Left: point cloud colored using intensities, middle: registration of the scan with the reference
model (white), right: distance between reference model and 3D scan.

for Large Structures in Production Engineering (IGP) in Rostock and the company IMAWIS
GmbH, are placed in front of the scanner at different distances. The test objects shown in the
right image of Fig. 4.15 were scanned in air with a high-precision structured light scanner GOM
ATOS III to create a reference model of the geometry [242].

Fig. 4.16 shows in the left column point cloud results captured at varying distances. The
point clouds are colored by intensity. The top scan was captured at about 1m distance, the
middle scan at 2m distance, and the bottom scan at 3.5m distance from the objects.

The point clouds are registered using the ICP algorithm with the reference models. The
distance between the reference model and the captured point cloud is computed based on the
nearest neighbors. The scan colored by the difference to the reference model is visualized in the
right column of Fig. 4.16. Note that the color scaling is adjusted for each picture to the range
of errors present in the particular scan to highlight the distribution of errors within the scan.
While for the close range small errors in the range of few millimeters are observed, the error
significantly increases with distance. For the top scan captured at 1m distance, the errors are
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Fig. 4.17: Point cloud of the towing tank colored with laser intensities created by registering three
underwater scans (the scan poses are marked along the red line).

below 1 cm. The middle scan captured at 2m shows larger errors of up to 2 cm. The bottom scan
captured at 3.5m distance shows errors of up to 5 cm. At the larger scanning distances, some
misalignment of the measurements of the two laser lines is visible, which is caused by calibration
inaccuracies.

The towing tank was also scanned from multiple different positions. The top images in
Fig. 4.17 show 360° scans of the towing tank. The point cloud was created by registering three
scans using the ICP algorithm. The individual scanner poses are marked along the red line.

4.5.2 Experiments in a Water Tank

For the next experiments, an underwater test environment was set up, which is described in [24].
The setup is depicted in the left images of Fig. 4.18. It is based on a roll-off container with a size
of 7m × 2.4m × 2.4m. The total volume is 40m3. A test structure constructed from aluminum
profiles and polypropylene pipes is placed in the water tank, which is shown in the right images
of Fig. 4.18. The pipe object is placed at a distance of approximately 2m in front of the scanner.
Multiple scans from different view points are captured with the underwater scanner by rotating
around the motorized yaw axis.

Fig. 4.19 depicts results of the static underwater scans from a tripod. In the top left image,
the resulting point cloud colored by intensity is shown. The intensity image is computed from
the brightness of the detected laser points in the camera image. The top right image depicts
the top view and perspective view of a point cloud registered from four underwater scans. The
point cloud is colored by height, and the poses of the individual poses are visualized by small
coordinate systems drawn in the image.

In the bottom row, the comparison between the reference scan and the underwater point cloud
is shown. The reference scan of the pipe structure was acquired in air with a terrestrial laser
scanner. On the left, the reference point cloud is visualized in pink, and the underwater point
cloud is shown in yellow. The right image shows the registration errors between the reference
and underwater scans. For this object, which encompasses a depth range of approximately 2m
to 4m, the achieved errors are in the centimeter range, as shown in the error bar on the right
side of the image. In this particular case 90% of the errors are below 2 cm.
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Fig. 4.18: Scanning setup in the test tank. Left: 40m3 roll-off container. Right: Underwater scanning
of a test structure constructed from aluminum profiles and polypropylene pipes.
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Fig. 4.19: Results of underwater scanning from a tripod. Top left: Point cloud of a scan of the pipe
structure colored by intensity. Top right: Top view and perspective view of the registered point cloud
from four scans. Bottom left: Underwater point cloud in yellow and reference scan in pink. Bottom right:
Registration error between reference scan and underwater scan.
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4.6 Evaluation of Measurement Quality

For the benchmark of the measurement quality of the underwater laser scanning system, geomet-
ric errors of the reconstructed point cloud are evaluated, such as shape and length measurement
errors, as well as the achievable resolution of the scans. Specifically, the following error measure-
ments are considered:

1. The sphere probing error characterizes surface measurement errors in a small volume [202,
p. 680]. The probing error evaluates how well the point measurements fit the form of a
sphere as visualized in Fig. 4.20. It is reported as the range ef of the measured deviations
from the best-fit sphere. Additionally, the size error es is reported as the difference between
the diameter of the calibrated reference sphere and the best-fit sphere.

ef

best fit sphere

calibrated sphere

1

2
es

Fig. 4.20: Form error ef and size error es of the probed sphere. The black dots visualize the point
measurements of the scanning device.

2. The sphere-spacing error measures the deviation of a distance measurement between two
spheres [202, p. 681]. This is done by fitting two spheres with fixed diameters to the point
cloud as visualized in Fig. 4.21. The deviation of the distance between the fitted spheres
and the calibrated distance of the reference spheres is reported as sphere-spacing error

el = lm − lc . (4.13)

el

fitted spherecalibrated sphere

calibrated distance lc

measured distance lm

Fig. 4.21: Sphere spacing error el. The black dots visualize the point measurements of the scanning
device.

3. The length measurement error of scalebars characterizes similarly distance error between
specific points. The difference here is that planar circular markers on scalebars are mea-
sured, which are distributed in the measurement volume instead of spherical targets. Gen-
erally, this error is expected to be higher than the sphere-spacing error because the sphere
center is retrieved more accurately by computing the fit over a larger number of points.

Underwater Laser Scanning



106 CHAPTER 4. UNDERWATER AND MULTI-MEDIA LASER SCANNING

4. The flatness or planarity error evaluates the performance of the scanner to measure a
planar surface [202, p. 680]. It also characterizes the measurement noise since it reports
the spread of the point measurements from a best-fit plane. This is descriptive of the
thickness of measured surfaces in the point cloud. The flatness error ep is reported as the
range of deviations of the points from a best-fit plane as visualized in Fig. 4.22

ep
best fit plane

Fig. 4.22: Flatness error ep. The black dots visualize the point measurements of the scanning device.

5. The measurement error of free-form surfaces captures how well objects of known geometry
are reproduced by the scanning system. This is evaluated by scanning a geometrically stable
object in air with a precise scanning system to create a reference scan. Then, the point
clouds of the reference scan and underwater scans are compared with each other. This is
done by aligning the two point clouds and computing the nearest neighbor distance, which
is sometimes also referred to as cloud-to-cloud distance, for each point of the underwater
scan.

6. The resolution indicates the minimum size increment of geometric features that are re-
produced by the scanning system. The depth resolution is evaluated separately from the
overall spatial resolution. The depth resolution mainly depends on baseline, focal length
and the minimum resolvable feature distance in image space. The spatial resolution is typ-
ically lower since it is also affected by the movement increment of the scanner, thickness
of the laser line and more strongly affected by blur and image degradation.

The described tests in this section for probing, sphere-spacing and flatness error are inspired
by the recommendations of VDI/VDE 2634 Part 2 guidelines for testing area-scanning systems.
However, the tests do not strictly follow the verification procedures of the norm. The employed
test targets are smaller than 10 − 20% of the diagonal of the measurement space, which is the
minimum size recommended by VDI/VDE 2634. Moreover, the distance dependency of mea-
surement errors is considered because for structured-light 3D scanning systems the measurement
quality primarily decreases with the distance between the object and the scanner. Therefore,
scans of the test objects were acquired mainly at different distances and are not evenly distributed
over the complete measurement volume.

4.6.1 Reference Artifacts

The reference artifacts used for the evaluation are depicted in Fig. 4.23. The first image in the
top row shows a target with four spheres, which is used for the evaluation of the sphere probing
and sphere-spacing error. The second image shows scalebars mounted in a 1m3 measurement
volume for length measurement error determination. The third image shows gray-painted float
glass sheets for characterizing the flatness error. In the bottom row, the first two images show
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Fig. 4.23: Reference artifacts. From top left to bottom right: Sphere target, Scalebars in a 1m3 mea-
surement volume, Grey painted float glass planes, resolution test targets, resolution test target mounted
to calibration fixture, dwarf figure being scanned with the FARO ScanArm.

staircase patterns used for resolution evaluation. The bottom right image shows a dwarf figure
being scanned with the FaroArm Quantum S and a FaroBlu Laser Line Probe to create a reference
scan for the evaluation of free-form geometric objects.

Sphere Target

The sphere target is built from four plastic ball screw nuts, which are mounted on a 3D-printed
base plate. The spheres are grey painted with 48% grey spray paint (RAL 7037). The Dimensions
of the fixture are visualized in Fig. 4.24. All dimensions are checked using a three-camera
tracking system OptiTrack V120:Trio. The accuracy of the tracking system is specified as sub-
millimeter by the manufacturer [237]. The measured distances of the spheres differ from the

100

100

�32

Fig. 4.24: Ball Target. Dimensions are in mm.
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Fig. 4.25: Scalebars mounted in an aluminum frame with a size of 1 × 1 × 1m. Dimensions of the
scalebars are in mm.

design dimensions by less than 0.2mm. The diameter measurements of the individual balls were
additionally checked using a caliper. While commercially available sphere targets are calibrated
more accurately using, e.g., coordinate-measuring machines, the test measurements indicate
that the errors of the dimensions are in the sub-millimeter range. Therefore, given the higher
magnitude of the evaluated errors, the accuracy of the sphere target is sufficient for the performed
evaluations.

Scalebar Target

The scalebar target ist constructed from an aluminum frame with a size of 1 × 1 × 1m. Each
individual scale bar is manufactured using direct print on a float glass sheet. Due to the manu-
facturing process of curing molten glass on a bed of molten metal, very flat surfaces are achieved.
The print accuracy, according to the manufacturer, is 0.1mm. Three scalebars with a total length
of 800mm, three scalebars with a total length of 1000mm and one scalebar with a total length
of 1250mm are mounted in the aluminum frame. Coded circle markers are printed in white
color on a black background on the glass sheets. The central white circles of the markers have
a diameter of 24mm. The markers are distributed with varying distances over the length of the
scalebars. A total of 40 points on 7 glass sheets are available. The dimensions of the scalebars
are depicted in Fig. 4.25.

Plane Target

To evaluate the flatness error, often granite plates are used because they are manufactured with
high overall surface flatness. Moreover, granite has low thermal expansion. For this work, a sheet
of float glass is employed, which is expected to have a very flat surface due to the manufacturing
process. The glass is coated with mate spray paint with 48% gray color (RAL 7037) to achieve
a surface with good scanning conditions.
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Fig. 4.26: Resolution test structures. Left: Test structure with stair pattern with decreasing height.
Right: Stair pattern with equally decreasing height and tread depth.

Resolution Targets

The spatial resolution of terrestrial laser scanners is evaluated, for example, with the so-called
Boehler Star. This is an adaption of the Siemens Star, an often employed image resolution test
pattern, to three dimensions. However, for evaluating triangulation-based sensors, the Boehler
Star has a disadvantage: For a structured light scanner, the light travels a different path from the
illumination source to the object than from the object back to the receiver or camera. Therefore,
also shadowing of the back plane of the Boehler Star occurs due to the different viewpoints. This
is not the case for ToF laser scanners, where the beam of laser light travels along the same path
from the scanner to the object and back.

Hence, in this work, resolution test targets similar to a staircase pattern are applied. The
test targets are depicted in Fig. 4.26. Each pattern has two staircase patterns to characterize
resolution in two dimensions, e.g., horizontally and vertically in the 3D image. The left test
pattern in Fig. 4.38 has a constant run of 5mm and a decreasing rise from 5mm to 0.2mm in
increments of 0.2mm. With rise, the height of a step is denoted, which is measured from the top
of one tread to the top of the next tread. With run, the length of the tread is denoted, which is
measured from the outer edge of the step to the vertical portion of the stair. This pattern is used
to characterize only the depth resolution of the sensor since only the step’s height decreases.

The second test pattern, which is depicted on the left in Fig. 4.38, features an equally de-
creasing rise and decreasing run. The step sizes are in the range of 0.2mm to 15mm. The largest
step has a run and rise of 15mm. From 10mm to 5mm the run and rise decrease in increments
of 0.5mm. Below 5mm the increment size is 0.2mm.

Free-form Object

For comparison with a free-form object, a reference point cloud of a dwarf figure was created.
The dwarf figure has a size of approximately 16 × 15 × 23 cm. The figure was scanned with the
FARO Quantum S ScanArm. The object was placed on a rotating table and scanned from all
sides with the line profiler of the ScanArm as depicted in the bottom right image in Fig. 4.23.
The manufacturer specifies the overall accuracy of the system to be below 0.1mm (depending on
the configuration). The scan covers the complete figure and has only small holes in areas that
are hard to scan, e.g., underneath the arm holding the soccer ball.

Underwater Laser Scanning



110 CHAPTER 4. UNDERWATER AND MULTI-MEDIA LASER SCANNING

Table 4.1: Calibration result of Brown Model without explicit compensation of refraction effects.

Parameter Value

Camera parameters

Focal length (fx, fy) (2943.17, 2944.02) pixels

Principal point (cx, cy) (959.87, 611.99) pixels
Radial distortion (k1, k2, k3) (0.27628, 0.40508, 3.60879)

Tangential distortion (p1, p2) (0.00114, 0.00127)

Laser plane parameters

Laser 0 normal (n0,x, n0,y, n0,z) (−0.55111,−0.80701, 0.21218)

Laser 0 baseline b0 215.72mm

Laser 1 normal (n1,x, n1,y, n1,z) (−0.75716, 0.59128, 0.27765)

Laser 1 baseline b1 301.57mm

4.6.2 Calibration Result and Experimental Conditions

All tests for the evaluation are performed with the same calibration. The results of three different
models are compared: First, the Brown model was calibrated on underwater images with the
assumption of planarity of the laser planes. This model does not explicitly compensate for the
refraction but absorbs the effects in radial and tangential distortion parameters. Results using
this model are reported in the following experiments as Brown Model. Second, a refractive model
with explicit modeling of the refraction at the air-glass and glass-water interface is employed. The
laser planes are assumed planar. This model’s results are reported in the following experiments
as Refractive Model. Third, a model that additionally models the distortion of the laser line with
a tangential distortion parameter is considered. Results using this model are reported in the
following experiments as Line Distortion.

The parameters of the three models are estimated on the same input data and the same
settings for the optimization algorithm of the model. The camera models are calibrated on a set
of 248 underwater images of the 3D float glass structure with AprilTags described in Section 3.5.
The laser line parameters are estimated on a set of 11 different poses of the 3D structure in
water using the method described in Section 4.4.1. The distance between the scanner and the
calibration pattern is in the range of 1m to 4m. All housing parameters are calibrated as
described in Section 3.4.

The calibration results using the Brown Model without explicit compensation of refraction
effects is reported in Tab. 4.1. The RMS projection error of the camera calibration is 0.46995
pixels. The estimated focal length in water is approximately 17.25mm compared to 12.93mm in
air. This is the expected increase in focal length due to refraction. Additionally, the refraction
effects are absorbed in the radial and tangential distortion parameters. Especially, the third
radial distortion parameter k3 is very high. This means high shifts in pixel position due to
distortion near the image borders. The angle between the estimated laser plane normals is
90.06°, which means the laser planes are approximately perpendicular. The RMS plane fit error
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Table 4.2: Calibration result of Refractive Model and laser line distortion parameters.

Parameter Value

Camera parameters

Focal length (fx, fy) (2211.85, 2212.55) pixels

Principal point (cx, cy) (957.51, 612.54) pixels
Radial distortion (k1, k2, k3) (−0.05818, 0.14644, 0.18660)

Tangential distortion (p1, p2) (0.00091, 0.00004)

Housing parameters

Air-glass interface distance d0 33.14mm

Glass-water interface distance d1 52.14mm

Interface normal (nx, ny, nz) (0.00478, 0.00001,−0.99999)

Laser plane parameters

Laser 0 normal (n0,x, n0,y, n0,z) (−0.55133,−0.80690, 0.21201)

Laser 0 baseline b0 212.18mm

Laser 1 normal (n1,x, n1,y, n1,z) (−0.75746, 0.59080, 0.27786)

Laser 1 baseline b1 296.84mm

Laser line distortion

Laser projection center (qx, qy, qz) (-325.03, -0.18, 164.69) mm
Laser fan angle α 33.8◦

Laser 0 tangential distortion t0 0.00250
Laser 1 tangential distortion t1 0.00125

of the two laser planes is 0.487mm and 0.282mm, respectively.
The result of the calibration using the Refractive Model with housing parameters as well

as the parameters for the laser line distortion, are reported in Tab. 4.2. The intrinsic camera
parameters are close to the parameters of an in-air calibration. The focal length is approximately
12.95mm, which is close to the focal length result of 12.93mm of a camera calibration in air.
The distortion parameters are close to the air calibration and mostly an order of magnitude
smaller than the parameters of the Brown Model calibrated in water. This indicates that the
housing parameters compensate well for the refraction effects. The refractive camera model has
a RMS projection error of 0.46921 pixels, which is slightly smaller than the RMS projection
error of the Brown Model without explicit compensation of the refraction effects. As already
noted in Section 3.4.2, the RMS error is the training residual of the camera model, which on its
own has limited significance for the expected error of the model. The estimated plane normals
are similar to the plane normals of the Brown Model with an angle between the laser planes
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of 90.01°. A bigger difference is visible for the estimated baselines of the laser planes. Scale
is computed based on the extrinsic parameter estimation of the 3D float glass structure. Both
models estimate slightly different extrinsic parameters, which results in different baselines. This
means a difference in the scale of the resulting point clouds is expected depending on the employed
model. The RMS plane fit error of the two laser planes is 0.545mm and 0.271mm, respectively.

The laser planes in air have a deviation of 1.4° and 0.8° to the normal of the air-glass interface.
This results in a deformation of the laser planes, which is compensated by the Line Distortion
parameters in Tab. 4.2. The parameters can be interpreted as a deviation of 2.5mm and 1.25mm
from the laser plane for a laser curve projected in water of the length of 2m. The reported laser
projection center is relative to the camera center. The projection center is computed based on the
intersection of the laser planes. The same projection center is used for both laser line projectors;
also there is a physical offset of 18mm between the two projectors.

The calibration of the rotation axis of the scanner as described in Section 4.4.3 yields a radius
of 178.21mm, a yaw angle of −14.829°, a pitch angle of −0.614°, and a roll angle of −0.102°. This
means the horizontal and vertical axis of the camera is approximately aligned with the plane of
rotation since the pitch and roll angle are both below 1°.

The evaluation was performed in clear mains water in the 40m3 water tank described in
Section 4.5.2. The scanner was placed at a water depth of approximately 1.6m. The focus
distance of the camera was set at approximately 1.5m in air, which translates to a distance
with the best sharpness of the image at approximately 2m in water. Below 1m, there is a
visible decrease of the sharpness of the image, resulting in slightly blurred images, which affects
measurement quality.

4.6.3 Sphere Probing Error

The sphere probing error is evaluated using scans of the sphere target as depicted in the top left
image of Fig. 4.27. The target from the perspective of the scanner camera is shown in the top
right image. A total of 14 scans are captured at different measurement distances in the range of
0.75m to 3.7m. The results are compared for a calibration using the Brown Model, Refractive
Model and additional compensation of the Line Distortion. Additionally, the scans of the two
laser lines of the scanner are evaluated separately to investigate the influence of the different
baselines of the individual line projectors.

For the computation of the sphere probing error, the individual spheres are cropped manually
from the point cloud, which is depicted for a measurement distance of 0.75m in the bottom left
image of Fig. 4.27, using box filters. Then, a best-fit sphere is fitted to the individual point
clouds of the spheres, which is visualized in the bottom right image of Fig. 4.27. Here, the
best-fit spheres are rendered in green color. Following the recommendations of VDI/VDE 2634
a maximum of 0.3% of outliers are removed, and the sphere form error ef and the sphere size
error es are computed. No post-processing of the raw reconstruction data or filtering of the point
clouds was applied except for removing the mentioned outliers.

The sphere form error depending on the measurement distance is plotted in the graphs in
the top row of Fig. 4.28. These are the results for the point cloud reconstructed from the laser
line with the larger baseline b1 ≈ 0.3m. The left graph is a scatter plot of the form errors of the
four individual spheres. The right graph shows the mean sphere form error for each scan. The

Underwater Laser Scanning



4.6. EVALUATION OF MEASUREMENT QUALITY 113

Fig. 4.27: Sphere target evaluation. Top left: Scanner deployed in the water tank during evaluation.
Top right: Scanner image at close range with laser line projection. Bottom left: Point cloud acquired at
a distance of ca. 0.75m. Bottom right: Spheres fitted to the point cloud visualized in green color.

resulting sphere form errors are in the range of 1mm to 3mm in the measurement range up to 3m
and increases for larger distances due to higher noise of the point clouds. Moreover, with a larger
distance, less points and a smaller part of the spheres are captured. No significant difference
between the individual calibration models is observed. This is expected since the spheres with a
diameter of 32mm are too small for the distortion effects due to refraction to have a high impact.

The middle row in Fig. 4.28 shows the size error of the sphere diameters depending on the
measurement range. Here, the results for the point cloud reconstructed from the laser line with
the larger baseline b1 ≈ 0.3m are shown. On the left, a scatter plot of the errors of the individual
spheres, and on the right, the mean sphere size error per scan is depicted. The error follows a
similar trend for all calibration models. The mean error over the whole measurement range for
the Refractive Model with or without line distortion applied is slightly lower than the Brown
Model. The reason for this is a higher scale error of the point clouds created using the Brown
Model since the baselines of the two laser lines are estimated less accurately in the calibration
process using the Brown Model. Overall, the mean error of the diameters of the spheres is in the
range ±1mm, and the maximum deviation over the whole measurement range is below 2mm.

The bottom row of Fig. 4.28 shows a comparison of the mean sphere form error and size
error for the two laser lines. Here, only the result for the explicit refractive calibration with Line
Distortion is reported. In close range, the errors for the two different baselines are comparable.
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Fig. 4.28: Sphere probing error. Top row: Sphere form errors for the individual spheres and mean sphere
form errors depending on the measurement distance. Middle row: Sphere size errors for the individual
spheres and mean sphere size errors depending on the measurement distance. Bottom row: Mean sphere
form and mean sphere size error for the two laser lines of the scanner with different baselines.
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However, at distances larger than two meters, the errors for the laser line projection with the
smaller baseline bp ≈ 0.2m is significantly higher. This effect is partially due to the smaller
baseline, which causes higher noise and measurement errors. A second effect here is the different
geometry of the two laser line projections. This results in less of the surface of the spheres being
captured in the point clouds of the laser line with a smaller baseline. As a result, the sphere fit
is less stable and errors in diameter of the best-fit sphere of up to 8mm and high form errors of
up to 12mm are observed.

4.6.4 Sphere Spacing Error

The sphere spacing error is computed on the exact same input data as the sphere probing error.
However, in contrast to the sphere probing error, spheres with a fixed diameter of 32mm are
fitted to the point cloud. All possible distances between the four spheres are checked in the
evaluation. This means the error is computed for the four distances of 10 cm between adjacent
spheres as well as the two diagonal distances of 14.14 cm.

The results for the sphere spacing error el depending on measurement distance are reported
in Fig. 4.29. The left graphs show a scatter plot of the six individual distances between the
spheres. The right graphs show the mean sphere spacing error per scan.

In the top row, the errors are reported for the different calibration models and the laser line
with a larger baseline. Here, the effect of the higher scale error of the calibration using the
Brown Model becomes visible again. Compensation of line distortion does not yield different
results since only distances in the range below 15 cm are evaluated, which means the errors due
to line distortion are bounded. Due to the different scale error, the calibration using the Brown
Model yields distance errors in the range of up to 7mm, while all the observed errors of the
Refractive Model are below 6mm. The average errors using the Brown Model are in the range
of 3mm to 5mm while the average errors using the Refractive Model are in the range of 1mm
to 3mm.

The bottom row compares the sphere spacing errors for the two laser lines with different
baselines using the Line Distortion model. Here, the trend of the mean sphere spacing error is
similar for the two lines. Since spheres with fixed diameter are fit to the point cloud, the higher
point errors of the reconstruction with a smaller baseline do not affect the error measurement
as strongly as the sphere probing error. However, looking at the scatter plot of the individual
errors, the spread of the errors is significantly higher for the line with smaller baseline at larger
measurement distances.

4.6.5 Length Measurement Error of Scalebars

For the evaluation of length measurement errors of large distances throughout the measurement
volume, a target with a size of 1 × 1 × 1m with scalebars was scanned. The cube was scanned
at a distance of 3.2m from the scanner. The setup is depicted in the top left image of Fig. 4.30,
and the resulting point cloud colored by intensity is shown in the top right image.

This experiment is only performed with the refractive model with line distortion compensa-
tion. The two laser lines are not evaluated separately since, due to the measurement distance
and geometry of the scanner, not all targets were visible in the point clouds created using only
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Fig. 4.29: Sphere spacing error. Top row: Sphere spacing errors for all combinations of distances
between the four spheres and mean sphere spacing error depending on the measurement range. Bottom
row: Sphere spacing errors for all combinations of distances between the four spheres and mean sphere
spacing error depending on the measurement range for the two laser lines of the scanner with different
baselines.

a single laser line. The image below shows the extraction steps for the point positions from the
point cloud. The glass sheets are manually segmented. Then, a threshold filter by intensity is
applied to the point cloud. The circles are manually separated using box filters, and finally the
centroid is estimated for each coded target.

Of the seven scalebars mounted in the cubical frame, one scalebar is completely occluded.
On the remaining six scalebars six coded targets are not evaluable due to occlusion by other
scalebars or the frame of the target. This leads to a total of 29 points extracted from the scan.
The distribution of the extracted points is visualized in the left image of Fig. 4.31. In the right
image, the length measurement errors for all combinations of distances between the points of
each individual scalebar are plotted. A total of 62 different distances are evaluable. The errors
are in the range of −6.7mm to 4.2mm The RMS error of all length measurements is 2.8mm.
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Fig. 4.30: Measurement of the scalebar target at a distance of 3.2m from the scanner. Top left: Scanner
and scalebar target deployed in the water tank. Top right: Resulting point cloud colored by intensity.
Bottom: Extraction steps for the positions of the coded circles using filtering of the point cloud by
intensity threshold.

Fig. 4.31: Length measurement errors of the scalebar target. Left: Measured points extracted from the
point cloud. Right: Errors of length measurements depending on the point distance.
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4.6.6 Flatness Error

The flatness error is evaluated on 13 scans of the plane target at varying measurement distances.
For all scans, the planar target with a size of roughly 60 cm by 40 cm is approximately parallel
to the scanner. For close measurements, only part of the target is in the field of view, as is
visible in the left image in Fig. 4.32. Therefore, for close measurements, the number of points
does not increase quadratically. This is visible in the right image of Fig. 4.32, which shows the
graph of the number of points reconstructed on the planar target depending on the measurement
distance.

The plane is cut out of the point cloud for evaluation manually. A plane is fitted to the
remaining points in a least squares optimization. No denoising of the scans or averaging over
multiple scans was performed. Following the recommendations of VDI/VDE 2634 a maximum
of 0.3% of outliers are removed, and the flatness error ep is computed.

The result is reported in Fig. 4.33. Here, the errors for the points of the laser line with larger

Fig. 4.32: Size of the plane in the point cloud. Left: Image of the scanner camera of the plane target
at close distance. Right: Number of plane points used for the evaluation.

Fig. 4.33: Flatness error for different measurement distances. Left: Plot of flatness error ep. Right:
Plot of root mean squared error of the points to the best-fit plane.
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(a) Brown Model (b) Refractive Model (c) Line Distortion
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Fig. 4.34: Point clouds of the plane target at a measurement distance of 3.35m colored by the distance
from the best-fit plane and histogram of the distances. Left: Brown model, Middle: Refractive model,
Right: Refractive model with line distortion.

baseline b1 ≈ 0.3 m are reported. The two laser lines cannot be compared directly on the data
because, due to the geometry, the scan coverage is different for the two laser lines. However, it is
expected that the laser line with a larger baseline performs better in this test. The flatness error
is evaluated for the Brown Model without explicit refraction correction, the Refractive Model and
the additional compensation of the Line Distortion. The left image shows the computed flatness
error for different measurement distances. The right image shows the RMS error of the plane fit.
Errors of the Brown Model and the Refractive Model are mostly similar. Only at close distance
and at large measurement distances the Refractive Model performs slightly better. This is due
to smaller errors close to the image borders if explicit refraction correction is used. Moreover,
the distortion parameters are mainly optimized for a measurement distance of about 2m since
most of the camera calibration images are taken at this distance in the calibration data set.
Therefore, higher errors at the edges of the measurement range are expected. Note that with
larger measurement distances, the flatness error does not increase as rapidly as for measurements
at close range. This is partially an effect of the evaluation methodology. With larger distances
less points are sampled on the plane target, as is visible in the left image of Fig. 4.32, and the
plane target does not cover the entire FoV anymore. A significant improvement is visible using
the additional Line Distortion compensation. Without this compensation, the plane exhibits a
larger deformation.

This is also visible in Fig. 4.34. Here, scans of the plane target at a measurement distance
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of 3.35m are visualized. The top row shows the scans colored by the signed distance from the
best-fit plane for the point clouds using the three calibration results. In the bottom row, the
corresponding error histograms are depicted. The point clouds without line distortion compensa-
tion are more strongly deformed, which is especially visible in the errors close to the outer edges
of the plane target scans. Moreover, the error histograms of the Brown Model and Refractive
Model are skewed. The error histogram of the Line Distortion case resembles more closely a
Gaussian distribution.

4.6.7 Measurement Error of Free-form Surfaces

To evaluate the accuracy of scanning free-form surfaces, an underwater scan of a dwarf figure
is compared with a reference scan. The reference scan was captured with a FARO ScanArm.
The dwarf figure is captured in water at a distance of approximately 0.9m. The measured point
cloud of the dwarf with the underwater scanner has 0.35 million points, and the reference point
cloud of the complete figure has a size of 2.70 million points.

Note that the reference model, which was scanned from all sides and integrated into a closed
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(b) Line Distortion

Fig. 4.35: Comparison of dwarf figure scanned with the FARO ScanArm and the underwater scanner.
The top row shows the comparison for reconstruction using the Brown Model calibration. The bottom
row shows the result for reconstruction using the refractive model with Line Distortion compensation.
From left to right: Reference scan colored by height, underwater scan colored by height, underwater
scan colored by registration error, histogram of registration errors. For visualization purposes, the point
clouds are rendered with larger point sizes and shading.
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(a) Brown Model (b) Line Distortion

Fig. 4.36: Point clouds colored separately by the scans created by the two individual laser lines in yellow
and in pink. The reconstruction using the Brown Model on the left shows a higher misalignment between
the two point clouds of the individual laser lines.

model, is compared with a single scan of the underwater scanner. The underwater scan was taken
with the scanner placed lower than the dwarf during scanning. The top of the dwarf is close to
the top image border of the scanner camera. Therefore, parts of the dwarf, especially around
the nose and eyes, cannot be captured well due to the scanning angle and occlusion. Moreover,
some parts of the dwarf that are colored with dark colors, such as the black spots on the soccer
ball, are not captured completely.

The reference scan is aligned with the underwater scan using the ICP algorithm. Then, the
registration error, or cloud-to-cloud distance, is computed for each point of the underwater scan.

Fig. 4.35 depicts the scan results and the comparison with the reference scan. The top row
shows the result using the Brown Model while the bottom row shows results for the refractive
model with Line Distortion compensation. The left dwarf in both rows is the point cloud of the
reference scan colored by height. The middle dwarf image shows the underwater scan colored
by height, and the right image shows the underwater scan colored by the registration error
between the reference scan and the reconstruction. For visualization purposes, the point clouds
are rendered with larger point sizes and shading. On the right, the histogram of the errors is
depicted.

For the scan reconstructed with the Brown Model some misalignment is visible between the
points reconstructed by the two laser lines. This is visible, especially in the raised hand/arm of
the dwarf and the cap. The fingers of the dwarf are misaligned as well as the arm is reconstructed
too wide. Fig. 4.36 shows the point clouds of the two laser lines rendered with different colors
in yellow and pink. Here, the misalignment is especially visible in the left image created using
the Brown Model. The arm of the dwarf and the AprilTags in the background show a stronger
misalignment compared to the reconstruction with explicit compensation of refraction effects.

At close distances, the distortion parameters of the Brown Model do not accurately model the
refraction effects close to the image border. Therefore, the parts of the dwarf that are scanned
close to the image border are distorted. This is also visible by the higher errors of the top part
of the dwarf figure created using the Brown Model visualized in Fig. 4.35.

In total, the scan of the dwarf figure computed using explicit modeling of refraction effects is
more accurate. For the reconstruction created using the Brown Model 95% of the points have a
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registration error below 2.5mm. In contrast, 95% of the points have a registration error below
1.8mm for the refractive model with Line Distortion.

4.6.8 Depth and Spatial Resolution

Besides accuracy, it is interesting what structures the scanning system is able to resolve. The
depth resolution depends mainly on the baseline of the laser projection, pixel size and focal length.
Horizontal and lateral resolution are additionally affected by the motor’s rotation speed and the
width of the laser line. Therefore, the achievable depth and spatial resolution are considered
separately. Moreover, it is interesting what kind of subpixel accuracy is achieved for localizing
the laser line in real-world conditions. While often in the literature, resolution is approximated
using the triangulation equation and a theoretical assumption of a resolvable pixel distance, e.g.,
1/10 of a pixel, it is not clear how detection resolution in image space translates to resolution
in object space. This is approximated with tests using the described resolution targets with
staircase patterns.

The two staircases of the targets are approximately aligned to follow the horizontal and
vertical axis of the camera. A total of 11 scans were captured of the target with constant run
size for evaluation of depth resolution at a distance of 0.6m to 3m. The target with decreasing
run and rise for the evaluation of spatial resolution was captured with 13 scans at varying
distances in the range of 0.6m to 4m.

The smallest step size that is resolved in the scan was extracted manually. Hence, there is
some bias in the evaluation since a human is still able to determine structures despite higher
numbers of outliers and noise, which an automatic algorithm might reject. Fig. 4.37 shows scans
of the resolution target at different distances. From left to right the scans at approximately
0.85m, 1.5m, and 2.3m are depicted. Moreover, a detailed view of the steps with a rise (step
height) of less than 1.5mm is shown. In the left point cloud, all steps are identifiable to the
human eye. However, the smallest step is not considered resolvable due to the small difference to
noise. In the point cloud in the middle, the sub-millimeter steps are not resolved. In the point

Fig. 4.37: Scans of resolution target and detail view at measurement distance 0.85m, 1.5m, and 2.3m
(from left to right).
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Fig. 4.38: Smallest resolvable staircase height in the point cloud for different measurement distances.
Left: Plot of the depth resolution estimated from the stair case pattern with decreasing rise and constant
run. Right: Plot of the spatial resolution from the staircase pattern with decreasing rise and run.

cloud on the right, none of the steps in the crop of the detail view are resolved.
The results of this evaluation are summarized in Fig. 4.38. In the graphs, the curves for the

theoretical depth resolution are plotted based on Eq. 4.3 as explained in Section 4.2. The curves
for the theoretical resolution for pixel-accurate extraction as well as 1/4 subpixel accurate laser
curve extraction are shown. Here, a pixel size of 5.86 µm, the equivalent focal length in water of
17mm and a baseline of 30 cm was assumed. This corresponds to the larger baseline of the two
laser projectors, which is more representative due to the manual extraction of the values from
the point cloud. Distances smaller than 0.5m cannot be evaluated due to the geometry of the
scanner.

The left image in Fig. 4.38 shows the experimentally determined depth resolution depending
on measurement distance. The curve roughly follows the theoretical values for 1/4 pixel resolution
in image space. The deviation of the theoretical curve is higher for larger measurement distances.
In the right image, the experimentally determined spatial resolution is plotted. As expected, the
determined spatial resolution is lower than the depth resolution. It corresponds roughly to
the theoretical value for 1/2 pixel resolution in image space. However, note that below about
1.5m, the spatial resolution is mostly constant and no longer improves with smaller measurement
distances. The reason for this is the focus point of the laser projection and camera. Below 1.5m,
the sharpness of the camera image decreases and the laser line becomes thicker, consequently
decreasing the minimum resolvable structure.

4.6.9 Discussion of the Results

The overall results of the scanner evaluation are summarized in Tab. 4.3. The average errors for
all measurements below 2m, above 2m and the average of all measured errors are reported. Here,
only the findings for the best performing calibration are reported, which is the refractive model
with line distortion compensation. The average errors are in the millimeter range. However, in
the evaluation, individual errors of up to about 1 cm were observed. The main limitation of the
scanner is the small baseline of 0.3m. Increasing the baseline improves the results. Moreover,

Underwater Laser Scanning



124 CHAPTER 4. UNDERWATER AND MULTI-MEDIA LASER SCANNING

Table 4.3: Summary of the underwater scanner evaluation results with the best performing calibration
model, which is the refractive model with line distortion compensation.

Quality parameter Close range Far range Full range

(≤ 2 m) (≥ 2 m)

Mean sphere form error ef 2.0mm 3.7mm 2.7mm

Mean sphere size error |es| 0.5mm 0.6mm 0.5mm

Mean sphere spacing error |el| 1.9mm 3.0mm 2.4mm

Mean flatness error ep 1.2mm 7.0mm 4.6mm

Mean depth resolution 0.6mm 2.5mm 1.3mm

Mean spatial resolution 2.2mm 5.2mm 3.3mm

high flatness errors are observed at larger measurement distances. That suggests that some resid-
ual model errors remain. The laser projection model can be improved by accurately determining
the projection center and explicitly modeling the refraction effects. Another source of inaccura-
cies is the precession of the rotation axis of the scanner. However, accurately compensating this
movement is difficult since the change in orientation of the axis is not completely repeatable and
alternates based on the orientation of the scanner due to gravity.

Comparison with results for underwater scanning in the literature is difficult because most
publications do not report errors at all, use different quality parameters or evaluation methods
that are not comparable. Gu et al. [147] evaluate an underwater line laser scanner with a
baseline of 0.8m at measurement distances of 1 to 2.5m. They compute the error of the 3D
data separately for the different spatial axes using plane fits (Z-axis) or line fits (X/Y-axis).
The reported mean error is 2.30mm for the X-axis, 1.31mm for the Y-axis and 0.03mm for
the Z-axis. Scanned reference planes show an RMSE of 0.09mm and a maximum deviation of
0.39mm. In experiments in clear water described by Niemeyer et al. [241], the 2G Robotics ULS-
200 underwater laser scanner achieves a measurement noise of approximately 1.3mm at a close
range of just under 1m. The noise increases to 3.6mm at a distance of 2.3m. At 3.7m, which is
outside of the specified measurement range, a measurement noise of 20.4mm was observed. The
Kraken SeaVision [186] 3D laser system achieves similar results of a measurement noise between
1.5mm and 1.6mm at a distance of 1.5m. For offshore tests reported in [242] a measurement
noise of 1 - 2mm at 1.2m distance and a measurement noise of 4mm at 2.7m distance is
achieved using the SeaVision system. Bruno et al. [68] compare scans of reference objects that
are acquired with an underwater stereo vision system with pattern projection. They compute the
distance of the scan from the best fit of the reference geometry, which is a planar or cylindrical
surface. A maximum deviation of 0.1mm and a standard deviation of 0.05mm is observed at a
measurement distance of 0.8m. At 1.2m distance the maximum deviation is reported as 0.4mm
and the standard deviation as 0.2mm. Buschinelli et al. [75] report sphere form errors below
0.18mm and sphere spacing errors below 0.24mm for close range measurements at distances
below 25 cm with a stereo system.

In summary, the length and flatness errors reported in the literature for optical underwater
scanning systems are in the range of 0.05 to 1% of the measurement distance. The errors are
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Table 4.4: Results of Kersten et al. [180] for different photogrammetric handheld 3D scanners for the
quality parameters according to VDI/VDE 2634.

System Form Size Spacing Flatness

error ef error |es| error |el| error ep

Mantis PocketScan 3D 4.56mm 4.33mm 2.89mm 1.01mm

Mantis F5-SR 2.71mm 0.58mm 1.38mm 0.68mm

Mantis F5-B 10.48mm 0.45mm 0.11mm 0.35mm

Mantis F6 SMART 5.02mm 1.94mm 0.25mm 0.55mm

Artec Spider 0.41mm 0.12mm 1.28mm 2.01mm

FreeScan X7 1.01mm 0.10mm 0.23mm 0.12mm

HandySCAN 700 0.72mm 0.23mm 0.10mm 0.10mm

typically in the range of a few millimeters. Some results show errors in the sub-millimeter range
for close distances. However, measurement errors in the sub-millimeter range are typically only
observed for stereo systems with pattern projection [47,63,68,75]. For comparison, the achieved
results of the proposed system of the work at hand show errors below 3mm at a distance of 2m,
which is a percentage error of 0.15%.

Tab. 4.4 summarizes the result of an evaluation of handheld 3D scanners in the price range of
€2.000 to €49.000 based on VDI/VDE 2634 by Kersten et al. [180]. The evaluation of Kersten
et al. is not directly comparable to the evaluation performed in this section. Kersten et al.
use larger spheres and reference structures that are more accurately calibrated. Moreover, the
handheld scanners are evaluated at close range, and the commercial scanning systems perform
integration of multiple area scans and run denoising filters on the scans. Compared to that,
the individual underwater scans are created by rotating the scanner. While it is prudent not
to compare the values directly, it is visible that the observed errors in the evaluation of the
underwater scanner are not magnitudes higher, but at least for the close-range measurements in
the range of the errors observed by [180] for state-of-the-art handheld structured light systems
in air.

4.7 Laser Scanning of Semi-submerged Objects

In [21–23] we look at the 3D acquisition of semi-submerged structures with a triangulation-
based underwater laser scanning system. The motivation is that we want to simultaneously
capture data above and below water to create a consistent model without any gaps. In order
to reconstruct precise surface models of the object, it is necessary to model and correct for the
refraction of the laser line and camera rays at the water-air boundary.

Since the employed structured light scanner captures only 2D profiles, the scanner is moved
in lab experiments using an industrial manipulator to create a complete 3D scan of the scene.
The experimental setup is depicted in Fig. 4.39. The 6-DoF movement of the scanner system
is captured externally with a tracking system. This work assumes a planar air-water interface.
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Fig. 4.39: Prototype underwater line laser scanner mounted on an industrial manipulator for scanning
a semi-submerged scene.

From the sensor data the water surface is extracted and all 3D point measurements inside the
water body are corrected using a ray-based approach.

Correction of optical measurements through the water surface has been studied for vari-
ous applications of laser scanning and photogrammetry, e.g., airborne laser scanning of coast
lines [159, 165, 283, 331] or sunken archaeological sites [101], photogrammetric measurements of
river beds [338] or convection flow estimation in a glass vessel [205].

[235] investigated the application of light stripe projection and photogrammetric stereo on
multimedia scanning. They employ a camera-projector setup in air that measures objects in a
water tank. To correct for the refraction at the transition between air and water, the refraction
of the camera ray as well as the projector ray need to be considered. For calibration, two planes
at a known distance are placed in the water tank.

[182] apply a Microsoft Kinect RGB-D camera to capture bathymetry with the sensor placed
above the water. Although the infrared pattern projector of the Kinect suffers from high absorp-
tion in water, measurements at depths of up to 40cm were achieved. The sensor was mounted
parallel to the water surface, and the distance between the water plane and the sensor was
measured. The point clouds captured by the Kinect were then corrected based on a ray-based
refraction model.

In [227] a photogrammetric survey of a floating ship above-the-water and underwater is
described. The images are captured separately in air and water and subsequently aligned using
photogrammetric targets.

Some of the published literature also addresses inaccuracies introduced by waves, which are
very difficult to model precisely [132,251,280].
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Fig. 4.40: Reflections of the laser line projector on the water surface are exploited to estimate the water
plane. Left: Reflection of laser line. Right: Reconstructed point cloud including the water plane.

4.7.1 Refractive Correction Approach

In this work, a flat water surface is assumed, which is semi-automatically detected and estimated
using only the measurements of the scanner. As depicted in the left image of Fig. 4.40 a reflection
of the laser line on the water surface is visible. If a low threshold for the laser line extraction
of the structured light scanner is set, these reflections are extracted as laser line points and
reconstructed. The resulting point cloud is shown in the right image of Fig. 4.40. It is seen that
the water plane is visible in the 3D point cloud. The water surface is estimated by a robust fit
to the dominant plane of these measurements. The reflections are later removed to create the
final 3D scan of the scene by re-running the laser line extraction with an adjusted threshold.

To create accurate scans of the semi-submerged structures, the refraction at the air-water
interface needs to be considered. After performing 3D reconstruction based on light section and
applying the 6-DoF scanner trajectory, the resulting point cloud is split into an above-the-water
and an underwater point cloud based on the estimated water plane. Only the points that lie
below the water plane are then corrected based on a ray-based approach similar to the work
of [182]. Since, in this case, the laser ray and camera ray do not follow the same optical path,
the refraction of the camera rays and the laser rays at the water surface need to be computed.

The principles of the ray-based correction approach are depicted in Fig. 4.41. Using the 6-
DoF trajectory of the scanner and the estimated water surface, for each individual line scan of the
structured light scanner the position of the camera center C, the position of the laser projection
center L and the water plane are established in a common world coordinate system. For each
point P of the structured light scan located below the water surface, a ray-based approach is
applied to find the corrected point position P′.

First, the intersection points of the camera ray and laser ray with the water plane are com-
puted. SC is the intersection point of the line from the camera center C to the point P, which
is visualized in red in Fig. 4.41. SL is the intersection point of the line from the laser projection
center L to the point P, which is visualized in green in Fig. 4.41.

Then, at the intersection points SC and SL, the refracted camera and laser ray is computed
based on Eq. 2.11.

In principle, the corrected point P′ results from intersecting the refracted camera and laser
ray. However, it is not directly known which laser ray belongs to the observed camera ray.
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Fig. 4.41: Geometry of the ray-based correction approach. The point P is the initial reconstructed
point using light section without accounting for refraction and the point P′ is the point after refractive
correction. C is the camera and L the laser projection center. C′ and L′ are the projections of the
camera and laser center along the water plane normal on the water plane. SC and SL are the respective
intersections between the camera and laser ray with the water plane.

Therefore, for an exact solution, it is necessary to solve for the laser ray that intersects with the
camera ray and fulfills the constraint of Snell’s law.

In [22] we compute an approximate solution using the laser ray derived based on the uncor-
rected point position P. Instead of computing the intersection of the two refracted rays, the
intersection between the refracted camera ray and the refracted laser plane is computed. The
plane is constructed from the refracted laser ray and the intersection line between the laser and
water plane. This constrains the solution to lie inside this plane, which limits the error due to
the inaccurately estimated incident rays.

4.7.2 Scanning of Semi-submerged Objects

Experiments with the scanner mounted to a KUKA KR-16 industrial manipulator are performed
to validate the model. This allows to move the scanner with different repeatable angles of
incidence for the laser plane with respect to the water surface.

The setup is depicted in Fig. 4.42. Three different scenes are placed in a half-filled water
tank with an edge length of 1m. The first scanned object is a wooden Euro-pallet, as shown in
Fig. 4.39. The second scene, depicted in Fig. 4.42, is more complex and contains a dwarf figure,
a coffee pot, a plastic pipe and two chessboards. The last scene only contains a large chessboard.
The objects are placed in front of the scanner at a distance of approximately 1m.

First, the scanner is moved along a linear track with the laser projector pointing straight
down, such that the laser plane is orthogonal to the water plane. Second, multiple scans are
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Fig. 4.42: Left: Scanning a semi-submerged scene with the scanner mounted to an industrial manipu-
lator. Right: Detail view of the captured scene with a laser line projected by the scanner.

recorded with the same motion and increasing rotation of the scanner in 5° steps up to an angle
of 20°. This way, the influence of different angles of incidence of the laser projector rays is
observed. Angles larger than 20° are not considered for experimental reasons due to constraints
on the possible scanner movements without collision with the water tank.

To record the trajectory of the scanner, an external OptiTrack V120:Trio 6-DoF tracking
system is employed. Based on the scanner trajectory, measured by the tracking system, all line
scans are combined to a complete 3D scan of the entire scene.

The resulting point clouds of two different scenes are visualized in Fig. 4.43. The top scan
shows a scene with multiple objects, and in the bottom scan a semi-submerged chessboard is
captured. The point clouds are colored by height. The images on the left show the uncorrected
initial 3D reconstruction result, while the images on the right show the result after refractive
correction. The point clouds are the combined point clouds of multiple scans, each consisting
of around 800 scan lines, with varying scanner rotation between 0° and 20°. The influence of
refraction and the different angles of incidence are most clearly visible in the top left image
of Fig. 4.43. Especially the measurements of the bottom of the water tank do not line up
between the individual scans with different scanner rotations. In the corrected scan result on the
right, the point cloud measurements of the floor of the water tank are consistent. Please note
the compressed chessboard in the bottom left image to compare the uncorrected and corrected
scans.

To illustrate this more clearly, Fig. 4.44 shows cross-sections of uncorrected scans of a wooden
Euro-pallet for different scanner angles and the corrected scan. In this visualization, the points
above the water are colored in red and the points below the water surface are colored in blue.
With increasing scanner angle, the underwater points become more compressed in the vertical
direction, and the bend visible in the wooden plank becomes stronger. At an scanner angle
of 20° there is a strong deviation between the surface of the plank in the underwater and the
above-the-water scan. However, after correction, these errors are not visible anymore, and the
points of the plank surface form a straight line. This is true for all scans independent of the
scanner angle. The image in Fig. 4.44 bottom right shows a cross-section of the combined point
cloud of all corrected scans.
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Fig. 4.43: Point clouds of the initial uncorrected reconstruction on the left side and the corrected result
on the right side. The point clouds are colored by height.

To investigate this in more detail, measurements are performed using the scans of the chess-
board, which are shown in the bottom images of Fig. 4.43. In this scene, the chessboard is
positioned half below and half above the water table. Since the chessboard provides a planar
reference surface, the plane normals fitted to the underwater and above-the-water parts are
compared.

For each angle of incidence, the submerged part and the part above water are considered as
separate planes. Subsequently, the angle between the normals of these two planes is calculated.
For the uncorrected and corrected point clouds, the angular error results for the different scanner
angles are listed in Tab. 4.5. The steeper the angle of incidence, the faster the angular error
increases for the uncorrected scan.

After the correction of each scan, low angular errors are observed. For the vertical scanner
alignment the error is reduced from 5.56° to 0.19°. The remaining error for a scanner alignment
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Fig. 4.44: Cross-sections through 3D scans of a wooden pallet. Points below the water are colored in
blue and points above the water in red. Starting from the top left with the scanner vertically positioned
(0°), scans with different rotation angles of the structured light scanner are depicted. The last figure,
bottom right, shows the cross-section of the reconstruction result after applying the refractive correction
method. In the corrected scan the surface of the wooden pallet lines up well.

Scanner angle Angular error Angular error

uncorrected corrected

0° 5.56° 0.19°

5° 6.65° 0.34°

10° 8.12° 0.37°

15° 10.76° 0.35°

20° 14.53° 0.53°

Table 4.5: Angular errors between the plane normals of the chessboard above and below water for the
initial uncorrected and the corrected reconstruction result.

of 5°, 10° and 15° is similar, ranging from around 0.34° up to 0.37°. The largest remaining error of
0.53° is observed for a scanner rotation of 20°. This shows that the angular error is significantly
reduced after applying the refractive correction and supports the visual observation that the
large errors introduced due to refraction are almost completely removed.

4.8 Discussion

This chapter describes the hardware development of an underwater laser line scanning system, the
data processing and the necessary calibration approaches for 3D reconstruction. The measure-
ment quality of the proposed approach is validated in experiments in a test tank using reference
objects, and the different calibration processes are compared. In contrast to other approaches,
such as [147], the proposed calibration technique requires only observations of a calibration fix-
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ture. It does not require disassembling of the camera, e.g., to find the accurate camera model in
air, for the underwater calibration.

As a benchmark, the work at hand investigates surfaces and distance measurement errors in
a small volume using sphere targets, length measurement errors of scale bars and the flatness
error of a reference plane. Depending on the measurement distance, errors in the range of one
millimeter up to less than one centimeter in clear water conditions are observed. At a measure-
ment distance of 2m the length, shape and flatness errors are below 3mm, which is a percentage
error of 0.15%. This is comparable to the better performing approaches demonstrated in the
literature (cf. Section 4.6.9). Using a staircase pattern, the experiments find a measurement
resolution in the millimeter range, which is consistent with the predicted theoretical resolution
based on subpixel feature extraction. Besides scanning underwater structures, the 3D acquisition
of semi-submerged structures using the system is investigated. In lab experiments, an effective
approach for correcting the refraction at a planar water surface is demonstrated.
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Chapter 5

Self-calibrating Structured Light

In situ calibration of structured light scanners in underwater environments is time-consuming
and complicated. Therefore, this chapter looks at self-calibration techniques for handheld 3D
line laser scanning.

In particular, laser scanning with a fixed calibrated camera and a handheld cross-line laser
projector is investigated. The proposed system is depicted in Fig. 5.1. The left image shows
the setup for scanning in air, and the right image shows the cross-line laser projector integrated
in a watertight housing for underwater scanning. Two different laser line colors are employed
to facilitate the separation of the two laser lines in a single camera image. A green and a blue
line laser is employed since absorption in water is significantly lower for these wavelengths than,
for example, a red laser. By employing an off-the-shelf underwater camera and a waterproof
housing with high-power line lasers, an affordable 3D scanning solution is built. Experiments
demonstrate that the scanning system is applicable for above-the-water as well as underwater
scenes.

The developed approach is based on self-calibration techniques proposed by [137], which
exploit coplanarity and orthogonality constraints between multiple laser planes to recover the
depth information. It is applicable without any prior knowledge of the position and orientation
of the laser projector. To capture the full 3D geometry multiple images are necessary, such that
the whole scene in the field of view of the camera is illuminated by the lasers. The scene must
remain static during capture, and the camera needs to be fixed since the reconstruction algorithm
depends on the properties associated with a point in 3D space being illuminated from different
positions.

Similar to SfM, the scale of the 3D point cloud is not recovered using only two laser lines due
to the perspective projection of the camera. In this work, scale is typically inferred from a known
distance of the scanned object or place scale references in the scene. Moreover, scale definition
is achieved by co-registration of the scans with data captured using other sensor modalities, e.g.,
time-of-flight laser scanning.

In general, uncalibrated scanning with the projector moving without restrictions makes it
more difficult to obtain accurate scans due to noisy estimates of the laser plane parameters.
However, the accuracy of triangulation-based depth estimation is also dependent on the baseline.
Uncalibrated Structured Light has the advantage that it is not limited to a fixed distance, and
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Fig. 5.1: Uncalibrated structured light. Left: Handheld scanning with a static camera and a cross-line
laser projector. Right: Cross-line laser projector in a waterproof housing for underwater scanning.

scanning with very large baselines becomes possible. A suitable baseline, which depends on the
depth range of the scene, is chosen by simply moving closer or further away from the camera.
This allows to record details that would otherwise not appear in scans with a fixed small baseline.

The work described in this chapter was previously published in [8, 9]. The author’s contri-
butions include the development and implementation of the proposed self-calibrating structured
light approach as well as the experiments and evaluation. In [17] the developed approach was
applied for self-calibration of a camera and projector system for medical applications.

5.1 Self-calibration

Exploiting the projection of planar curves on surfaces for recovering 3D shape has been studied
for diverse applications, such as automatic calibration of structured light scanners [138], single
image 3D reconstruction [324] and shape estimation from cast shadows [57]. Here, the focus
lies on self-calibrating line laser scanning, which recovers 3D information from the projection
of planar curves. Previous work typically either employs a fixed camera and tries to estimate
the plane parameters of the laser planes or works with a setup where the camera and laser are
mounted rigidly relative to each other and automatically estimates the extrinsic parameters.

Some methods solve the online calibration problem by placing markers or known reference
planes in the scene [343, 349]. For example, [343] proposed a method for a handheld laser line
scanning system, which estimates the laser planes by placing the object in front of a corner with
two known reference planes. By intersecting the image rays with the two reference planes, the 3D
point positions of the laser projection on the reference target is reconstructed. Then, by fitting
a plane to these points, the plane parameters of the line laser are computed. This approach
became later popular as the David Laser Scanner.

The approach in [170] demonstrated calibration of a line laser scanning system where camera
and line laser are mounted fixed relative to each other without requiring a special target. Given
an initial estimate, the relative transformation parameters between the laser plane and the image
plane are refined by matching multiple profiles taken from different viewpoints.
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In contrast, Furukawa and Kawasaki proposed a self-calibration method for movable laser
planes observed by a static camera that does not require placing any specific objects in the
scene [136]. The approach exploits coplanarity constraints from intersection points and additional
metric constraints, e.g., the angle between laser planes, to perform 3D reconstruction. It was
demonstrated that 3D laser scanning is possible with a simple cross-line laser pattern. Later,
Furukawa and Kawasaki extended the approach and showed how additional unknowns, such as
the parameters of a pinhole model (without distortion), are estimated if a suitable initial guess is
provided [137]. This work follows this direction and extends the method to underwater scanning
and adds heuristics and pre-processing steps to improve the results and remove outliers.

The underlying plane parameter estimation problem leads to a linear system of coplanarity
constraints for which a direct least-squares approach does not necessarily yield a unique solu-
tion. For example, projecting all points of all planes in the same common plane fulfills the
coplanarity constraints. However, this does not describe the real scene geometry. In [113] addi-
tional constraints on the distance of the points from the best-fitting plane are incorporated in
the optimization problem to avoid unmeaningful solutions.

More recently, Nagamatsu et al. showed how coplanarity and epipolar constraints are used for
the online self-calibration of a system with multiple line lasers [233]. In this approach, camera
and line laser are fixed relative to each other, and the whole system is applied for handheld
scanning. This approach leverages Visual Simultaneous Localization and Mapping (SLAM) for
mobile scanning. Using the results from Visual SLAM, no additional geometric constraints on
the angular relationship of the individual plane are necessary.

5.2 Self-calibrating Cross Line Laser Scanning

The configuration for creating a 3D scan is visualized in Fig. 5.2. The scene is captured with a
fixed calibrated camera by moving the handheld laser projector in order to project laser crosses
in the scene from different positions. In each image of the video camera, two laser curves are
observed, which are known to have plane normals that are perpendicular to each other due to the
cross configuration of the employed laser line projector. The camera parameters are explicitly
calibrated, because this allows to acquire robust estimates of the distortion parameters, which
are especially necessary for underwater imaging and uncorrected optics.

By aggregating a sequence of images over time, many different laser curves are extracted on
the image plane. This allows us to exploit the intersections between laser curves to estimate the
laser planes.

Solving for the plane parameters is a two-step process: First, coplanarity constraints from
intersections between laser curves are exploited. Since the camera is fixed and the scene is static,
intersection points correspond to the same 3D point. By extracting many laser curves, many
more intersections than the number of laser planes are obtained. This allows to build a linear
system to solve for the plane parameters up to a scale and an offset. In the second step, the
additional DoF of the parameters are solved by considering the orthogonality constraint between
the laser planes in the cross configuration. The plane parameters are found up to a scale by
solving a non-linear optimization problem.

Finally, the 3D point positions of each laser curve are computed by intersecting the camera
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Fig. 5.2: Configuration of the cross line laser projector and a fixed calibrated camera.

rays with the laser planes. The following sections explain the individual steps and employed
models in more detail.

Fig. 5.3 shows an image of the scene captured from the perspective of the fixed camera used
for scanning, a subset of the extracted laser curves in white, the computed intersection points in
red and the reconstructed 3D point cloud. This result was created from 3 min of video recorded
at 30 fps. A total of 7,817 valid laser curves were extracted with 1,738,187 intersection points.
The 3D reconstruction was computed using a subset of 400 laser planes. The final point cloud
created from all valid laser curves has a size of 11,613,200 points. The individual steps and
employed models are explained in more detail in the following sections.

5.2.1 Cross Line Detection

To apply the method, the two laser lines need to be extracted separately from the individual
images. Since the camera is static, background subtraction is applicable to enhance the contrast
of the laser lines. First, the laser line extraction approach as described in Section 4.3 is applied.
To distinguish between the two laser lines, thresholds in the HSV color space are applied. This
is implemented using look-up tables to speed up color segmentation. Only very low thresholds
for saturation and brightness are applied for the detection of the laser line. Depending on the
object’s surface, the laser line is barely visible and appears desaturated in the image.

After performing laser line extraction, all image coordinates of the detected line points are
undistorted based on the camera model. Therefore, the distortion parameters do not have to be
considered during the 3D reconstruction step, simplifying the equations presented in the following
sections.
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Fig. 5.3: Visualization of the scene, extracted laser curves, and 3D point cloud. Top: Image of the scene
from the perspective of the fixed camera used for scanning. Bottom left: Visualization of a subset of the
extracted laser curves in white and intersection points in red. Bottom right: Colored 3D point cloud.

5.2.2 3D Reconstruction Using Light Section

If the parameters of the laser plane are known, the 3D coordinates of the detected laser points
are found by intersecting the image rays with the laser planes. A line laser can be considered
a tool to extract points on the image plane that are projections of object points that lie on the
same plane in 3D space. Here, the laser plane πi is described using the general form

πi : aiX + biY + ciZ = 1 , (5.1)

where (ai, bi, ci) are the plane parameters and X = (X,Y,Z)T is a point in world coordinates.
Using the perspective camera model described in Eq. 3.1, this is expressed as

πi : ai
x− px
fx

+ bi
y − py
fy

+ ci =
1

Z
, (5.2)

where x = (x, y)T are the image coordinates of the projection of X on the image plane, p =
(px, py)

T is the principal point and fx, fy are the respective focal lengths.
If the plane and camera parameters are known, the coordinates of a 3D object point X =

(X,Y,Z)T on the plane are computed from its projection on the image plane x = (x, y)T by
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intersecting the camera ray with the laser plane:

Z =
1

ai
x−px
fx

+ bi
y−py
fy

+ ci

X = Z
x− px
fx

Y = Z
y − py
fy

.

(5.3)

5.2.3 Self-calibration Approach

Self-calibration in this work is considered as the problem of estimating the parameters of all
observed laser planes. From the recorded sequence of images, the laser curves are extracted as
polygonal chains. The points that exist on multiple laser planes are found by intersecting the
polylines. This computation is accelerated by spatial sorting, such that only line segments that
possibly intersect are tested for intersections. Moreover, the polylines are simplified to reduce
the number of line segments. However, this needs to be done with a very low threshold (less
than half a pixel) in order not to degrade the accuracy of the extracted intersection positions.

The plane parameters are estimated in a two-step process based on the approach described
in [137]. First, by solving a linear system of coplanarity constraints the laser planes are recon-
structed up to 4-DoF indeterminacy. Second, further indeterminacies are recovered from the
orthogonality constraints between laser planes in the cross-configuration in a non-linear opti-
mization.

First, using Eq. 5.2, the coplanarity constraint between two laser planes πi and πj are ex-
pressed in the perspective system of the camera for an intersection point xij = (xij , yij)

T as

1

Zi(xij , yij)
− 1

Zj(xij, yij)
=

(ai − aj)
xij − px

fx
+ (bi − bj)

yij − py
fy

+ (ci − cj) = 0 .
(5.4)

These linear equations are combined in a homogeneous linear system:

Av = 0 , (5.5)

where v = (a1, b1, c1, . . . , aN , bN , cN )T is the combined vector of the planes’ parameters and A

is a matrix whose rows contain ±(xij − px)fx
−1, ±(yij − py)fy

−1 and ±1 at the appropriate
columns to form the linear equations of Eq. 5.4.

This problem has a trivial solution for v, which is the zero vector. Therefore, the system
is solved under the constraint ‖v‖ = 1 using SVD. If the system is solvable and it is not a
degenerate condition, the perspective solution of the plane parameters (ap, bp, cp) are obtained
with 4-DoF indeterminacy. The solution is represented by an arbitrary offset o and an arbitrary
scale s:

(a, b, c) = s(ap, bp, cp) + o . (5.6)

A degenerate condition is caused, for example, by planes with only collinear intersection points.
For example, consider the intersection points one, two and three (visualized by circles) in Fig. 5.4
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Fig. 5.4: Collinear intersections between laser curves.

that lie on the dashed curve. These intersections are collinear on the image plane, which means
that they lie in the same plane in 3D space. In this case, the parameters of the dashed line
cannot be recovered even if all other planes are determined. Therefore, it is necessary to remove
these curves before trying to solve the linear system.

The described problem does not only occur with single laser curves but also with groups of
curves. For example, consider the solid lines in Fig. 5.4 as one group and the dashed and dotted
lines as a second group. These two groups are only tied together by the intersection points
four, five and six, which are collinear. In this case, the group of dashed and dotted planes has
indeterminacies even if all solid planes are determined.

The second step is finding all plane parameters up to scale by minimizing a non-linear opti-
mization problem. With the cross-line laser configuration, an additional orthogonality constraints
is obtained between each of the two cross laser planes which is used to recover the offset vec-
tor. The offset is computed, such that the error of the orthogonality constraints is minimized.
The offset vector ô that minimizes the sum of the inner product between planes in the set
C = {(i, j)|(πi ⊥ πj)} of orthogonal laser planes is found by:

ô = argmin
o

∑

(i,j)∈C

n(ai, bi, ci,o)
Tn(aj , bj , cj ,o) , (5.7)

where n is the normal of the plane computed from the plane parameters and offset vector. The
scale cannot be recovered with only two laser planes and needs to be estimated from other
measurements, such as a known distance in the scene.

Only a subset of the laser planes is used to solve for the plane parameters. The other planes
are then reconstructed by fitting a plane to the intersection points with planes of the already
solved subset of laser planes. Although it is possible to perform 3D reconstruction with fewer
planes, empirically it is found that 100 - 200 planes are necessary to compute a robust solution.
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Fig. 5.5: Reflections of the laser line due to glossy surfaces and resulting distorted point cloud recon-
struction.

5.2.4 Computing Robust Laser Plane Estimates

In order to choose a solvable subset of planes, all planes that have only collinear intersection
points are removed, which is tested using principal component analysis (PCA). Moreover, a
heuristics is applied to select planes that have distinct orientations and positions in the image.
To do this, planes are picked in a way that they are spread apart in time. Consecutive image
frames are very similar if the projector is moved slowly. Additionally, planes that have more
than one intersection with each other are rejected. There are situations where it is valid that two
planes have multiple intersections. In practice, this mostly happens for almost identical planes
or due to erroneous or noisy intersection detections.

Problematic for the self-calibration are incorrect intersection constraints. This problem occurs
quite often when scanning glossy surfaces. Depending on the incidence angle of the laser light,
reflections are visible as depicted in the left image in Fig. 5.5. It is not always possible to reduce
this effect by discarding detected laser lines with low brightness because this also discards lines
on darker surfaces. This means that additional line segments are detected that form erroneous
intersection with other laser curves. This significantly distorts the 3D reconstruction, as shown
in the right image in Fig. 5.5.

This problem is addressed by explicitly detecting these outliers among the intersections and
labeling them as invalid. To do this the intersection point in 3D space is computed using the
plane parameters of both of the intersecting planes. Since the plane parameters are noisy, there
is an error between the two computed point positions. For each laser curve, all intersections are
labeled as invalid based on a threshold if they have a higher error than the median error of all
intersections of that particular curve. Then, the self-calibration is recomputed without taking
these invalid intersection constraints into account.

Moreover, the line points associated with the reflection are not reconstructed correctly because
they do not lie in the original laser plane. These reflections are typically detected as distinct
line segments by the laser line extraction algorithm. Removing line segments with only invalid
intersection points is an effective technique for removing these erroneous points from the final
point cloud result. This is visualized in Fig. 5.6. The top left image shows the input image, and
the top right image shows the detected laser curves. In the bottom left image, all intersections
with other laser curves are highlighted in green. The bottom right image shows the intersections
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Fig. 5.6: Filtering of line segments based on reconstruction error. Top left: Input image. Top right:
Detected laser curves. Bottom left: Intersections with other laser planes depicted in green. Bottom right:
Intersections colored by reconstruction error. Bright red means high error.

with high errors in bright red. In this plot, the intersections are colored by the reconstruction
error from black (low error) to red (high error).

It is generally difficult to verify that a valid 3D reconstruction is found. It cannot be discerned
if the solution is good or bad by only looking at the residuals of Eq. 5.5 and Eq. 5.7 since the
approach optimizes for these values, and they are expected to be small. Therefore, the errors of
the planes that are not take into account in the plane parameter optimization step are considered.
Specifically, the root-mean-square angular error for all orthogonal laser planes is computed.

A disadvantage of the presented method compared to other structured light approaches, e.g.,
gray code projector based systems, is that a high number of images is necessary since only two
lines are reconstructed from a single image. However, in order to achieve real-time reconstruction,
it is only feasible to compute self-calibration for a subset of the detected laser lines in the images.
Moreover, not all laser lines are estimated directly using the proposed method, such as curves
with collinear intersections. All other planes are only determined by the intersection points with
the subset of solved laser planes.

5.3 Experiments

The proposed approach is demonstrated on different data sets acquired in air or water. For
the experiments in air, a consumer camera Sony a6000 with an APS-C sized sensor was used
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Fig. 5.7: Cross line laser projector in wooden frame employed for the experiments.

in video mode. The scenes were captured with a wide-angle lens with a focal length of 16mm.
The underwater scans are captured using a GoPro action camera. Video at 30 fps in Full-HD
resolution (1920 × 1080 pixels) is recorded. A high shutter speed is beneficial since the laser is
moved by hand. An exposure time in the range of 1ms to 10ms was used in the experiments in
order to reduce motion blur.

The cross-line projector is built from a 450 nm and 520 nm line lasers with a fan angle of 90°
and an adjustable output power of up to 40mW. Note that the fan angle is reduced in water to
approximately 64°. The lasers were mounted in a custom-built frame constructed from laser-cut
wood as depicted in Fig. 5.7. It is also possible to use DOE to project a cross with a single
laser. However, line lasers typically emit a significantly thinner line, which improves accuracy,
and using two lasers with different colors simplifies the separation of the two laser curves in the
image. The laser focus is set such that the line is as thin as possible over the whole depth range
of the scene.

5.3.1 Comparison with Explicit Plane Parameter Estimation

In order to verify the plane parameter estimation, the proposed approach is compared with an
explicit online calibration of the laser plane parameters using known reference planes in the
scene. The setup is inspired by the David Laser Scanner [343], which is depicted in Fig. 5.8.
This approach exploits a known background geometry. Two reference planes with a known angle
are placed behind the scan object. These background planes are calibrated with respect to the
camera. Then, the object is scanned with a handheld line laser.

If the image pixels that belong to projections of the laser line on the background are detected,
these points are reconstructed by computing the intersections of the camera rays with the planes.
These points are extracted from the image using the assumption that they belong to linear
segments of the extracted laser line. These segments are found either by application of the
RANSAC algorithm or a Hough line transform. If points on both planes are found, the laser plane
is computed by fitting a plane. The scan object is finally reconstructed using the intersection of
the camera projection rays and the online estimated laser plane.

Similar to this approach in this work, three planes are placed around the object as shown
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Fig. 5.8: Laser triangulation of the David Laser Scanner. Image adopted from [343].

in the top image of Fig. 5.9. The third plane is necessary, such that vertical laser lines are
determined. The plane equations of the three reference planes are estimated from multiple
images of chessboard patterns placed on the plane surfaces. The laser points that lie on the
reference plane are found using manually created mask images. If the laser line is visible on two
of the calibrated planes with a sufficient amount of points, the plane parameters are extracted
by fitting a plane to the laser line points.

The same extracted line points and camera parameters are used as an input for both methods.
Moreover, the reference solution using online calibration is also degraded by any inaccuracies of
the performed camera calibration. Therefore, both methods are affected by the same input data
errors. The only difference is the plane parameter estimation. For comparison purposes, the
following two error metrics are employed: Firstly, the angular error between the estimated plane
normal vector nest using the proposed self-calibration technique and the reference plane normal
vector nref estimated using the known reference planes is computed by

eangular = arccos(nT
estnref) . (5.8)

Secondly, the error of the distances of the planes from the origin is computed:

edist = |dest − dref | , (5.9)

where dest is the distance of the estimated plane from the origin and dref is the distance of the
reference plane from the origin. In this experiment, the origin was chosen as the projection center
of the camera.

The RMSE is reported for a total of 890 extracted laser curves. The RMS of the angular
error between the plane normals is 2.70° (mean error 0.34°) and the RMSE of the distances of
the planes from the origin is 8.29mm (mean error 1.59mm).

The reconstruction result of the proposed method, see bottom left images of Fig. 5.9, compares
very well to the result using the explicit online calibration result, see bottom right images of
Fig. 5.9. However, the scans created by the proposed method are visibly more noisy.
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Experimental setup.

Proposed method. Reference.

Fig. 5.9: Setup for comparison with explicit plane parameter estimation. Top: Object with three known
reference planes in the background. Bottom left: Top and detail view of the 3D reconstruction using the
proposed method. Bottom right: Top and detail view of the 3D reconstruction based on the calibrated
reference planes.

5.3.2 Measurement Results

Fig. 5.10 shows examples of the achievable results. On the left, a subset of the extracted laser lines
is depicted. On the right, the final reconstructed point cloud is shown with RGB color mapped
to the points. The top scene showing the table tennis balls and Lego bricks was reconstructed
from 4 minutes of video with 9,065 valid laser planes detected. The final point cloud created
from all valid laser curves has a size of 5,522,983 points. The bottom scene showing the hand was
reconstructed from 3.5 minutes of video with 7,817 valid laser planes detected. The final point
cloud created from all valid laser curves has a size of 11,613,200 points. For both examples, the
self-calibration was computed using a subset of 400 laser curves.

An example of an underwater scan created using the presented method is depicted in Fig. 5.11.
The left image shows the pipe structure scene in a water tank. The right image shows the 3D
reconstruction result. In this case, the point cloud is colored using the automatic white balance
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Fig. 5.10: Examples of the reconstruction result. Left: Subset of the extracted laser lines in the image.
Right: Colored reconstructed point cloud.

of the GoPro camera. Therefore, in the underwater scan the color reproduction is not accurate.
In this experiment, the projector was approximately 0.5m to 1m away from the camera.

The method applies with some restrictions also to larger outdoor scenes. Scans of a chapel
and a comparison with LIDAR data created from multiple scans using a Riegl VZ-400 terrestrial
laser scanner are depicted in Fig. 5.12. The scan in the top left image of Fig. 5.12 was captured
at night to achieve high contrast of the laser lines. Flash photography was used to capture the
color information. Measured surfaces in the scene are up to 20m away from the camera. Hence,
the cross-line laser projector is moved further away from the camera to scan with baselines
in the range of 2m to 3m. In the top right image of Fig. 5.12, two scans created using the
presented approach are visualized in pink and turquoise. The data was registered with the
LIDAR reference data, colored in yellow, using the ICP algorithm. In this case, scale definition
of the self-calibrating approach was achieved by registering the scan with scale adjustment.

The bottom left image of Fig. 5.12 shows the point cloud created using the proposed method
colored with the point-to-point distance from the point cloud acquired using the terrestrial laser
scanner. The reference data was acquired multiple months before scanning the chapel with the
cross-line laser system. Therefore, note that the points of the tree in the right part of the image
do not match the LIDAR data because the vegetation has changed in the time that passed
between the scans. The error histogram is depicted in the bottom right image of Fig. 5.12. 78%
of the points in the two scans created using the proposed method differ less than 10 cm from the
scans captured using the Riegl VZ-400.
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Fig. 5.11: Example of the proposed method on underwater data. Left: Test scene with pipe structures.
Right: 3D point cloud created using the proposed method.
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Fig. 5.12: Scans of a chapel and comparison with LIDAR data captured using a Riegl VZ-400. Top left:
Three views of a scan created using the proposed method. Top right: LIDAR data in yellow and two
scans using the proposed method in pink and turquoise. Bottom left: Visualization of the result using
the proposed method colored with the distance from the reference point cloud. Bottom right: Histogram
of the point-to-point errors.
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5.4 Discussion

This chapter demonstrates how self-calibration techniques for line laser scanning, first introduced
in [136, 137] are extended to apply to underwater imaging. The proposed approach is low-cost
because the system only requires a single consumer video camera and two line laser projectors.

The detection accuracy of the intersection points strongly influences the self-calibration re-
sult. The solution is improved by explicitly detecting and removing outliers. This work provides
the implementation details to recover robust 3D estimates. Moreover, it shows how the geomet-
ric constraints employed in the self-calibration process are used to remove noisy or erroneous
detections due to reflections. In experiments, it was demonstrated that good quality scans are
achieved, and a similar performance to 3D line laser scanning using online calibration based on
known reference planes in the scene is possible.

After an initial solution on a subset of planes is found, an approach to improve the geomet-
ric accuracy and consistency is to optimize all plane parameters based on the initial solution.
However, this introduces additional noise due to varying localization accuracy of line segments
and intersection points, which requires appropriate weighting of the individual observations. The
choice of the optimal weighting function is unclear, requiring further investigation.

Choosing good parameters for the reconstruction step is challenging because the scale of the
scene is unknown. Scaling the parameters, e.g., by the depth range of the reconstructed point
cloud, is not always possible. Therefore, automatically determining good parameters remains to
be investigated in future work.
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Chapter 6

Underwater Mobile Mapping

Optical underwater scanners feature a limited measurement volume. Absorption in water and
turbidity, usually limit the measuring range to a few meters. Therefore, to capture large objects
or areas in the water, we need to move the scanner, e.g., by mounting the sensor to a ROV or
surface vessel. Mobile mapping is the process of collecting spatial data from a mobile platform.
For inspection tasks, scanning from a mobile vehicle is interesting to analyze elongated objects,
such as pipelines or cables. However, fast movements cause distortion of the point clouds acquired
using multi-shot structured light techniques. Hence, even for accurate single scans, motion
compensation is necessary.

Mobile mapping with underwater laser scanners is typically achieved by using the navigation
data of the vehicle. For example, GNSS data of a ship [193] or a combination of acoustic
underwater positioning system information, DVL and inertial navigation [213] is used to measure
the vehicle trajectory. Furthermore, SfM algorithms are applied to create a trajectory estimate
of the scanning system [81,112]. With more recently developed underwater laser scanners with a
high update rate and larger field of view, it is possible to incrementally register the point clouds
using the ICP algorithm. For example, Palomer et al. use a laser scanner for mapping from an
AUV. They find an initial coarse alignment using point features and refine the solution using
ICP [255]. In [233,234] an underwater laser scanning system using Visual SLAM is described.

This chapter describes the application of the underwater laser scanning system described in
Chapter 4 for mobile 3D data acquisition from a floating platform. A GNSS based localization
system is employed for trajectory estimation. The system consists of an under- and an above-
the-water part and enables to scan the ground surface in shallow waters from a floating platform.
Above water, two GNSS antennas with a baseline of 1 meter are used to calculate the Real-Time
Kinematic (RTK)-position and the heading angle. The full 6-DoF position is estimated by fusing
the GNSS navigation data with IMU measurements. The 3D data is captured in water using a
structured light scanner consisting of a low-light underwater camera and a green cross-line laser
projector.

Moreover, this chapter presents the development of an optical underwater scanning system
for mobile mapping. The system realizes motion estimation and the fusion of the individual scans
into one globally consistent 3D model. This is achieved through motion compensation based on
visual odometry and scan matching. This work was carried out in the UWSensor project with
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Fig. 6.1: Underwater scanning system mounted to a floating platform for evaluation in a water tank.

the goal to apply the system for offshore inspection tasks.
The application of the proposed underwater laser scanning for mobile mapping described

in Section 6.1 was previously published in [10–13]. The contributions of the author include
the development and implementation of the approaches for trajectory estimation, calibration
and mapping and the experiments. Moreover, the contributions are the hardware and software
design and the construction of the overall underwater laser scanning system.

The development of the novel optical underwater 3D scanner for mobile mapping described in
Section 6.2 is joint work with the UWSensor project partners. The work was previously published
in [6,7,15,16]. The contributions of the author encompass the camera-IMU calibration, VIO for
real-time motion compensation, post-processing and registration of the underwater scans and
experiments. On the hardware side, the contributions are the electronics and mechanical design
of the triggered high-power LED lights, IMU unit and calibration fixtures.

6.1 Mobile Underwater Laser Scanning

This section presents first results on applying the underwater structured light laser scanner
described in Chapter 4 for mobile scanning in the water. The scanning system mounted to a
floating platform, which is depicted in Fig. 6.1. For the experiments, the platform is moved
manually to acquire 3D data in a test tank.

The system consists of an above-the-water and an underwater component. Above-the-water
a GNSS RTK positioning system is used to derive position data of the scanning system. Below
the water surface, a custom-built underwater laser scanner is used for 3D data acquisition. The
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Fig. 6.2: Camera and laser projector assembly of the underwater scanner for mobile mapping.

structured light scanner is placed in the water pointing downwards. The 6-DoF trajectory is
estimated by fusing satellite navigation data with a MEMS-based IMU. Both components are
mounted rigidly to the same aluminum profile in order to keep the relative orientation between
the trajectory estimation system and the scanner constant during scanning. Since the system
uses GNSS for trajectory estimation, it is only applicable for mapping in shallow water up to
approximately 5m water depth depending on the turbidity.

6.1.1 Underwater Laser Scanning System

The data presented in this work was captured with a self-built structured light underwater laser
scanning system. For the mobile mapping application, a second system, seen in Fig. 6.2, was
set up with modifications compared to the underwater scanner described in Section 4.1. The
color camera was replaced by a monochrome camera with a frame rate of 163Hz and otherwise
similar specifications. The industrial camera is a FLIR Grasshopper3 GS3-U3-23S6M-C with a
Sony IMX174 sensor with a resolution of 1920 × 1200 pixels and a sensor format of 1/1.2”.

When scanning in shallow water, the ambient light of the sun is still strong and interferes
with the line pattern projection. Moreover, the high light absorption especially in turbid water
conditions further degrades the image. Therefore, a green bandpass filter, seen in the left part
of Fig. 6.2, was installed in front of the camera to block some of the ambient illumination. The
laser projection needs to be bright enough, such that a sufficient contrast of the green laser
line against the background is achieved. The employed high-power lasers and a high-sensitivity
camera with a large dynamic range mitigate these problems to some degree.

Fig. 6.3 shows different scan patterns: single laser line, two parallel lines and cross-line
configuration. Compared to a single laser line configuration, scanning using multiple laser lines
has the advantage that an internal overlap between the created point clouds of the individual
line projection is achieved. A single line usually only has overlap between the point clouds
of individual laps of the vehicle that is carrying the scanner. Additionally, with a cross-line
configuration, a large swath is also scanned for across-track movement. This enables scanning
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Fig. 6.3: Overlap of scan patterns for different laser line configurations. Left: single line, middle: two
parallel lines, right: cross line. The arrow visualizes the direction of movement.

along a trajectory that is perpendicular to the direction of movement visualized by the arrow in
Fig. 6.3. Therefore, a cross-line laser pattern is selected for the proposed system because this
enables scanning with less restricted movement. Only the distance between the scanner and the
object has to be kept in a specific range because of field-of-view and focus restrictions.

The two laser planes are projected at an angle of 45 deg with respect to the vertical camera
axis. This way, both projected laser lines have similar baselines. However, the resulting baseline
is reduced compared to the distance between the camera and laser projection centers.

6.1.2 Satellite and Inertial Navigation System

The employed satellite navigation system is based on the cost-efficient u-blox ZED-F9P receivers
with multiband GNSS patch antennas. The receivers are able to concurrently receive GPS,
GLONASS, Galileo and BeiDou satellite navigation data. Two antennas are employed to measure
the heading of the vehicle. In addition, an Xsens MTi-300 MEMS-based Inertial Navigation
System (INS) is integrated for measuring the system’s orientation. The INS has a measurement
rate of 100Hz.

The GNSS antennas and IMU are mounted on the same aluminum profile, such that the rel-
ative orientations are rigid and do not change during the transport of the system. The hardware
setup is shown in Fig. 6.4. Additionally, a radio transceiver is mounted on the aluminum bar
for receiving real-time correction data from the GNSS base station. This comprises the surface
component of the scanning system.

A RTK base station is set up, which sends correction data to the GNSS receivers via a
long-range radio link. This way, real-time RTK positioning and heading data is computed.

For real-time processing, the integrated RTK solution of the u-blox receivers is employed,
which provides update rates of up to 10Hz. Post-processing is done with RTKLIB [313], which
computes the positioning solution with the full 20Hz update rate of the receivers. With this
setup, centimeter precise positioning is achieved depending on the circumstances of the data
acquisition, such as occlusion of satellite or multi-path effects. For trajectory estimation, the
position and heading data from satellite navigation is fused with the filtered orientation computed
based on the INS data to create a full 6-DoF trajectory.

For reference measurements, gray ball markers are attached to the system and the 6-DoF
trajectory is measured using an optical tracking system. Fig. 6.5 shows a trajectory measured
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Fig. 6.4: Satellite navigation system with two multiband GNSS antennas and IMU. The correction data
from the RTK base station is received via a long-range radio transceiver.
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Fig. 6.5: Validation of the estimated GNSS trajectory by comparison with a reference trajectory acquired
using an optical tracking system. Left: Plot of the trajectories. Right: Histogram of the 3D position
error between the two trajectories.

using the proposed GNSS RTK system compared to a measurement using an optical tracking
system as well as the error histogram. The depicted trajectory has a length of 14m. The RMSE
of the 3D position error between the RTK trajectory and the reference trajectory is 2.2 cm.

An important point is the co-calibration between the scanner and the coordinate frame of
the GNSS trajectory. First, an initial estimate is found by manual measurements of the antenna
positions and the CAD model. Then, a calibration structure is placed in the water, and the sensor
system is moved linearly and rotated above the structure. Based on the calibration structure,
a camera trajectory is estimated. This trajectory is recorded synchronously with the estimated
GNSS-IMU trajectory. The extrinsic parameters are optimized based on an alignment of the
camera and satellite navigation trajectory using the approach described in Section 4.4.2.
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Fig. 6.6: Mobile data acquisition experiments conducted in the towing tank of the chair of fluid dynamics
at the University of Rostock. Left: Towing tank at the chair of fluid dynamics in Rostock, Right:
Underwater laser scanner deployed in the tank.

6.1.3 Experiments in a Towing Tank

Initial tests for mobile data acquisition with the underwater laser scanner were carried out in
the towing tank at the chair of fluid dynamics at the University of Rostock. The towing carriage
and tank is depicted in the left image of Fig. 6.6. The water tank is 5m wide and provides a
depth of up to 3m. The scanner was deployed at about 2.5m water depth using a vertical bar,
which is shown in the right image of Fig. 6.6.

Mobile scans are acquired by moving the scanner in the water using the towing carriage. For
this experiment, the scanner is moved with constant velocity at a slow speed of 0.1 m

s through
the water. It is assumed that the trajectory is approximately linear. However, the angular
parameters of the relative pose of the scanner with respect to the towing carriage need to be
estimated from the data.

The result for a trajectory with a length of 8m is shown in Fig. 6.7. The red line visualizes
the trajectory of the scanner. The top images show two renderings of the point cloud colored by
intensities, while the bottom images are colored by height.

6.1.4 Mobile Mapping Results

For testing, the scanning system is deployed in a water test tank built from a container with
40m3 of water. For mobile scanning experiments, the scanner was mounted to a raft, which is
seen in the left image of Fig. 6.8. The floating platform was manually moved above the scan
objects. A result of the point cloud created by projecting the individual scans into 3D space
along the estimated trajectory from GNSS-INS is shown in the right image of Fig. 6.8. The scan
was created of the scene depicted in the middle image of Fig. 6.8.

The conditions in the test tank are not ideal since the lid of the container occludes part of the
sky, which is visible in the left image of Fig. 6.8. This means that the measurement results of the
GNSS antenna close to the lid are degraded. Nevertheless, 3D scans were captured successfully.

In the tank a test object with a size of 2m × 2m × 1m is placed. The test artifact is
constructed from aluminum profiles and polypropylene pipes. A picture of this artifact is depicted
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Fig. 6.7: Underwater scan created by moving the scanner in the water along a linear trajectory (red
line). Top: Point cloud and detail view colored with intensities. Bottom: Point clouds colored by height.

in left image of Fig. 6.9. An example of the captured point cloud from the floating platform of the
pipe object is shown in the right image of Fig. 6.9. While the structure of the scanned objects is
visible, the created point clouds still exhibit coarse errors in the centimeter range. This requires
future work to improve the estimated scanner trajectory as well as optimizing the misalignment
errors of the system.

Fig. 6.10 shows the point cloud of a calibration fixture scanned in the water tank. The left
image depicts the result using satellite navigation. The right image shows the point cloud using
pose estimation of the scanner using the optical markers on the structure. While the GNSS
results show coarse errors in the centimeter range, the point cloud based on marker tracking is

Fig. 6.8: Experimental setup and mobile scan result. Left: Underwater scanning system mounted on a
floating platform. Middle: Picture of the scene. Right: Resulting point cloud colored by height.
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Fig. 6.9: Example of the captured point cloud from the floating platform using the GNSS-INS trajectory.
Left: Pipe artifact in the water tank. Right: Point cloud of the pipe structure colored by height.

Fig. 6.10: Comparison of satellite navigation trajectory and pose estimation based on visual markers.
Left: Point cloud of a calibration target colored by intensity based on GNSS-INS trajectory. Right: Point
cloud colored by intensity based on pose estimation using the markers on the target object.

significantly more accurate. This suggests that trajectory estimation based on visual odometry
improves the results, which is the direction pursued in the next section.

6.2 Mobile Mapping with an Optical Underwater Sensor System

In the UWSensor project, a novel optical 3D underwater sensor based on fringe projection was
developed [15]. A stereo camera and a GOBO projector for 3D measurement, a color camera
and an IMU are integrated into the underwater housings of the sensor. The sensor system
enables dense 3D acquisition in a measurement volume of approximately 1m × 1m × 1m,
as well as simultaneous acquisition of color data. The pattern projection is adapted to the
underwater context using high power blue LEDs. The advantages of the sensor system are a very
high measurement accuracy and a high scan rate. Special attention is paid to the calibration
procedures for the underwater stereo scanner, which takes the refraction at the media transitions
into account and applies additional refinement procedures. This leads to very low systematic
errors. The dense surface acquisition with simultaneous high update rate enables continuous
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Fig. 6.11: UWSensor mounted in the manipulator of a light Work-Class ROV.

registration of individual scans. This enables the use for mobile mapping and 3D acquisition
with an underwater vehicle. Fig. 6.11 shows the sensor mounted in the manipulator of a light
Work-Class ROV during preparations of offshore field tests.

The system realizes a motion estimation as well as a fusion of the single scans into a globally
consistent 3D model. Here, visual odometry is initially used in combination with a fiber optic
gyroscope to estimate the sensor’s motion. The resulting low-latency derived pose estimates
are provided to the 3D reconstruction process to realize an online motion compensation of the
3D scans. A multi-stage registration strategy is then applied to further refine the trajectory
estimation and create consistent 3D maps.

6.2.1 Underwater 3D Sensor

The underwater sensor uses a multi-image 3D reconstruction method based on active stereo with
pattern projection. A GOBO projector with a high power LED is used as the projector’s light
source. The sensor is shown in Fig. 6.12 during calibration in a water tank. In the outer two
housings, the stereo cameras for 3D measurement are integrated. In the middle, there are two
housings: one for the GOBO-projector and the control unit of the sensor. A second housing
contains an additional color camera and an IMU with a fiber optic gyroscope. In addition, two
LED strobes for illuminating the color images are also mounted on the sensor system.

The control unit triggers cameras, projector and LED strobe lights in such a way that a
measurement series of stereo images with pattern projection and color images with LED flash
illumination are recorded in a configurable, alternating trigger scheme. The sensor system delivers
3D point clouds with a scan rate of up to 60Hz. A single scan contains approximately one million
points. At a measuring distance of 2m, this results in a measuring volume of approximately 1m
× 1m × 1m. Synchronously to the point clouds, color images with 7 megapixels are recorded
with a frame rate of 25Hz. The color camera has a larger field of view than the stereo cameras.
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Fig. 6.12: Underwater 3D sensor system.

At a measuring distance of 2m an area of approximately 3m × 3m is recorded. The IMU sensor
data stream is acquired and recorded in parallel.

6.2.2 Mobile Data Acquisition

Due to the high scan rate and the dense surface reconstruction, the underwater 3D sensor is very
well suited for mobile mapping. In contrast to line laser scanners, which only record individual 2D
profiles, it is possible to register individual scans with each other directly. However, the limited
measurement field poses the challenge that sometimes there is insufficient structure for precise
registration of single scans. Therefore, a multi-stage continuous-time registration is performed.

The 3D reconstruction by active pattern projection [157] that is employed uses temporal
correlation over a sequence of gray-scale images to accurately determine the correspondences
between the left and right measurement cameras. This multi-shot structured light technique
is typically computed on a set of 10 - 15 images. The mathematical model assumes that each
pixel of this gray-scale image stack maps to the same object point. This static measurement
configuration is violated in the planned mobile scanning approach using a ROV. The turbidity
and light absorption in water require longer integration times for the cameras. Hence, high-speed
projection and acquisition to allow for quasi-static scans is not applicable in challenging under-
water conditions. This causes, if not compensated, measurement artifacts at higher measurement
speeds. Fig. 6.13 shows an underwater 3D scan acquired at a speed of ca. 0.7 m

s if the motion is
not considered. In this example, the spheres of the test target are not fully reconstructed. There-
fore, a low-latency sensor pose estimation is necessary to compensate for the motion within a
measurement sequence.

6.2.3 Calibration

The stereo calibration of the sensor is performed using a circle pattern [65]. Here, additional
ArUco markers are used to give each circle mark a unique ID. The calibration plates are built
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Spheres not fully reconstructed

Fig. 6.13: 3D point cloud with scan artifacts due to fast sensor motion. The spheres are not fully
reconstructed. Left: Color image acquired by the sensor. Right: Reconstructed 3D point cloud without
motion compensation colored by height.

from direct printing on float glass and installed in aluminum frames as a mechanical protection.
For calibration, BINGO is used as the bundle block adjustment software [188].

The setup for calibration is shown in Fig. 6.14. The calibration of the alignment between
the IMU and the color camera is performed in air. The calibration of the cameras and stereo
calibration is performed in water. The external orientation of the color camera relative to the
measurement cameras is determined in the stereo calibration process.

The IMU unit is installed in an underwater housing together with the color camera. Hence,
it is assumed that the color camera and IMU are rigidly mounted with respect to each other. In
order to relate the IMU measurements to the observations of the cameras and the 3D measure-
ments, the extrinsic orientation of the sensors must be determined. To do this, the rotation and
translation between the color camera and IMU is calibrated. The translation and rotation be-
tween the color camera and IMU is determined via an optimization between IMU measurements
and the camera trajectory. For this purpose, the intrinsically calibrated color camera is moved
in front of a known static structure with optical marks. This allows the trajectory of the color
camera to be determined with all six degrees of freedom.

From the trajectory, the expected IMU measurements are determined. The linear displace-
ment and rotation of the IMU relative to the color camera are then determined, such that the
actual measurements deviate as little as possible from the angular velocities and accelerations
predicted from the camera trajectory. The method used is based on the work presented in [135]
and was adapted accordingly to the system parameters and camera model of the underwater
sensor.

6.2.4 Visual Odometry

For the visual approach, sufficient visibility in the water and adequate illumination are required.
Since there is little ambient light from the sun at depth, LED strobes are employed. In addition,
the sensor must be in an environment that contains sufficient optical features for tracking. For
computing visual odometry, feature detection is applied to analyze the camera images. Features
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Fig. 6.14: Calibration of the sensor system in air and in water.

are local, distinct and recognizable points in the image. The visual approach here is based
on [263, 264] and uses the Harris feature detector (also known as the Shi-Tomasi method) to
extract the features from the image automatically. Fig. 6.15 depicts an example of the successfully
tracked feature points overlayed in red on the image stream of the sensor.

At the beginning of the acquisition process, the pose estimation must be initialized. This
means that the method cannot be used directly from a standstill. The sensor must first be moved
to create enough parallax to allow a SfM reconstruction of the feature points without scale. This
result is then scaled by an adjustment using the integrated IMU data. Once this initialization
process is complete, the actual measurement acquisition begins.

The time offset between the camera and the IMU data stream is determined online. The
relative motion is then determined by adjustment of the visual and IMU measurements in a sliding
window approach. Optimization is performed locally using a continuous group of keyframes.
Keyframes are selected based on a threshold on the mean parallax of each feature point. Note
that no relocalization or loop closure based on visual features is used in this step. The goal is
to obtain a continuous trajectory without jumps. Visual odometry is primarily used for local
motion compensation. Any drift due to residual error is later compensated in the 3D registration
process.

6.2.5 Registration of the 3D Data

The registration pipeline is depicted in Fig. 6.16. It is based on the processing pipeline developed
in [192] and the algorithms described in [116] and [54].

Using the initial estimation of the movement trajectory by visual-inertial odometry, a regis-
tration strategy with multiple steps is used for further refinement of the trajectory. In preparation
of the registration, the 3D data is filtered to reduce the size of the 3D point cloud and achieve
an equalized spatial distribution of the scan points. In this step, a range filter and an Octree
based sub-sampling are applied. In the experiments, a voxel size of 1 cm is used for the point
reduction. Then, every 3D point cloud is registered sequentially against its predecessors using
the ICP algorithm with the goal of local optimization of the trajectory and improvement of the
resulting 3D map.
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Fig. 6.15: Example of tracked feature points while scanning a pipe in the water.

For this, a metascan created from a sliding window of registered preceding scans is used to
provide more structure during ICP registration. A metscan size that corresponds to the number
of scans captured in the previous 3 s is selected. The search radius is set quite small (only a
few centimeters) depending on the velocity of the sensor to reduce the risk of rough registration
errors because of the limited field of vision and the expected weak geometric structure of the
scene.

Since the remaining residual errors accumulate and the existing drift of visual-inertial odom-
etry is not completely eliminated, a second registration with a continuous-time ICP method is
performed in the next step. The basic idea is that the trajectory error in temporal proximity of
a considered pose is negligible. The trajectory is then split into subsections, and several succes-
sive 3D scans are combined to form a submap. After that, the partial maps are again registered
against their predecessors. The change in pose of a reference scan is then distributed to the poses
between two reference scans to maintain the continuity of the trajectory. For small trajectory
changes, a linear distribution (translation) or Spherical Linear Interpolation (SLERP) (rotation)
is sufficient.

To correct the accumulated drift over longer trajectory sections, loops are detected and
closed [305]. For this purpose, the poses of the aggregated submaps are optimized, and the
changes are subsequently distributed to the individual poses analogously. Post-processing of the
data to create the final 3D point cloud is performed with continuous-time SLAM [116]. In this
step, the subsections of the trajectory are created in a way that they partially share scans with
the previous and next submap in order to ensure sufficient overlap for registration.

The resulting map is provided for live visualization during the measurement process. This is
done by aggregating single scans in a combined point cloud based on the optimized trajectory.
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Fig. 6.16: 3D registration pipeline.

The point cloud is recomputed and sub-sampled in a parallel process. This way, approximately
every 1 to 5 s an update of the complete map is created for visualization.

6.2.6 Motion Compensation

As discussed in Section 6.2.2, motion compensation is necessary for every 2D stereo image of the
measurement sequence because otherwise the assumption of a static scene for the correlation-
based correspondence search in the multi-shot structured light approach is violated. However,
precise compensation is difficult because it requires knowledge of the object points to compute
the transformation in image space. The object coordinates are not known before the 3D trian-
gulation.

Hence, certain simplifications are considered: First, a linear uniform motion is assumed. This
is a reasonable assumption for scan trajectories with limited rotation. While the overall trajectory
is not linear, locally within the window of a single scan, a linear movement is assumed. Second,
the shift in image space is computed based on an assumption of the typical measurement distance.
This is done based on the interpolated pose estimates of the VIO. Specifically, the average shift
in image space is computed for object points in a plane parallel to the sensor coordinate frame
at the nominal measurement distance of 2m. The shift is computed for the rectified 2D stereo
images. This way, after applying the 2D pixel shift vector, the 3D reconstruction pipeline [157]
is applied as usual.

Besides motion compensation of the 3D scans, the trajectory estimate is also necessary for
accurate color mapping. Since the color images are captured interleaved between the stereo
images, there is a time difference of up to 20ms between the 3D scan and the next color im-
age. Therefore, the movement of the sensor needs to be compensated to accurately map color
information on the point cloud. This is done the following way: First, the VIO trajectory is
interpolated to compute the camera’s movement between the acquisition time of the 3D scan

Underwater Laser Scanning



6.2. MOBILE MAPPING WITH AN OPTICAL UNDERWATER SENSOR SYSTEM 163
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Fig. 6.17: Point cloud of a mannequin acquired in the lab by moving the sensor. Top: Point cloud and
visualization of the sensor poses. Bottom left: Initial result using VIO. Bottom middle: Result after 3D
registration. Bottom right: Improved color mapping based on trajectory interpolation.

and the color image. This is done based on the timestamp of the sensor information. Then, the
point cloud is transformed to the color camera frame based on the co-calibration of the camera
and stereo sensor and the estimated camera movement. Each point is then colored by projecting
the point in the color image based on the camera model.

Fig. 6.17 shows an example of a point cloud captured in a lab setting. A mannequin is scanned
in air in front of a calibration board. The top image shows the colored point cloud combined with
a visualization of the sensor poses. The bottom image show the effect of the different trajectories

Underwater Laser Scanning



164 CHAPTER 6. UNDERWATER MOBILE MAPPING

Fig. 6.18: Underwater test tank at Fraunhofer IOSB AST in Ilmenau. Left: Underwater scene with
test objects and pipe structure. Right: Gantry system with three-axis.

on the point cloud result. The bottom left images shows the result using the VIO trajectory
estimate computed in real-time. In the highlighted section, some misalignment of the scans is
observed. The middle image shows an improved result based on 3D registration. This results in
a consistent point cloud. However, the color mapping is inaccurate since the color information
is projected based on the next color image without considering the sensor motion. Errors in the
color projection are especially visible at the edges. These errors are reduced in the final result
shown in the bottom right image. Here, the sensor movement is taken into account for accurate
color mapping.

6.2.7 Measurement Results

The underwater sensor was tested at Fraunhofer IOSB AST in Ilmenau in the underwater test
facility. Here, dynamic recordings were carried out on a three-axis gantry, shown in the right
image in Fig. 6.18. A pipe structure was placed in the water as well as a spherical dumbbell and
a planar target. The underwater scene is shown in the left image of Fig. 6.18. Recordings were
captured with two sensor velocities of about 0.1 m

s and 0.7 m
s . The measurements were carried

out in clear water.
Fig. 6.19 depicts an example of a single scan of the pipe structure to show the effectiveness

of the motion compensation. Here, an area of approximately 0.9 × 0.7m of the pipe is captured
at a sensor velocity of ca. 0.7 m

s . The left image shows the 3D reconstruction result without
motion compensation. The middle image shows the result with a manually estimated pixel shift.
The right image shows the automatic motion compensation result based on the VIO trajectory.
The effect of motion compensation is most prominently visible in the part of the pipe around the
socket, which is highlighted in red. The reconstruction quality and in particular the completeness
of the point cloud is improved by applying the motion compensation. Here, little difference is
observed between the manual and automatic motion compensation. Moreover, the experiments
showed that the standard error of measurements of the spheres of a dumbbell target is reduced
using automatic motion compensation [6].

Fig. 6.20 shows the generated point cloud, which was assembled from 680 individual scans
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Fig. 6.19: Single scan of the pipe structure with and without motion compensation. Left: Reconstruc-
tion result without motion compensation. Middle: Result with manually estimated pixel shift. Right:
Automatic motion compensation result based on VIO. (Source: [6])

based on the trajectory determined with VIO. In the upper part of the image, the determined
sensor poses are visualized. The top image shows the point cloud colored according to the height.
The bottom image shows the point cloud textured based on the RGB images of the color camera.

The trajectory determined by visual odometry is verified by comparison with the movement
recorded by the gantry system. From the gantry, the translation is precisely determined via
encoders of the individual linear axes. In contrast, visual odometry provides both translation
and rotation of the sensor. In this comparison, therefore, only the estimate of the translation is
compared.

Here, no calibration was performed between the gantry system and the underwater sensor.
The trajectories are compared by aligning the two trajectories against each other at the starting
point. The reference trajectory of the gantry system is planar. The trajectory of the visual
odometry is also approximately planar with a maximum deviation of about ±1 cm. Fig. 6.21
shows the top view of the trajectory and the deviation between gantry data and the visual
odometry solution for two different motion speeds. The deviation here is calculated as the
distance between the two 3D trajectories. The acquisition starts at the zero point.

The top images of Fig. 6.21 show the result for the slow sensor speed of about 0.1 m
s . In

the left graph, it is seen that the two trajectories are well aligned. The right graph shows small
deviations at the beginning of the linear trajectory, increasing significantly around the turning
point. This is probably due to a residual error in the scaling of the visual odometry data.
Moreover, the images in the middle part of the image show less structure since here only the
tube is visible against a background of homogeneous color.

The result for the higher velocity of 0.7 m
s is comparable, but the errors are generally higher, as

is seen in the bottom images of Fig. 6.21. The trajectory here is not identical to the measurement
at slow speed due to the different acceleration and deceleration behavior of the linear axes of the
gantry system.
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Fig. 6.20: Combined point cloud and visualization of the sensor trajectory. Top: Point cloud colored
by height. Bottom: Point cloud colored using RGB images.
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Fig. 6.21: Trajectory and deviation between gantry data and visual odometry for two different sensor
velocities.

6.3 Discussion

In this chapter, the proposed underwater laser scanning system was extended for mobile mapping
using satellite navigation. While it is demonstrated that this enables scanning from a floating
platform, the accuracy of the estimated trajectory is too low, given the achievable 3D point
measurement accuracy of the scanner.

Therefore, an approach based on visual odometry and SLAM is developed for an optical
3D underwater sensor in the UWSensor project. The 3D underwater scanner allows a dense
reconstruction and high sampling rate and is consequently well suited for mobile 3D mapping in
water. However, with fast sensor movement, the assumption of a static measurement scene for
the multi-shot 3D reconstruction method is violated. With a linear sensor movement of 1 m

s , the
sensor moves approx. 1-2 cm within a 3D image sequence, depending on the selected acquisition
frequency and the number of images. This movement must be considered for precise measure-
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ments at fast sensor speeds. The presented compensation via displacement in the image space
already achieves a significant improvement in the envisioned application. The reconstruction
accuracy and completeness of the scan are enhanced. This is demonstrated by experiments with
a gantry system for different velocities of the data acquisition in water. Furthermore, the devel-
oped motion compensation approach improves the 3D output data, allowing a finer registration
and the recording of more accurate 3D models. The UWSensor system was recently successfully
tested in an offshore measurement campaign in the Baltic Sea. The evaluation of the acquired
data is ongoing work [7, 16].
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Chapter 7

3D Underwater Modeling for Remote

Control

The Horizon 2020 ¡VAMOS! project developed a novel prototype mining system to extract raw
materials from water-bearing open pit mines [41, 312, 344]. To achieve this, it uses a remotely
operated mining vehicle, which is launched from a pontoon vessel. The left image in Fig. 7.1
shows the ¡VAMOS! mining machine hoisted on the crane during launch. The remotely operated
miner is used for cutting the rock and for collecting the material. The challenge of operating
such a large mining vehicle in water is that there is no intervisibility between the vehicle and
the operator. Therefore, the machine’s state and the surroundings is only communicated via a
computer interface. This impedes precise control since the pilot has to rely only on the available
data that is streamed from the vehicle’s sensors. Additionally, optical cameras, which are often
used for the teleoperation of robots and machines, provide very little information in this scenario
due to the high turbidity of the water. Especially during cutting operations or if the tracks raise
fine particles, the visibility is typically below one meter. The monitors depicted in the right
image of Fig. 7.1 show examples of the camera feeds of the mining vehicle during a field test.
Due to turbidity, even the cutter and the backhoe bucket of the machine itself are barely visible.
This necessitates employing perception sensors that are less affected by turbidity in the water,
such as imaging sonar or acoustic cameras. However, sonar images are more difficult to interpret
visually by a remote operator.

Hence, one part of the efforts in the ¡VAMOS! project concentrated on enhancing the opera-
tor’s situational awareness by creating a 3D model of the mine above-the-water and underwater,
which captures the mining site as detailed as possible. It is well known that a map of the envi-
ronment, in addition to the raw sensor data, is extremely helpful in supporting remote control
and enhances spatial awareness [238,282].

The work described in this chapter was previously published in [1,3–5]. This is joint work with
the ¡VAMOS! project partners, particularly with INESC Technology and Science Porto, which
developed the perception, positioning and navigation systems, and with BMT WBM, which
developed the VR system. The author’s contributions encompass the methods and approaches to
create a 3D map of the mining environment from the sensor and positioning data for visualization
of a consistent digital replica of the mining operations in VR.
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Fig. 7.1: Left: ¡VAMOS! mining vehicle hoisted on the crane of the launch and recovery vessel (Source:
¡VAMOS! project [318]). Right: Camera feeds of the mining vehicle displayed in the control cabin.

7.1 The ¡VAMOS! Underwater Mining System

The main components of the ¡VAMOS! underwater mining system are depicted in Fig. 7.2. On
the pit floor, the underwater mining vehicle is deployed. It is propelled with continuous tracks
and receives power and control signals via an umbilical cable. As the mining vehicle cuts the
rock face with a roadheader, small rock fragments are created, which are mixed with water and
subsequently collected by a dredge suction mouth. The material is then transported as slurry to
the surface with a built-in pump using a flexible riser hose. On the launch and recovery vessel, an
additional support pump transports the material to the shore via a floating pipe. A dewatering
plant separates the raw material from the slurry. Any excess water than flows back into the
mining pit. This way, the water table is not significantly altered.

The launch and recovery vessel is used to deploy the mining vehicle on the mine pit and
recovering it. The vessel is propelled using electric winches and four cables, which are connected
to anchor points on the shore. A portal crane built on top of the vessel is used to hoist the mining
machine. On the end of the winch wire, a bullet is mounted, which latches on to a mechanism
on top of the mining vehicle. This way, the machine is deployed to the pit floor and detached
from the winch wire. Later, the bullet is re-attached for pick-up and recovery. However, precise
positioning is necessary to move the mining vehicle back below the vessel’s crane with small
errors.

In order to support the mining operations, an Hybrid Remotely Operated Vehicle (HROV)
was developed in the project. It is a hybrid ROV in the sense that it is manually controlled via
an acoustic link, but it also carries out pre-programmed tasks autonomously, such as performing
automatic surveys. The HROV is used for performing multibeam sonar surveys to create updated
bathymetry of the complete mine pit. Additionally, optional a 3D sonar is mounted, which
enables to provide real-time imaging of the mining operations.

The whole system is controlled from a control cabin on shore. Part of the system, such as
crane operations, is also controlled for safety reasons directly via control interfaces on board the
vessel. Wired and wireless intercom systems are used for communication between personnel on
board the vessel and the operators in the control cabin.
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Fig. 7.2: Rendering visualizing the concept of the ¡VAMOS! underwater mining project (Source: ¡VA-
MOS! project [318], original rendering by DAMEN Dredging Equipment).

7.1.1 The Underwater Mining Vehicle

The main tool of the mining machine is a hydraulic roadheader cutter mounted on a boom on the
front of the vehicle. The cutter head and boom are the red-painted part of the machine depicted
in the top left image of Fig. 7.3. Bellow the cutter is a dredge suction mouth with a rotating auger
for collecting the material. Tracks with different widths and materials are mounted to adapt the
locomotion to soft and hard terrain. On the top of the vehicle, a cone with a diameter of 1m
is mounted. This is visible in the image taken from the crane tower in the top middle image of
Fig. 7.3. The cone is used to allow for some error while catching the bullet attached to the winch
wire. The bullet is centered by the cone and then fixed by a latching mechanism. During launch
and recovery, a thruster is used to prevent the vehicle from spinning in the water column and
maintains the orientation. On the back of the vehicle a hydraulic arm with an interchangeable
tool connector is mounted. The top right image of Fig. 7.3 shows a backhoe shovel tool, used for
excavation or collecting rock samples.

For maneuvering and supervising the operations, multiple perception sensors are installed
on the mining vehicle [1]. The perception sensors installed on the sensor bar at the front of
the mining vehicle are depicted in the bottom image of Fig. 7.3. A Kongsberg M3 multibeam
sonar is installed on a pan-and-tilt unit with rotary encoder feedback, which is automatically
panned/tilted for 3D scanning and mapping. The multibeam sonar has a profiling as well as
in imaging mode. The sensor has a measurement range of 0.2m to 120m. In profiling mode,
the horizontal field of view is 120 deg and the vertical beam width is 3 deg. A profile with 256
beams is measured with an update rate of up to 40Hz, depending on the range limit. Typically,
measurement rates in the range of 3Hz up to 10Hz are used during operations. The measurement
plane of the sensor is aligned horizontally with the vehicle and the sensor is tilted up and down
for 3D scanning. The vertical field of view of the scanning multibeam is 60 deg and a full 3D
scan is created every 10 s. Alternatively, a Coda Octopus Echoscope 3D sonar provides real-time
scans of the work surface with a high update rate of 20Hz. In contrast to the multibeam sonar,
this sensor captures dense data of a FoV of 40 × 40° with 128 × 128 beams. The measurement
range is 80m. Both sonar sensors provide centimeter range resolution.
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Fig. 7.3: Top left: ¡VAMOS! mining vehicle on the deck of the vessel. Top middle: Crane bullet latched
in the cone-shaped mechanism on top of the mining vehicle. Top right: Backhoe shovel mounted on the
interchangeable tool carrier on the back of the vehicle. Bottom: Perception sensors mounted on the front
of the mining vehicle.

Cameras and LED lights are mounted on the pan-and-tilt unit, pointed at the cutter head,
and pointing backward to the backhoe bucket. Furthermore, two custom-built structured light
scanners with rotating line lasers and LED flashes are installed on each side of the sensor bar.
However, due to the high turbidity of the water during cutting operations, optical sensors provide
little information for the operator.

For positioning and navigation, an Evologics Ultra Short Baseline (USBL) transceiver com-
bined with a KVH1750 Fiber Optic Gyro (FOG) based IMU is installed on top of the vehicle
behind the sensor bar [36]. To measure the height above ground during the lowering of the vehicle
an acoustic altimeter is employed. A pressure sensor additionally supports the dive depth esti-
mates. Additional sensors measure the articulation of the cutter boom, suction mouth, backhoe
shovel, and movement of the tracks.

7.1.2 The Launch and Recovery Vessel

The floating platform is built from modular pontoons. The assembled vessel is shown in the
left image of Fig. 7.4. A portal crane is employed for launching and recovering the mining
vehicle. Below the crane is a moveable platform. This way, for deployment, the mining vehicle
is hoisted on the crane, the platform then moves to the side, and the vehicle is lowered directly
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Fig. 7.4: Left: Launch and recovery vessel (Source: ¡VAMOS! project [318]). Middle: GNSS antennas
mounted on top of the portal crane tower. Right: SBL transceivers mounted on the corners of the vessel
(Source: [214]).

into the water. Furthermore, the vessel houses the generator for the operation of the crane and
winches, part of the slurry transport circuit, such as a support pump, and the control systems
and connections to the control cabin on shore.

The position and orientation of the Launch and Recovery Vessel (LARV) is estimated using
GNSS RTK. Three GNSS antennas are mounted on top of the portal crane tower, which is shown
in the middle image of Fig. 7.4. Additionally, multiple cameras are installed on the LARV to
provide an overview of the LARV operations to the operators in the control cabin. Winch sensors
provide the load and length of the unspooled winch wire. This is also used to provide a rough
estimate of the position of the mining vehicle before the vehicle is deployed deep enough in the
water for the acoustic positioning to work. On three edges of the LARV Evologics Short Baseline
(SBL) transceivers are mounted, which are used in the underwater positioning network.

7.1.3 The Hybrid ROV

To support the mining operations, a HROV was developed in the project, depicted in Fig. 7.5.
A detailed description of the HROV is found in [213]. For surveying the mine the same type of
sonar sensors as installed on the mining vehicle are used. A 70 deg downwards tilted Kongsberg
M3 MBS or alternatively a CodaOctopus Echoscope 3D sonar is mounted.

The HROV and the installed perception and positioning sensors are shown in Fig. 7.5. On
the water surface the HROV directly infers precise positioning information using GNSS. This
is achieved with two antennas so the heading is also directly computed from the RTK solution.
Additionally, a fiber optic gyro based INS, a pressure sensor and a DVL are used for pose
estimation. During dives of the HROV acoustic positioning using an Evologics USBL modem is
used. Additionally, two custom-built Structured Light Scanner (SLS) are installed on the front
of the vehicle.

The HROV is controlled via an acoustic link. On the surface, Wireless Local Area Network
(WLAN) is used to stream live sensor data to the control cabin. During dives, only limited data
is available due to the bandwidth restrictions of the acoustic link. In order to stream multibeam
and 3D sonar scans to the control center in real-time during dives, a small support boat with a
WLAN access point and a short umbilical to the HROV is optionally employed. All data is also
logged on hard disks, so the complete data is available after a mission. For easier deployment
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Fig. 7.5: Sensors installed on the HROV.

and transport on land four removable wheels are attached to the HROV.

7.1.4 The Control Cabin

The system is remotely controlled from a control cabin on the shore, depicted in Fig. 7.6. It
features two operator stations, as is visible in the left image. One operator pilots the mining
vehicle while the second operator supervises the LARV operations and the slurry circuit. Joystick
and touchscreen controls are used for most of the machine and vessel systems. Additionally,
keyboard and mouse interfaces are used to interface with the computer systems. In front of the
operators, a configurable video wall is placed to display system information and real-time sensor
data and visualizations. The right image in Fig. 7.6 shows the operator remotely controlling the
underwater mining machine using the VR interface. The VR system is used during planning,
e.g., for finding a suitable landing position on the bottom of the pit and during operations.
Moreover, live data from some of the environmental sensors is fed into the system to visualize
measurements, such as suspended sediments in the water, for real-time monitoring.

The sensor data of the mining vehicle and launch and recovery vessel is directly streamed to
the control center via an umbilical and optical fiber. This provides low communication delays.
The HROV streams high-bandwidth sensor data on the surface via a long-range WLAN connec-
tion to the control center. The antenna of the GNSS RTK base station is mounted on top of the
control cabin on land.

7.1.5 Positioning and Navigation

The positioning and navigation system of ¡VAMOS! is described in [1,36,37]. It was designed with
the goal that the system works without infrastructure installed in the mine. This way, the system
is also applicable for off-shore use. Additionally, the position determination is computed on board
the vehicles. The reason for this is that only on the vehicles the complete sensor information of
all navigation and positioning sensors is directly available. This way, positioning is computed
even if the acoustic link is unavailable or some sensors do not provide valid information. For
georeferencing, the pose of all assets is computed relative to a fixed GNSS RTK base station,
which is mounted on top of the control cabin. The base station antenna is chosen as the origin
of the local coordinate system used for the positioning.
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Fig. 7.6: The control cabin has two work places: one for the operator of the mining vehicle and one for
the operator of the LARV and slurry circuit.

The pose of the LARV is determined using three multi-frequency GNSS antennas mounted on
top of the crane tower. The position of each antenna is solved individually using GNSS RTK with
the fixed base station. One of the antennas is chosen as the origin of the local vessel coordinate
system, and the two vectors to the other antennas are used to compute the orientation.

Underwater positioning is achieved using an acoustic positioning network present on all ve-
hicles. The network architecture is visualized in Fig. 7.7. It combines SBL positioning with
inverted Ultra Short Baseline (iUSBL) positioning. A SBL network consisting of three Evologics
Mini Modems is mounted to the corners of the vessel with fixed relative baselines of approx-
imately 15 to 20m. The position of these transceivers is georeferenced using the GNSS RTK
determined pose and a calibration of the relative poses of the transceivers. Subsequently, all
relative underwater position measurements are converted to global positions.

On the HROV and the mining vehicle an USBL transceivers are installed. Typically, USBL
transceivers are installed on vessels looking downwards to locate mobile subsea transponders.
Here, the USBL transceivers are used in an inverted (iUSBL) configuration. This means the un-
derwater vehicles carry the USBL transceivers looking upwards to the vessel. USBL transceivers
calculate both range and bearing. The range is computed from the travel time of the acoustic
signal, and the angles are measured using an array of transducers. By looking at the phase differ-
ence within this transducer array, the direction is computed. The iUSBL devices of the vehicles
interact cyclically with the SBL transceivers installed on the vessel. This way, every time the
SBL network pings the vehicles, both vehicles determine an iUSBL position measurement at the
same time. In order to determine the full 6-DoF poses, the vehicles carry additional sensors,
such as INS integrating triaxial accelerometers, FOG and magnetometers. During launch and
recovery, the winch length is used as additional pose information input. Furthermore, pressure
sensors are used for depth measurement. Additionally, odometry computed using the movement
of the tracks is used for pose estimation while driving on the pit floor. The individual sensor
measurements are fused using Kalman Filtering [36].

While close to the water surface, the HROV directly infers precise positioning information
using GNSS. This is achieved with two antennas so the heading is also directly computed from the
RTK solution. Additionally, the HROV uses INS, a DVL and depth sensors for pose estimation.
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Fig. 7.7: Principle sketch of the acoustic underwater positioning network. Image reproduced based
on [1].

7.1.6 Virtual Reality Human-Machine Interface

The raw sensor data, terrain maps, positioning and navigation data, and system information is
transferred to the Human-Machine Interface (HMI) via Local Area Network (LAN). The HMI is
based on a custom-built VR application built on top of the Unity gaming engine [322]. It provides
a 3D VR model of the entire mining operations. This includes models of all vehicles and vessels
and the riser system and relevant static structures. The model is dynamically adjusted such
that it faithfully replicates the current state of the real operations. As output device, standard
monitors are chosen and a computer mouse is used for interacting with the 3D scene in VR. This
input scheme was selected because it integrates well with the monitor wall used in the control
center for displaying camera streams and data visualizations from other ¡VAMOS! subsystems
as well as the joystick and touchscreen-based control interfaces for the mining vehicle and vessel.
Using the VR system with more immersive output devices, such as VR headsets like Oculus
Rift or HTC Vive, is also possible. However, for prolonged operations, problems like simulator
sickness and increased eye strain are an issue.

Fig. 7.8 shows the digital replica of the Magcobar mine site in Silvermines, Ireland, and the
components of the ¡VAMOS! underwater mining system in VR. In the top image, the mesh model
created from the terrestrial laser scans together with the flooded open-cut mine and the launch
and recovery vessel is shown. The water level is dynamically adjusted using measurements from
a tide gauge. The bottom images show detailed views of the vessel during the deployment of the
mining vehicle together with the underwater terrain.

The VR system is used for control of the mining vehicle, the LARV and the HROV. It provides

Underwater Laser Scanning



7.1. THE ¡VAMOS! UNDERWATER MINING SYSTEM 177

Fig. 7.8: Model of the mining site in VR. Top: model of the mine with the colored mesh of the above-the-
water terrain. Bottom left: Detail view of the launch and recovery vessel. Bottom right: Visualization
of the mining vehicle with underwater terrain model during deployment.

a range of functionalities to support teleoperation as well as assistance during the planning of
operations. For example, it provides guidance in maneuvering the vessel to lower or pick up the
mining vehicle at the chosen position. It enables path input for autonomous surveys using the
HROV, and it provides awareness when maneuvering the mining vehicle on the pit floor and
during cutting operations.

Fig. 7.9 shows different visualization options available in the VR systems. The top left image
shows the above-the-water point cloud of the mine site combined with real-time sensor data
from multibeam sonar colored by height during an HROV survey. The top right image shows the
fully articulated model of the mining vehicle combined with real-time point cloud data from the
mechanically panning multibeam sonar during cutting operations. The bottom left image shows
the mining vehicle with terrain model updates of the work surface. The bottom right image
shows split views for piloting the mining vehicle during cutting operations. The view point for
each split view is individually adjustable.
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Fig. 7.9: Different views of the VR based HMI. Top left: Live multibeam data visualization during a
survey using the EVA HROV. Top right: Mining vehicle with visualization of multibeam sonar scans.
Bottom left: Mining vehicle with continuously updating terrain model using a mechanically panning
multibeam sonar. Bottom right: Split-views for piloting the mining vehicle during cutting operations.

7.1.7 Test Sites

The complete ¡VAMOS! mining system was tested in two field trials at the Lee Moor mine site
near Plymouth, United Kingdom and at the Magcobar mine in Silvermines, Ireland. Additional
tests of the perception, positioning and navigation systems were carried out in Portugal at the
Bejanca mine near Queirã and the Malaposta stone quarry near Santa Maria da Feira. Images
of the test sites are shown in Fig. 7.10.

The Bejanca mine is a tin and tungsten deposit and was in operation from 1919 to 1944.
During that time, about 30 tons per month of mineral of cassiterite and wolframite was produced.
The pit is approximately 160m long and 80m wide. The maximum water depth is ca. 30m. The
site was not selected for field trials, but a test data set for underwater mapping and modeling of
the mine was acquired at Bejanca.

The Whitehill Yeo Pit is located at the Lee Moor mine site north of Plymouth in Devon,
UK. The open pit was mined hydraulically for China clay production and went non-operational
in 2008. The pit is approximately 350m long and 260m wide. The maximum water depth was
expected to be larger than 50m. However, the depth observed during trials was less than 30m
with a thick silt layer on the bottom of the pit.

The Magcobar mine in Silvermines in Tipperary, Ireland, is a flooded opencast baryte mine.
The mine was closed in 1993. The site was selected as the second trial site for the ¡VAMOS!
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Fig. 7.10: Three of the ¡VAMOS! test sites: The Bejanca mine, the Whitehill Yeo Pit at Lee Moor and
the Magcobar mine in Silvermines.

project. During the trials, the mining machine was deployed in depths of up to 57m, cutting
in different rock types under various operating conditions. The pit is approximately 410m long
and 260m wide.
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Fig. 7.11: Combined point cloud above-the-water and underwater of the Silvermines site. The above-
the-water model is colored with RGB data. The underwater model is colored by water depth.

7.2 3D Mine Modelling

An above-the-water model is created from terrestrial laser scanning and camera images. The
scans are registered into a consistent model, and a high-resolution point cloud as well as a
lower-resolution mesh for faster rendering of the complete scene are created. The model of the
underwater site is acquired using multibeam sonar data captured using an HROV. The models
are visualized to the operator in a VR system. Fig. 7.11 shows an example of the combined point
cloud of the Silvermines site above the water and underwater.

Since we know the location of all mining assets using the positioning information from GNSS
and an underwater positioning system, the mining vehicle, launch and recovery vessel and HROV
are rendered accurately in the 3D scene [1]. This way, a replica of the physical system and the
environment is built which provides real-time and contextual information in a consistent and
comprehensible way.

All navigation sensor data is combined and fused to provide real-time, accurate and precise
information about the position and orientation of all ¡VAMOS! systems [36]. This navigation
information and the mine perception data from multibeam and 3D sonar are used to update the
3D model with real-time data and with off-line survey data.
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7.2.1 Time Synchronization and Calibration

Time synchronization is achieved using the NTP and Pulse-Per-Second (PPS) signals. All com-
puter systems and sensors are synchronized this way to GNSS time. This allows to also correlate
offline measurements to data logs in retrospect based on timestamps.

The sensors are individually calibrated depending on the sensing modality. Calibration of the
sensor poses is challenging because many different sensors are employed, and it is costly to design
calibration fixtures which are visible, for example in optical sensors as well as in sonar sensors.
Moreover, considering the large size of the mining vehicle, very large calibration targets would
be necessary for accurate calibration, such that they are visible in multiple sensors. Therefore,
sensor mounting positions are estimated from a combination of manufacturing CAD models, laser
scans taken of the vehicles after integration, GNSS positions, and tape measure measurements.

For example, initial estimates of the sensor poses were created by laser scanning of the mining
vehicle and then fitting CAD models of the individual sensors to the point cloud. Similarly, the
LARV was scanned to find the positions of the GNSS antennas and the relative poses of the
mounting poles for the SBL transducers for the underwater acoustic network. The rotational
offsets of the 3D perception sensors are further optimized based on an error measurement which
determines point cloud quality similar to [115,294].

7.2.2 Above-the-water and Underwater Mine Mapping

The above-the-water model is created by registering the laser scans using ICP scan matching
combined with a global relaxation and loop closing [54,250]. Color information from RGB images
is mapped on the point cloud based on a co-calibration of laser scanner and camera [53, p.155ff].
For the above-the-water survey, a Riegl VZ-400 terrestrial laser scanner combined with a Single-
Lens Reflex camera (SLR) mounted on a custom-built camera mount is employed [55]. The
complete point cloud is georeferenced using GNSS position measurements and is sub-sampled
to provide a static high-resolution point cloud for visualization. Additionally, the point cloud is
meshed and imported as a simplified triangular mesh with color since this allows faster rendering
of the complete scene in VR.

The bathymetry is initially created from a multibeam survey using the HROV and later
updated with additional surveys and perception data from the mining vehicle. The initial sur-
vey is processed offline using a continuous-time SLAM algorithm, which optimizes point cloud
consistency globally, i.e., for all the sensor measurements of the complete map.

Sensor measurements from the perception sensor systems, such as multibeam sonar and 3D
imaging sonar, are fused into a consistent 3D representation. For integrating measurements
from multiple sensors SDF-based mapping is selected. SDF represent the surfaces implicitly by
storing in each voxel cell the signed distance to the closest surface. Typically, the signed distance
is only stored in a narrow band around the surfaces, which is referred to as a Truncated Signed
Distance Function (TSDF). A SDF voxel map is a beneficial surface representation because noisy
measurements are smoothed over multiple observations.

As the mine changes over time due to the mining operations themselves, the internal rep-
resentation of the mining environment needs to be constantly updated based on new sensor
observations. For real-time processing, the model is only updated in a small window of 3 - 5m
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around the initial survey. This way, only a small number of cells need to be updated, and coarse
outliers or measurements of the riser etc. are not integrated into the terrain model.

Global optimization using continuous-time SLAM is not applied during online processing.
Since a valid mine model from the initial survey already exists, this model is used to minimize
misalignment for the real-time processing. This is done by registering new sensor data with
the established mine model. Since this requires only finding an alignment between the sensor
scans and the model, it is possible to compute this in real-time. This alignment compensates for
certain accumulated errors during the mapping process.

The underwater model is created with a grid resolution of 10 cm. The terrain model is split
into 50m × 50m tiles, which are individually sent to the VR-based human-machine interface.
Therefore, updating the underwater terrain model in real time requires transferring only the
modified part of the map over the network.

7.2.3 Continuous-time SLAM

Misalignments between multiple laps of the survey due to inaccuracies of the vehicle trajectory
measurement or imprecise calibration result in errors of the SDF model. In this case, individual
scan segments might not line up very well, which creates artifacts in the resulting surface model,
such as additional surfaces or gaps in the 3D reconstruction.

Therefore, in post-processing a continuous-time SLAM technique is applied to compute an
improved vehicle trajectory, which optimizes point cloud consistency. Similar to the mapping
approach described in Section 6.2.5, the algorithm described in [116] is adopted, which was
developed in the context of mobile mapping with a spinning laser scanner. The approach does
not require explicit tie points or feature descriptors.

In the case of multibeam sonar mapping, a single scan slice does not provide enough structure,
such that individual scans can be matched with each other. A 2D scan slice does not sufficiently
constrain a six DoF rigid registration. Therefore, the trajectory is first split into sections. These
sub-maps are created with overlp so there is always a match between consecutive sections. For
optimizing the trajectory, the approach of [116] makes no rigidity assumptions, except for the
computation of the point correspondences. The algorithm uses a starting solution based on a
globally consistent scan matching of the sub-maps [54]. After that, the full trajectory is optimized
based on a semi-rigid matching as described in [116], such that the pose of every individual scan
slice is improved and drift within sub-maps is compensated. The method has the advantage that
it does not require a motion or sensor model, i.e., it works solely on the trajectory and the point
measurements themselves. This makes it flexible and allows application to different 3D sensor
types. A challenge with multibeam data is that the resolution across track is typically much
higher than along track. This often results in the problem that during scan matching individual
scan slices are aligned instead of the geometric structure. Here, this problem is circumvented
by applying an Octree-based sub-sampling to the sub-maps, such that the resolution is more
homogeneous.

An important issue in continuous-time SLAM is the search for closest point pairs. In order
to yield a more sparse graph, a time threshold for the point pairs is applied, i.e., scans are only
matched if they were recorded at least a certain number of time steps away. This way, consecutive
sub-scans are not matched with each other, which also improves run-time. In addition, a distance
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Fig. 7.12: Example of implicitly storing surfaces using the signed distance. Each edge of the voxel cells
has unit length. The surface is recovered by searching the zero crossing along a ray.

threshold on the maximal allowed point-to-point distance is applied.

7.2.4 Signed Distance Function Based Mapping

All sonar scans are integrated into a SDF voxel model based on the optimized trajectory solution.
An example of a SDF model is shown in the left image Fig. 7.12. The signed distance is positive
outside the surface and negative inside the surface. The value is zero for points on the surface.
The signed distances are stored with respect to the centers of the voxel cells. Although the voxel
grid in the depicted example has only a low resolution (each voxel cell has a size of unit length),
the exact position of the surface is still computed by searching for the zero crossing along the
z-axis. Additionally, interpolation between neighboring cells is performed to get more accurate
results.

The right image of Fig. 7.12 shows the integration of two different measurements of the same
surface into the signed distance map. After the integration using averaging of the cell values,
the surface position has changed to the average of the two measurements as well.

The signed distance measurement d(v) for a voxel with center v is computed as follows

d(v) = m− ||p− v|| , (7.1)

where p is the sensor position and m is the distance measurement of the sensor. Multiple
measurements of the same voxel cell are integrated based on a weighting function f . This way,
noise cancels out over multiple observations. Each voxel cell stores the signed distance s(v) and
the weight w(v). To integrate a new measurement d(v) at iteration k + 1 the weighted average
is computed:

sk+1(v) =
wk(v)sk(v) + fdk+1(v)

wk(v) + f
, (7.2)

where f is a weight assigned to the new measurement. The signed distance is truncated to the
interval [smin; smax]. Since no accurate noise model of the sonar sensor is available, uniform
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Fig. 7.13: Example of the OpenVDB tree using the Bremen City data set [53, p. 57]. Top: Visualization
of the tree topology. Only populated cells are visualized. Bottom left: Detail view of the tree topology.
Bottom middle: Visualization of surface points. Bottom right: Extracted mesh from the SDF.

weights (f = 1) are employed. The weight is updated by

wk+1(v) = min(wk(v) + f,wmax) , (7.3)

where wmax is the maximum weight. Since the environment changes over time, the maximum
weight needs to be limited. Otherwise, new measurements will not result in an update of the
voxel cells and a changing environment cannot be modeled. For the experiments in this work
wmax = 20 is chosen.

SDF-based mapping is not entirely robust to coarse outliers. Noisy surfaces are only smoothed
if the individual measurements lie within a certain band, which is determined by the penetration
depths Dmin and Dmax of the TSDF. Underwater sonar sensors typically exhibit some amount
of coarse outliers. Measurement points that lie outside the truncation thresholds are integrated
as additional surfaces. To address this problem, a large truncation threshold of 1.5m is selected.
This limits the minimum thickness of objects that are represented by the SDF model. However,
in the particular case of the submerged inland mine, this is not an issue because we only want
to represent a single surface of the mine floor. To remove erroneous integrated surfaces, the
SDF voxels are filtered based on the weight. This is based on the assumption that voxels
representing real surfaces carry a higher weight, i.e., are observed more often than voxels filled
from measurement outliers.

For modeling the mine a voxel resolution of 10 cm is chosen. This means the TSDF space of
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Fig. 7.14: Projection of multibeam sonar simplified described by a perspective line camera model.

the entire mine has a size in the order of a billion voxels. In order to store large maps with low
memory consumption, the free space needs to be encoded efficiently. Methods for storing the
entire TSDF are voxel hashing [243] or octree data structures [309]. For this work, the B-tree
based data structure of OpenVDB [232] is used to store the complete sparse TSDF grid. The
tree has constant depth, which allows constant time local and random traversals. A three-level
tree with branching factors decreasing closer to the leaves is applied. Fig. 7.13 shows an example
of the employed tree structure of OpenVDB.

To integrate the multibeam data in the TSDF, the work at hand follows the generalized sensor
fusion approach proposed by [217]. The multibeam is modeled as a perspective line sensor with
a vertical beam width of 1.5 deg, which is depicted in Fig. 7.14. Individual voxel cells within the
measurement range are then updated based on back projection using this sensor model. Finally,
from the scalar TSDF grid a surface mesh or 2.5D Digital Elevation Model (DEM) is extracted
for visualization.

7.3 Results

In this section, the underwater mapping results of the Bejanca mine using the Autonomous
Surface Vehicle (ASV) ROAZ [35, 120] are described. Moreover, we look at the model of the
Silvermines site acquired with multibeam sonar using the HROV during the second ¡VAMOS!
field trials. The results are mostly qualitative since no accurate ground truth is available.

7.3.1 Multibeam Sonar Survey of the Bejanca Mine

The robotic boat used for the mine mapping is the ASV ROAZ [120]. It is a 4m long twin
hull robotic vehicle with electric propulsion and autonomous navigation and control, see Fig.
7.15. For bathymetric mapping, it is equipped with an Imagenex Delta T multibeam profiling
sonar, which has a fan angle of 120 deg and a maximum range of 100m. The experiments were
conducted with a resolution of 480 beams and a beam width of 1.5 deg. Sonar data was recorded
at 10Hz.

For positioning and localization of the vehicle, a precision GNSS unit with RTK differential
corrections and a fiber optic based INS were installed on the robotic boat. A high-precision
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Fig. 7.15: ROAZ surface vehicle [120] at the Bejanca mine site (Source: [5]).

localization solution is later obtained by post-processing the raw INS data in combination with
the raw GNSS data. The post-processing step is performed using the Inertial Explorer soft-
ware [249], where all raw GNSS observations are processed in RTK and integrated with raw
inertial measurements in a tightly coupled manner.

The multibeam sonar, GNSS antenna and INS were mounted rigidly to the same sensor bar.
This was done to ensure that the relative positions and orientations stay consistent even during
transport, which requires some disassembly. The sensor bar was mounted to the front of the
vehicle with the multibeam sonar only a few centimeters below the water surface. The transla-
tion offsets between the individual sensors were measured manually. Rotational offsets between
the INS and multibeam sonar are later estimated using a calibration routine. Even very small
alignment errors introduce large inconsistencies in the resulting point cloud. To do this, a short
trajectory segment, which is assumed to have minimal drift, is selected. Then, the rotational
offset is optimized based on an error measurement, which determines point cloud quality similar
to [294]. The error measurement is computed by splitting the trajectory into overlapping parts
and calculating a point distance error based on the closest point correspondences. The rota-
tional offset parameters are found by minimizing the error, and the result is verified on different
trajectory segments.

All sensor measurements are recorded with GPS timestamps for correct data association. A
trajectory was chosen, such that there is about 30 - 50% overlap between individual laps of the
surface vehicle, and all parts of the mine are covered multiple times.

To demonstrate the continuous-time SLAM algorithm Fig. 7.16 shows results on a trajectory
with significant drift of multiple meters. In this specific case, the GNSS signal was lost temporar-
ily during data acquisition, which explains the large trajectory errors. The dataset consists of
7291 multibeam scans captured at 10Hz. It was captured in 13min, and the trajectory is approx-
imately 757m long. The plots on the left in Fig. 7.16 depict the initial GNSS/INS trajectory as a
black dashed line and the optimized trajectory as a red continuous line. The x/y-plane is aligned
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Fig. 7.16: Trajectory and cross-section of the resulting point cloud for a data set with significant drift.
Left: Initial (black dashed line) and optimized (red line) trajectory of the sensor system. Right: Cross-
section of the initial and optimized point cloud in the x/z-plane.
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Fig. 7.17: Initial result using GNSS/INS trajectory (top) and optimized result (bottom). From left to
right: 3D point cloud, surface mesh extracted from SDF model, and a cross-section of the point cloud.

parallel to the water surface. We observe that SLAM converges to a solution that puts the sensor
poses closer to a planar motion as expected for a surface vehicle. Please note that the algorithm
does not impose any movement constraints or rely on a vehicle motion model. Cross sections of
the resulting point cloud are displayed in the right images of Fig.7.16. Misalignment between
multiple passes of the multibeam sonar is visible in the initial result. Point measurements align
well using the improved trajectory estimate based on continuous-time SLAM.

Moreover, data captured with a good GNSS/INS result is further improved using the proposed
techniques as depicted in Fig. 7.17. The top row of Fig. 7.17 shows the resulting point cloud
using the GNSS/INS trajectory, while the bottom row of Fig. 7.17 shows the result using the
optimized trajectory from continuous-time SLAM. The left images show the point cloud colored
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Fig. 7.18: Bathymetry of the Silvermines flooded opencast mine visualized in the VR system. Left:
Pre-survey created by a surveyor. Right: Updated survey created using multibeam sonar.

by depth. This dataset comprises 12786 multibeam scans captured at 10Hz. It was captured in
22min, and the trajectory is approximately 1567m long. Especially at the bottom of the mine,
it is visible that the multibeam measurements are more consistent in the optimized results. This
is more clearly visible in the cross sections of the point clouds presented in the right images of
Fig. 7.17.

Consequently, the extracted mesh from the SDF representation using the optimized continuous-
time SLAM solution exhibits smoother surfaces than the initial result. The mesh models are
depicted in the middle images of Fig. 7.17. Despite the noise of the measurements, a smooth
surface is extracted if a sufficient amount of repeated observations are available.

The borders of the mine show holes in the mesh. This is a result of the irregular and low
point density of the sonar measurements due to limited coverage close to the borders of the mine.
Since this is undesirable, the holes are later interpolated for display in the VR system.

7.3.2 Mine Model of the Silvermines Site

For the Silvermines site, the bathymetry model covers an area of approximately 450m × 280m.
Fig. 7.18 shows results of the underwater bathymetry created using data from multibeam sonar
surveys of the HROV compared to results from a pre-survey created by a surveyor using a single
beam echosounder. We observe that the updated bathymetry includes more detail than the
initial pre-survey of the site.

Fig. 7.19 shows the difference between a pre-survey created by a surveyor and the bathymetry
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Fig. 7.19: Bathymetry of the Silvermines site. Left: Interpolated pre-survey colored by depth. Middle:
Multibeam survey created in the ¡VAMOS! project colored by depth. Right: Difference between pre-
survey and multibeam survey colored by point-to-point distance.

acquired during the field trials of the ¡VAMOS! project. The pre-survey was created using a single
beam echosounder from a boat. It was interpolated to extract a dense point cloud of the mine.
The multibeam survey was acquired on two different days using the EVA HROV.

The difference computed by the point-to-point distance between the two models is visualized
in the right image of Fig. 7.19. The overall geometry agrees well between the pre-survey and the
updated model. Especially at edges, higher deviations are observed, which is expected due to
the higher resolution of the multibeam survey.

For the field trials, the system is sufficiently accurate to map newly extracted bathymetric
surfaces with processing times that are adequate to keep up with mining progress. The overall
positioning accuracy was sufficient for vessel maneuvering and driving of the mining vehicle.

7.4 Related Work

Bathymetric data gathering of larger water bodies is often performed using acoustic sensors,
such as single beam or multibeam sonar [96, 311]. Typically, in industrial applications such as
underwater mining operations, water turbidity is high and the visibility with optical sensors
and cameras is very low. In these applications, sonar sensors have the advantage of providing
a significantly higher measurement range in water, and measurements are also possible in very
turbid environments.

Underwater Mapping For surveys from a surface vehicle, the motion is compensated using
an attitude reference system and GNSS. For an underwater vehicle, it is more difficult since a
global reference through a positioning system, such as USBL, is not always available. Different
SLAM techniques have been proposed to improve underwater surveys.

In man-made structured environments, such as harbors, feature-based SLAM approaches
have been proven to be effective. Typically employed features include planar patches [253, 260]
and line features [268].
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An example of a feature-less approach is the algorithm described by [42]. They use Particle
Filter based SLAM to create a 2.5D point cloud of the seafloor. Individual particles are weighted
based on how well the multibeam measurements agree with the global elevation map. Loop
closures are detected using a Gaussian process regression of previous sonar beam observations.
This allows to detect loop closures with minimal overlap and enforces consistency of neighboring
map borders even if there is no overlap.

The approach of [278] divides the terrain map into smaller sub-maps that are assumed to be
error-free. Overlapping sub-maps are first coarsely aligned using cross-correlation, and then the
ICP algorithm is used for fine registration. The relative pose measurements are then used to
constrain an Extended Kalman Filter (EKF) based mapping procedure further. In [49] this ap-
proach is extended with a Graph SLAM based framework to improve the full trajectory. In [254]
a coarse-to-fine scan matching technique using ICP is proposed, which takes point measurement
uncertainties into account during submap registration. Furthermore, spectral registration meth-
ods [72] for the registration of noisy sonar scans or probabilistic scan matching techniques [118]
that weight point observations by the uncertainty based on a sonar sensor model are described
in the literature.

Map Representations For many bathymetry applications 2.5D DEMs are created. More
recently, creating dense surface models from sonar imaging has become of interest. However,
the significant amount of noise in acoustic measurements makes it challenging to extract surface
meshes directly from the point cloud. Therefore, for reconstructing meshes from noisy data,
often the point measurements are integrated into an implicit surface description [161] or robust
local surface descriptors are fitted to the 3D point cloud [78].

Our work follows this direction and uses an SDF voxel map [92] as an intermediate implicit
surface model to create a more noise-free representation. This representation became popular in
the robotic mapping community with KinectFusion [168,239], which demonstrated excellent real-
time 3D reconstruction and tracking results. SDF have the advantage that the weighting scheme
describes noise models during measurement update and different sensors are integrated based on
a geometric projection model [217]. Techniques based on SDF were successfully applied for the
reconstruction of underground mine shafts [183,184] and aerial mapping using drones [267].

A disadvantage of the initial KinectFusion implementation is the large memory consumption
due to the dense storage of the voxel map. Kintinuous [341] resolved this issue by keeping only
a local volume in the memory. Parts of the map that drop out of this volume are saved memory
efficiently by triangularization.

OpenVDB [232], which is used in this work to store the SDF map memory efficiently, has
recently become more popular for robotic mapping [46, 326, 330]. Point density and resolution
in object space strongly depend on the measurement distance for sonar sensors. Multiresolution
SDF models might be a way to represent different levels of detail efficiently [284].

3D User Interfaces for Teleoperation The combination of underwater mapping technol-
ogy, especially 3D reconstruction techniques using photogrammetr, and visualization in a VR
environment has become popular in the field of cultural heritage conservation and underwater
archaeology [108]. Underwater cultural heritage is typically difficult to access, and exploitation of
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underwater archaeological sites for a large-scale public audience and tourism is not sustainable.
This sparked an interest in creating immersive experiences and virtual tours using VR [154]. In-
creasingly, there is an interest not only to show the 3D underwater environment but to augment
it with additional educational and archaeological information [69,303].

Similarly, VR has been applied to assist teleoperation of mobile robots, remote control of
industrial manipulators and the piloting of underwater robots [199]. The difference here is that for
a teleoperation scenario, live sensor data needs to be fed back into the system to update the virtual
environment in order to create a faithful representation of the current environment of the remote
system. In combination with simulation of the environment, VR is also used in pilot training of
ROV for underwater operations [200]. For dexterous tasks, such as controlling an underwater
manipulator and effectors, haptic user interfaces support the teleoperation [50]. As an underlying
technology, game engines, such as the Unity 3D cross-platform game engine [322], are increasingly
used in research and industry for serious applications, e.g., simulation and teleoperation of robots
using VR [87].

7.5 Discussion

This chapter described techniques for creating an above-the-water and underwater survey of a
mine site. The above-the-water model is created from laser scanning and camera images. It is
used as a static map, which is delivered either as high-resolution point cloud or textured mesh
in order to achieve a better orientation in the 3D scene of the remote operator. The underwater
model is initially created from a pre-survey and then regularly updated from multibeam sonar
data. For the underwater model SDF grid maps are used to update the model incrementally with
new data. The 3D maps are used in the ¡VAMOS! project to create a virtual reality 3D replica of
the real environment to assist the teleoperation of an underwater mining vehicle. This model is
used for immersive data visualization of the mining operations, for planning during development
and operations during the testing phase.

A 3D model of the operations is valuable to effectively monitor the events and the mining
process below the water surface. Moreover, it enables the use of a smaller and cheaper sensor kit
since only the areas where change is expected need to be monitored and updated continuously
with surveying equipment while the full context of the mine site is still visualized to the human
operator.
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Chapter 8

Conclusions and Future Work

In this last chapter, we review the main theoretical and experimental results achieved in this
work and summarize the technological outcomes. Moreover, we wish to provide an outlook for
possible directions to follow for further investigation and research.

8.1 Summary

Scientific and industrial operations, such as monitoring coral growth, pipeline surveying or defect
assessment in offshore structures, require precise subsea metrology. While no single underwater
measurement technology covers all use cases, optical underwater scanners provide advantages in
terms of achievable resolution and accuracy.

This dissertation presents an underwater laser scanning system and the algorithms for cre-
ating dense 3D scans in water. The main focus lies on the calibration of the underwater camera
using a physical-geometric model, the calibration of the laser projector, the image processing
and 3D reconstruction. Since in-situ calibration in water is complex and time-consuming, the
challenge of transferring an in-air calibration of the scanner to water without re-calibration, as
well as self-calibration techniques, are investigated. The system was successfully applied in dif-
ferent configurations for static scanning and mobile mapping. 3D maps are useful to the operator
during the remote control of underwater vehicles and enable offshore inspection and surveying
tasks.

The first part of this thesis reviews optical and acoustic modalities for underwater sensing.
The main challenges of applying optical measurement techniques are identified as the visibility
constraints due to the attenuation of light in the water and the refraction effects present in multi-
media imaging. This work shows that if the refraction effects of a flat port camera are modeled
using polynomial distortion models, high errors are observed for close-range measurements. Since
turbidity is an issue for optical metrology, 3D scanning is typically performed at short distances.
Therefore, for the highest accuracy, it is necessary to model the refraction effects explicitly. While
Snell’s law and its application for ray tracing is well understood, the challenge of calibration lies in
the precise estimation of the required camera and housing parameters. This work addresses this
problem with an optimization-based calibration framework using a physical-geometric camera
model derived from an analytical formulation of a ray tracing projection model. Moreover, the
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results of the proposed calibration approach are compared with a calibration performed solely in
air and a calibration based on the standard camera parameter set using Brown’s distortion model.
An in-air calibration is successfully transferred to underwater imaging if the refraction at the
housing is compensated. However, some type of in-situ calibration and validation is recommended
to achieve the highest accuracy. Additionally, the effects of the test field and fiducial marker
system on the calibration result are analyzed. The insights recommend a calibration approach
using a 3D test field with circle marks. Circle targets show better feature localization accuracy
if the images are degraded by noise and blur, which is often the case in underwater applications.

Based on these findings, a triangulation-based underwater scanner using a cross-line laser
projector and the associated data processing algorithms are developed. The projection pattern
was chosen, such that overlapping scan lines are acquired during movement of the scanner. In
order to scan larger volumes, the underwater scanner is configured with a motorized yaw axis.
The contributions include approaches for calibrating the rotational axis and laser curve param-
eters. In order to achieve robust laser line extraction under difficult conditions, line constraints
in the image processing pipeline are applied. The technology was successfully applied to collect
data in various underwater scenarios. The measurement quality is validated in experiments in
a test tank using reference objects, and the different calibration processes are compared. As a
benchmark, the work at hand investigates surfaces and distance measurement errors in a small
volume using sphere targets, length measurement errors of scale bars and the flatness error of a
reference plane. Depending on the measurement distance, errors in the range of one millimeter
up to less than one centimeter in clear water conditions are observed. Using a staircase pattern,
the experiments find a measurement resolution in the millimeter range, which is consistent with
the predicted theoretical resolution based on subpixel feature extraction.

Besides scanning underwater structures, the 3D acquisition of semi-submerged structures
using the system is investigated. In the lab, scanning of structures partially covered by wa-
ter is demonstrated with the line laser scanner moved by an industrial manipulator. Using a
semi-automatic refractive correction approach, which extracts the parameters of the flat water
surface from the imaging data, the errors in the scans through the water surface are effectively
compensated.

The work at hand exploits coplanarity and orthogonality constraints to achieve self-calibrating
structured light. The proposed method is based on the assumption of a static scene relative
to the camera frame. A handheld cross-line laser projector with an unknown position and
orientation is freely moved with respect to the camera and projects two laser curves on the
scene. The intersections between consecutive projections of laser lines are exploited for solving
the parameters of the projection planes. After that an euclidean solution is obtained through
non-linear optimization by introducing orthogonality constraints on the two perpendicular laser
planes of the cross-line laser projector. This work leverages heuristics and outlier rejection to
improve the results and make the approach more robust and applicable to real-world data.

A limitation of optical scanning in water is the reduced range and small measurement vol-
ume compared to sonar. Consequently, underwater laser scanning is extended with simultaneous
trajectory estimation to apply it for mobile mapping. Initially, this is addressed using Global
Navigation Satellite System (GNSS) and Inertial Navigation System (INS), which is only ap-
plicable in surface water because the GNSS antennas need to be above the water. While this
is a feasible direction, the accuracy of the GNSS-INS trajectory is low compared to the point
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measurement accuracy of the scanner. Therefore, the results are improved using Visual-Inertial
Odometry (VIO) for trajectory estimation. In the UWSensor project, a new sensor system based
on active stereo using fringe projection was developed. This sensor delivers dense reconstruction
at high update rates of approximately a 1m×1m×1m measurement volume. This technology
was successfully applied for mobile underwater mapping of a pipe structure using VIO for motion
compensation. The results are further improved by registration of the point cloud data.

Finally, in the Viable Alternative Mine Operating System (¡VAMOS!) project 3D underwater
mapping was applied to support a remotely controlled underwater mining system. Individual
sonar scans are fused based on a volumetric map representation using signed distance functions.
The insights during the field trials showed that a 3D model of the operations is valuable for
effective monitoring and awareness of the situation below the water surface.

In summary, the experimental part of this thesis substantiates that the proposed underwater
laser scanning system provides an accurate technique for acquiring detailed 3D scans in water.
Overall, we believe that the insights of this work with respect to refractive calibration and self-
calibration to mitigate residual measurement errors and the proposed mobile mapping approaches
improve the applicability. Mobile mapping with optical scanners in water without additional
infrastructure opens up the system for diverse applications in other fields, such as enabling cost-
effective real-world inspection and metrology tasks in archaeology, the offshore industry and
marine science.

8.2 Technological Outcomes

Throughout this thesis, several hardware and software systems were developed. This includes
two underwater scanning systems with cross-line laser projectors that have been successfully
tested in different scenarios (cf. Chapter 4 and Chapter 6). One system is configured with a
motorized yaw axis to capture scans from a tripod, and a second system with a larger baseline
for scanning from a moving platform. This includes the design of the laser projector, the engi-
neering of the mechanical structures and integration in the underwater housings. Moreover, the
necessary power electronics, Light-Emiting Diode (LED) flash and laser drivers, trigger circuits
and control electronics are part of the outcomes of this work. For these scanners, the control
software, microcontroller firmware and algorithms for image processing and 3D reconstruction
were implemented. In low turbidity conditions, the system is able to create dense, high-resolution
scans in water with errors in the millimeter to sub-1 cm range depending on the measurement
distance (cf. Section 4.6). With the optical underwater scanner developed in the UWSensor
project (cf. Sec 6.2), underwater mobile mapping was achieved. The results include the soft-
ware and hardware design of the Inertial Measurement Unit (IMU) system and real-time motion
compensation based on visual-inertial odometry.

An additional outcome of this thesis is the developed software framework for underwater
scanning, which implements refractive calibration of underwater cameras and laser projectors,
self-calibrating structured light, image processing, 3D reconstruction, mapping and motion com-
pensation. For calibration and validation, different calibration fixtures (cf. Section 3.5) and
test artifacts (cf. Section 4.6) were designed as well as infrastructure for an underwater test
environment [24].
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8.3 Outlook

The results presented in this thesis open several opportunities for further research. Future work
will address technological and theoretical challenges to make optical underwater scanners more
useful and applicable for real-world inspection and metrology tasks. Furthermore, we point
out aspects for further investigation, which are considered most promising or interesting to the
scientific community.

Range and Visibility Limitations By far, the biggest limitations of applying optical 3D
imaging technologies in water are the range and visibility constraints. A lot of work remains to
be done to improve the robustness to water turbidity. Increasing the output power of the pro-
jector for active imaging works only up to a certain point. Backscatter at particles in the water
column in front of the sensor causes noise that masks the useful signal. Range gating is effectively
used to reduce backscattering in active underwater imaging [39, 335]. More recently, affordable
CMOS sensors with fast-shutter durations of down to ten microseconds became available for
commercial applications. These sensors have been successfully customized for underwater appli-
cations in combination with pulse lasers to achieve gating with delay steps in the nanoseconds
range [212, 273]. This allows to work at long ranges and directly provide Time-of-Flight (ToF)
measurements. However, the range-gated signal delivers only a depth resolution in the centimeter
range. Consequently, combining the increased range of gated imaging with triangulation-based
depth estimation is interesting. Gated imaging has already been successfully applied to line laser
scanning in water [93]. The newer fast CMOS sensors might enable active stereo sensors with
pattern projection that capture dense 3D data with increased range and high precision.

Another interesting direction is the combination of different sensing modalities as discussed in
Section 2.4. Multi-sensor setups combining sonar and camera sensors leverage the benefits of the
long range and robustness to turbidity of acoustic ranging with the precision and resolution of
optical technologies. Today, this is often applied using a pre-survey of the seabed using multibeam
sonar. Then, selected regions of interest are captured in high detail using optical sensing. The
data of the different sensors is then fused in post-processing. Volumetric representations, such
as Signed Distance Function (SDF) have been successfully applied to multi-sensor fusion. While
sensor models allow a weighting of the observations based on the expected noise of the sensors,
it is challenging to apply these methods to sensing modalities with very different properties.
Sonar data features strong outliers, high noise and sparse data compared to optical imaging.
Multiresolution SDF models might be a way to represent different levels of detail efficiently [284].
Therefore, future research is required to adapt these methods to the characteristics of underwater
sensors.

Scanning Through Complex Media Interfaces In Chapter 4, scanning through a planar
air-water interface with a moving sensor is demonstrated. While this works well in a laboratory
setting, in real-world applications the water surface is never perfectly still due to surface waves
generated, for example, by wind. Hence, it is interesting to investigate how accurate measure-
ments are achieved in more complex situations. Especially for aerial imaging or bathymetric
Light Detection and Ranging (LIDAR), measurement results are affected by refraction. If we
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have perfect knowledge of the water surface, it is possible to correct for the refraction. There-
fore, the problem is reduced to the problem of estimating the surface of the media interface.
For airborne LIDAR this is partially recovered by evaluating the signal returns from the water
surface and water bottom in full-waveform analysis [206]. While modeling water waves is well
understood for physics simulations, estimating the parameters of wave models from imaging data
remains a challenging problem.

Motion Compensation of Multi-shot Structured Light A general limitation of multi-
shot structured light based on fringe projection is the assumption of no motion between the
individual recordings of a single sequence. This is violated if the sensor movement speed is
too high compared to the duration of the image sequence. Additionally, in underwater imaging
the required exposure times are typically higher compared to in air because of light absorption.
Therefore, the motion needs to be compensated to enable scanning at larger sensor movement
speeds. In the literature, approaches applying correlation-based image registration [336,342] are
described. Most methods are based on assumptions like a linear motion along a single axis [191].
In [15] we demonstrated motion compensation of an underwater active stereo sensor by shifting
the images based on a sensor motion estimate from VIO. Here, only a global linear translation
is considered. Future work focuses on estimating a more accurate dense image warping function
for compensating the sensor’s motion by exploiting the pose estimates from VIO and overlapping
previous 3D structured light scans.

Joint Alignment of 3D Scans and Color Images Optical underwater scanners provide a
limited measurement range and field of view. Therefore, the 3D data does not always provide
enough structure to constrain the registration fully. In the work at hand, motion is initially
estimated using VIO, and a second step performs registration and loop closing based on the 3D
data. While this exploits both color and 3D information, it does this in sequential steps and not
in an integrated approach. Further research is necessary for achieving reliable registration in all
situations, e.g., by joint alignment of 3D scans and color images.

Self-calibration and Quality Control Measurement accuracy for inspection tasks depends
on precise calibration. Performing in-situ calibration is time-consuming and difficult. Some
results of calibrating in air and transferring the calibration to imaging in water are presented
in Chapter 3. However, for precise measurements in-situ calibration is preferred. Moreover, the
problem remains that at high water pressures the underwater housings and structure deform,
which affects some of the calibration parameters. Self-calibration using multi-view constraints or
projection-based constraints, as discussed in Chapter 5, provide additional information. However,
this typically does not allow to estimate precise scale. Therefore, further investigations are
aspired to achieve in-situ calibration with minimal infrastructure. Moreover, approaches for
quality control of the calibration parameters are necessary to achieve traceable measurement
results.

Low-cost Technologies as a Driver for Data Set Acquisition A challenge in underwater
imaging technologies is the limited availability of data sets to the scientific community. Especially
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for machine learning based approaches, it is often difficult to obtain suitable training data. Large
data sets are difficult and expensive to collect. Images acquired in subsea metrology campaigns
or the data sets used for training sonar target detection in the industry are typically well-guarded
secrets and are not available to the scientific community. The availability of a wide variety of low-
cost waterproof action cameras, e.g., GoPro HERO, and affordable Remotely Operated Vehicle
(ROV) platforms, such as BlueRobotic’s BlueROV2, have democratized access to underwater
imaging data. We hope the work at hand contributes to this trend towards affordable underwater
sensor systems.
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Acronyms

ADCP Acoustic Doppler Current Profiler. 30
ALS Airborne Laser Scanning. 30

ASV Autonomous Surface Vehicle. 185
AUV Autonomous Underwater Vehicle. 3, 33, 149

BA Bundle Adjustment. 8, 23, 40, 41, 46, 54, 62, 64–66, 85, 203, 204

CAD Computer-Aided Design. 58, 61, 153, 181

CMUT Capacitive Micromachined Ultrasonic Transducer. 33
CNN Convolutional Neural Networks. 16

DBAT Damped Bundle Adjustment Toolbox. 62, 64

DEM Digital Elevation Model. 185, 190
DOE Diffractive Optical Element. 27, 29, 142

DoF Degrees of Freedom. 56, 97, 125, 127, 129, 135, 138, 149, 151, 152, 175, 182
DVL Doppler Velocity Log. 30, 149, 173, 175

EKF Extended Kalman Filter. 190

FOG Fiber Optic Gyro. 172, 175

FoV Field of View. 32, 36, 119, 171

GAN Generative Adversarial Network. 16
GEBECO General Bathymetric Chart of the Oceans. 1, 2
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GNSS Global Navigation Satellite System. 10, 149–156, 173–175, 180, 181, 185–187,
189, 194

HMI Human-Machine Interface. 176, 178
HROV Hybrid Remotely Operated Vehicle. 170, 173–178, 180, 181, 185, 188, 189

ICP Iterative Closest Point. 100, 102, 103, 121, 145, 149, 160, 161, 181, 190

ID Identification Number. 23, 61, 62, 69, 158
IMU Inertial Measurement Unit. 10, 26, 149–153, 156–160, 172, 195

INS Inertial Navigation System. 152, 154, 156, 173, 175, 185–187, 194
IR Infrared. 2

iUSBL inverted Ultra Short Baseline. 175

LAN Local Area Network. 176
LARV Launch and Recovery Vessel. 173–176, 181

LED Light-Emiting Diode. 2, 27, 150, 156, 157, 159, 172, 173, 195
LIDAR Light Detection and Ranging. 28, 29, 33, 100, 145, 146, 196, 197

MBS Multibeam Sonar. 31, 32, 173

MEMS Microelectromechanical System. 29, 151, 152

NOAA National Oceanic and Atmospheric Administration. 1, 2
NTP Network Time Protocol. 88, 181

PPS Pulse-Per-Second. 181

RANSAC Random Sample Consensus. 58, 60, 142

RMSE Root Mean Squared Error. 57, 76, 83, 124, 143, 153
ROS Robot Operating System. 88

ROV Remotely Operated Vehicle. 3, 6, 22, 23, 25, 149, 157, 158, 170, 191, 198
RTK Real-Time Kinematic. 149, 150, 152, 153, 173–175, 185, 186

SBL Short Baseline. 173, 175, 181

SBS Single Beam Sonar. 31
SDF Signed Distance Function. 10, 181–184, 187, 188, 190, 191, 196
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SfM Structure from Motion. 1, 3, 17, 30, 31, 41, 42, 133, 149, 160

SGM Semi-Global Matching. 24
SLAM Simultaneous Localization and Mapping. 135, 149, 161, 167, 181, 182, 186–

190
SLERP Spherical Linear Interpolation. 161

SLR Single-Lens Reflex camera. 181
SLS Structured Light Scanner. 173

SNR Signal-to-noise Ratio. 30
SSS Side-scan Sonar. 31

SVD Singular Value Decomposition. 58, 138

ToF Time-of-Flight. 28–31, 109, 196
TSDF Truncated Signed Distance Function. 181, 184, 185

USBL Ultra Short Baseline. 172, 173, 175, 189

VIO Visual-Inertial Odometry. 10, 150, 162–165, 195, 197

VR Virtual Reality. 10, 169, 174, 176–178, 180–182, 188, 190, 191

WLAN Wireless Local Area Network. 173, 174

¡VAMOS! Viable Alternative Mine Operating System. 4, 5, 10, 32, 169–174, 176, 178–
180, 185, 189, 191, 195

Underwater Laser Scanning





Appendix B

Additional Results

This appendix lists additional results and figures of the experiments described in this thesis. The
additional material is mainly provided for completeness and comparison purposes.

B.1 Comparison of Calibration Using Zhang’s Method and Bun-

dle Adjustment

This section provides additional results for the experiment described in Section 3.5.1. The results
of a calibration using Zhang’s method and Bundle Adjustment (BA) are compared on imprecise
calibration targets. Each calibration is performed on a set of 560 images.

The difference of the RMS projective errors for Zhang’s method compared to BA is small
for the glass pattern with vinyl foil. Fig. B.1 shows the distribution of the residuals and the
histogram of the residuals in image space. The residuals are computed on the same set of 560
images of the direct printing on glass target. The top row shows the result of the calibration
using Zhang’s method on the glass pattern with vinyl foil data, the middle row shows the result
using BA on the glass pattern with vinyl foil data, and the bottom row shows the result of
the calibration on the direct printing on glass data as a comparison. Here, the error using BA
provides only marginally smaller residuals than the pattern manufactured using direct printing.
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Calibration using the vinyl foil on glass sheet target and Zhang’s method.

Calibration using the vinyl foil on glass sheet target and BA.

Calibration using direct printing on glass target and Zhang’s method.

Fig. B.1: Distribution and histogram of the projective errors computed on 560 images of the vinyl foil
target compared to the direct printing on glass target.
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B.2 Comparison of Planar and 3D Structures for Calibration

This section provides the results of the comparison between a planar and 3D structure as de-
scribed in Section 3.5.2 for the experiment carried out in air instead of water. The experiment
was carried out with the same calibration structure as the experiment in water. The experimen-
tal procedure is the same as described for the evaluation conducted on the underwater data set.
Similarly, the calibration is evaluated on a data set of 600 images. The employed camera is a
Sony a6000 mirrorless camera with an APS-C size sensor and a 35mm lens. The images were
downsampled to a resolution of 3000 × 2000 pixels.

The reprojection error computed on the planar patterns is very similar for both calibrations.
The 2D calibration yields a RMS reprojection error of 0.389 pixels, while the 3D calibration
produces a RMS reprojection error of 0.390 pixels. The reprojection error computed on the 3D
structure is slightly lower for the 3D calibration. The 2D calibration results in a RMS reprojection
error of 0.537 pixels, while the 3D calibration yields a RMS reprojection error of 0.523 pixels. In
summary, the achieved reprojection error is comparable for the 2D and 3D calibration given the
complete set of 600 calibration images.

Fig. B.2 shows a boxplot of the RMS reprojection errors for different numbers of images used
for the calibration. The left image shows the RMS reprojection error computed on the planar
pattern, and the right image shows the RMS reprojection error evaluated on the 3D pattern.
Fig. B.3 visualizes the calibration results in relation to the size of the calibration set.

Similar to the results in water described in Section 3.5.2, faster convergence is observed for
the calibration with the 3D structure. Moreover, fewer images are necessary for the 3D structure
to achieve a low residual error on the complete data set.

Fig. B.2: Comparison of the projective error of a calibration using planar or 3D targets.
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Fig. B.3: Comparison of the variation of the model parameters of a calibration using planar or 3D
targets.
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B.3 Comparison of A priori and Underwater Calibration

This section provides additional plots of the error distribution of the comparison between a priori
calibration, refractive calibration and underwater calibration using the Brown model as described
in Section 3.6.3. Three different calibrations are compared:

• an a priori calibration performed solely in air,

• an underwater calibration using the refractive model, and

• an underwater calibration using the Brown model.

Fig. B.4 shows the distribution of residuals in image space. The left image shows a sub-
sampled plot of the largest residual vectors. Residuals with a norm of more than 1 pixel are
plotted in red. The right image shows a plot of the mean residuals on a regular grid with a cell
size of 80 × 80 pixels.

Fig. B.5 depicts the distribution of the residuals. The left image is a scatter plot of the
x/y-components of the residual vector. The 1σ and 3σ ellipses of the standard deviation σ of the
residuals is plotted in green and red color. The right image shows a scatter plot of the residuals
along the radial direction from the image center.
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A priori calibration using refractive model

Underwater calibration using refractive model

Underwater calibration using Brown model

Fig. B.4: Distribution of residuals in image space computed for a validation set of 74 images. The
lengths of the residual vectors are scaled by a factor of 100 for visualization purposes. Residuals with
a norm of larger than 1 pixel are plotted in red. Left: Plot of sampled residuals in image space. For
visualization purposes only the four largest residuals in every 80× 80 pixels cell are shown. Right: Mean
residuals on a regular grid with a cell size of 80× 80 pixels.
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A priori calibration using refractive model

Underwater calibration using refractive model

Underwater calibration using Brown model

Fig. B.5: Distribution of residuals computed for a validation set of 74 images. Left: Scatter plot of the
residuals with mean and standard deviation. Right: Scatter plot of the reprojection errors dependent on
the radial distance from the image center.
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