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Abstract 

In the recent years, translational studies comparing imaging data of animals and humans have gained increasing 

scientific interests with crucial findings stemming from both, human and animal work. In order to harmonize 

statistical analyses of data from different species and to optimize the transfer of knowledge between them, shared 

data acquisition protocols and combined statistical approaches have to be identified. Following this idea, methods 

of data analysis, which have until now mainly been used to model neural responses of electrophysiological 

recordings from rodent data, were applied on human hemodynamic responses (i.e. Blood-Oxygen-Level-

Dependent BOLD signal) as measured via functional magnetic resonance imaging (fMRI). 

At the example of two attention and impulsivity networks, timing dynamics and amplitude of the fMRI signal were 

determined (study 1). Study 2 described the same parameters frequency-specifically, and in study 3, the 

complexity of neural processing was quantified in terms of fractality. Determined parameters were compared with 

regard to the subjects’ task performance / impulsivity to validate findings with regard to reports of the current 

scientific debate.  

In a general discussion, overlapping as well as additional information of methodological approaches were 

discussed with regard to its potential for biomarkers in the context of neuropsychiatric disorders.  
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Zusammenfassung 

In den letzten Jahren haben translationale Studien, in denen Befunde von Tieren und Menschen direkt verglichen 

werden, zunehmend an wissenschaftlichem Interesse gewonnen. Um statistische Analysen von Daten 

verschiedener Spezies zu harmonisieren und somit den Wissenstransfer zu optimieren, müssen gemeinsame 

Datenerfassungsprotokolle sowie kombinierte statistische Ansätze identifiziert werden. Diesem Gedanken folgend 

werden in dieser Arbeit Methoden der Datenanalyse, die bisher hauptsächlich zur Modellierung neuronaler 

Antworten aus elektrophysiologischer Aufzeichnungen bei Nagetierdaten verwendet wurden, auf 

hämodynamische Antworten (d.h. Blood-Oxygen-Level-Dependent BOLD-Signal), welche mittels funktionaler 

Magnetresonanztomo-graphie (fMRT) gemessen werden, im Menschen angewendet.  

Am Beispiel zweier Aufmerksamkeits- und Impulsivitätsnetzwerke wurden der zeitliche Verlauf und Amplitude des 

fMRI-Signals bestimmt (Studie 1). In Studie 2 wurden die gleichen Parameter frequenzspezifisch ausgewertet, und 

in Studie 3 wurde die Komplexität neuronaler Verarbeitung anhand von Fraktalität quantifiziert. Die ermittelten 

Parameter wurden hinsichtlich der Task Performance / Impulsivität der Probanden verglichen, um die Ergebnisse 

im Kontext von Befunden aus der aktuellen wissenschaftlichen Debatte zu validieren.  

In einer allgemeinen Diskussion wurden sowohl überlappende als auch zusätzliche Informationen zu 

methodischen Ansätzen hinsichtlich ihres Potenzials für Biomarker im Zusammenhang mit neuropsychiatrischen 

Erkrankungen diskutiert. 
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General Introduction 

 

If people do not believe that mathematics is simple, 

It is only, because they do not realize, how complicated life is. 

John von Neumann 

 

In the recent years, translational studies comparing imaging data of animals and humans have gained increasing 

scientific interest with crucial findings stemming from both, human and animal work (e.g. Logothetis, Pauls, 

Augath, Trinath, & Oeltermann, 2001; Magri, Schridde, Murayama, Panzeri, & Logothetis, 2012). In order to 

harmonize statistical analyses of data from different species and to optimize the transfer of knowledge between 

them, shared data acquisition protocols and combined statistical approaches have to be identified. Following this 

idea, methods of data analyses, which have until now mainly been used to model neural responses of 

electrophysiological recordings from rodent data, will be applied on human hemodynamic responses (i.e. Blood-

Oxygen-Level-Dependent BOLD signal) as measured via functional magnetic resonance imaging (fMRI). 

fMRI is one of the most widely used techniques to address neural activation at rest as well as under task condition. 

The standard statistical approach relies on the general linear model (GLM), where the entire fMRI time course is 

split and locked to the onset time of a stimulus of a certain experimental condition. These condition-specific pieces 

are then grouped and averaged to identify those brain regions, which showed a significant activation in that 

condition. Thus, GLM is applied (i) to separate stimulus-induced brain activation from noise and (ii) to average 

brain activation to identify relevant over random brain activation (Friston et al., 1994; Monti, 2011).  

In the context of fMRI, the analysis of the entire fMRI time course has been applied, e.g. for the analysis of 

functional connectivity using independent component analysis. Here, time courses of the whole brain are 

correlated with each other to identify whether an activation in a certain region A is related to a second region B 

(Vince Daniel Calhoun, Adali, Stevens, Kiehl, & Pekar, 2005; V. D. Calhoun & de Lacy, 2017). Regions can either be 

correlated (when activation in region A increases, activation in region B increases, too) or anti-correlated (when 

activation in region A increases, activation in region B decreases), as well as with a temporal delay (e.g. region A 
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increases, after 2 seconds region B increases). In addition, Region-of-Interest (ROI)-based approaches such as 

Dynamic Causal Modeling make use of regional fMRI time courses. Here, brain regions are selected based on a 

priori knowledge and the regional time courses in these regions are extracted. Effective connectivity is defined as 

the influence region A has on region B (Stephan et al., 2010), or region C has on the connectivity between region 

A and B (Stephan et al., 2008).  

From animal research and especially electrophysiological recordings, the analysis of entire time series is much 

more frequent (wavelet transforms: Percival & Walden, 2006; spectral analysis: Priestley, 1981 etc.). The relation 

between electrophysiological recordings and BOLD response has been empirically proven by Logothetis and 

coworkers in numerous studies (Logothetis et al., 2001; Magri et al., 2012). For example, they found that local 

field potentials (LFP) reflect best hemodynamic responses and it is mainly the component of the gamma band (60–

120 Hz) which correlated positively with fMRI data (Logothetis et al., 2001). Subsequent studies were able to 

differentiate between amplitude and timing characteristics the way the amplitude of the BOLD signal reliably 

reflected both the increases and decreases in gamma power. Timing dynamics of the BOLD signal, in turn, reflected 

activity in the beta band (18-28 Hz) (Magri et al., 2012), with a higher beta power corresponded to faster increases 

(slower decreases) of the BOLD signal, and reciprocally a lower beta power to faster decreases (slower increases) 

of the BOLD signal. In the cognitive domain, LFP neural oscillations in the gamma frequency band were proven to 

play a crucial role in the synchronization of neural firing (Brunet, Vinck, Bosman, Singer, & Fries, 2014) as well as 

in cognitive information processing and focused attention (Melloni et al., 2007). On the other hand, beta band 

oscillations have been associated with selective attention (e.g. Gao et al., 2017), where a decrease of activity 

reflected a state of increased processing capabilities (Neuper, Scherer, Wriessnegger, & Pfurtscheller, 2009).  

Applied Methodological Approaches 

In this dissertation, three methodological approaches were presented, which addressed aspects of brain function 

beyond the conventional brain activation and neural connectivity approaches. All analyses referred to frequently 

used methods of the analysis of electrophysiological recordings in animals, however, are rarely used on fMRI time 

series to date. In detail, the following approaches were used:  

(a) Bayesian Adaptive regression splines (BARS) is a highly effective smoothing algorithm, which allows, when 

applied to histogram-based neuronal firing data, an estimation of the instantaneous firing rate of a certain neuron 
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/ brain region (Sam Behseta & Kass, 2005; Kass, Ventura, & Cai, 2003; C. G. Kaufman, Ventura, & Kass, 2005). BARS 

use cubic splines (piecewise cubic polynomials) which are joined at selected points (in this dissertation, fMRI time 

points) called ‘knots’ (DiMatteo, Genovese, & Kass, 2001; Kass, Ventura, & Brown, 2005). These pieces are 

constrained so that the resulting curve is smooth and fits well the fluctuation of the neural response. Thus, in the 

fMRI context, BARS describe the fluctuations in amplitude and temporal dynamics of the BOLD signal over the 

course of the entire measurement. The resulting curve is described by estimating the expectation value of a certain 

event (e.g. neural firing, increase of the amplitude of the BOLD signal), which is written as λ at each time point t 

(λ(t)) and its fluctuation over the time course in terms of peaks and troughs.  

(b) wavelet transforms addresses the rhythmic fluctuations in regional time courses in the time-frequency space. 

Different frequencies of the fMRI signal reflect specific levels of processing such as network integration, 

long/short-range coupling, response to external stimulation and frequency modulation (Hramov, Koronovskii, 

Makarov, Pavlov, & Sitnikova, 2015). Furthermore, in the frequency domain, spectral coherence is a well-

established standard tool to analyze the linear relationship between two signals by determining the correlation 

between their spectra (Yaesoubi, Allen, Miller, & Calhoun, 2015). A high spectral coherence suggests the presence 

of a functional coupling. Using wavelet transforms in this work, fMRI signals were characterized in terms of energy 

density, i.e. the maximum in the stimulus- induced frequency band, its frequency F(t) and stability. Modulation 

features were the modulating frequency (Fmod) and its amplitude (MFmod). Spectral coherence was quantified 

in terms of mean percent duration of sustained coherence relative to scan time, averaged over the stimulus band 

(meanperc).  

(c) fractal analysis of BOLD time series: Fractal structures possess the property that the whole structure consists 

of parts, which have the same pattern composition but at different scales and / or in different sizes [e.g. broccoli, 

the Koch snowflake, (Koch, 1904, 1906; B. Mandelbrot, 1967; B. B. Mandelbrot, 1983)]. Fractals can be found not 

only in static objects but also dynamic processes. This property of self-similarity, or in the temporal domain scale 

invariance (P. Ivanov et al., 2009; Nagy, Mukli, Herman, & Eke, 2017; Suckling, Wink, Bernard, Barnes, & Bullmore, 

2008) means that both, rapidly occurring changes and slowly proceeding dynamics follow the same structure, or 

better, that measures of the patterns are independent of the sampling rate, used during data acquisition (Riley, 

Bonnette, Kuznetsov, Wallot, & Gao, 2012). Fractal patterns have been examined in many research fields including 

physiology (for a systematic review see Sen & McGill, 2018) and neuroscience (for review see Di Ieva, Esteban, 
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Grizzi, Klonowski, & Martin-Landrove, 2015; Di Ieva, Grizzi, Jelinek, Pellionisz, & Losa, 2014). Studies using 

electrophysiological recordings and fMRI time series predominantly applied the adaptive fractal analysis (AFA) 

including the determination of the Hurst Exponent � (Riley et al., 2012).  

All methodological approaches were performed on regional fMRI time courses from task-based and resting-state 

fMRI (rs-fMRI) measurements and were extracted from whole brain activation maps. To identify relevant network 

regions in task-based fMRI, brain activation, induced by an experimental paradigm, had to be revealed using 

conventional whole brain fMRI analyses. Having identified exact localization of the significantly activated brain 

regions, maxima of the activation clusters were used as centers of the spherical masks, used for time course 

extraction. Time courses were extracted not only from fMRI task-data but also from resting-state data to compare 

brain response in these regions while performing a task and at rest. Resulting time courses were then used for 

BARS / wavelet transforms / AFA (for a workflow see figure 1).  

Examined Neural Networks 

Data from two fMRI studies examining healthy adult participants was used (first published in S. Neufang et al., 

2016; Neufang et al., 2015). In the first study, a sample of healthy volunteers underwent a task-fMRI measurement 

using the Attentional Network Task (ANT) by Fan et al. (2005) (Fan, McCandliss, Fossella, Flombaum, & Posner, 

 

Figure 1 sketch of the procedure of time course extraction.  

Note: BARS: Bayesian Adaptive Regression Splines, wavelet: wavelet transforms, AFA: adaptive fractal analysis 
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2005) (for a detailed description of the task see Appendix / Experimental Paradigms). Attentional processes as 

measurable by the ANT comprise the ‘alerting’ system, the ‘orienting’ system and the ‘conflict’ system (Posner & 

Petersen, 1990). The ANT has been used in numerous fMRI as well as EEG-studies showing most robust responses 

across the attention networks in the fronto-parietal regions as well as the striatum in terms of increased brain 

activation (Neufang et al., 2011; Neufang et al., 2015), as well as reflected by the event-related potential P300 in 

parietally-located electrodes (e.g. D. A. Kaufman, Bowers, Okun, Van Patten, & Perlstein, 2016). In addition, 

behavioral attention network scores showed significant correlation of the beta and gamma power in the fronto-

central regions (Roh, Park, Shim, & Lee, 2016). Within a fronto-parieto-striatal attention network, the fronto-

striatal loop has been described as a feedback loop to optimize response inhibition (Alexander, DeLong, & Strick, 

1986; Vink et al., 2005) and form a top-down control, which means to ensure the ability to focus on the current 

task and not being distracted by further stimulations (Dosenbach, Fair, Cohen, Schlaggar, & Petersen, 2008). The 

parietal lobe, in turn, is understood as a bottom-up structure, perceiving task-relevant and irrelevant stimuli and 

then reporting these perceptions to higher order cortical structures such as the PFC (Neufang et al., 2011, 2014).  

The experimental paradigm of the second study was the 5 choice serial reaction time task (5-CSRTT, Voon et al., 

2014) examining waiting impulsivity (WI) (for a detailed description of the task see Appendix / Experimental 

Paradigms). In general, impulsivity is a personality trait, which spans from normal manifestations, e.g. in life time 

situations where decision making under time pressure is required (Burnett Heyes et al., 2012), to pathological 

presentations, mirroring the psychiatric symptoms of ‘loss of control’ and ‘impulse control disorder’ associated for 

example with attention deficit hyperactivity disorder (ADHD), (for a recent review see Hinshaw, 2017; e.g. 

Sebastian, Jacob, Lieb, & Tuscher, 2013). WI is defined as the tendency to premature responding, that is, to 

respond before target onset. Premature responses are assumed to arise because of the individual expecting a 

reward-related cue in combination with aspects of response inhibition. WI can be assessed using the 5-CSRTT. To 

date, the 5-CSRTT has mainly been employed in rodents (Robbins, 2002) with only a small number of human 

studies (Benson, Tiplady, & Scholey, 2019; Laurel S Morris et al., 2016; Nord et al., 2019; Voon et al., 2014; Worbe, 

Savulich, Voon, Fernandez-Egea, & Robbins, 2014). In electrophysiological studies in rodents, WI has been 

associated with the prefrontal cortex (PFC) including the anterior cingulate cortex (ACC) (Bubenzer-Busch et al., 

2016), the dorsal and ventral prelimbic cortices (Balleine & O'doherty, 2010) (human homolog: dorsal cingulate 

cortex, Brodmann Area 32), and the infralimbic cortex (human homolog: ventromedial PFC (vmPFC), Brodmann 
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Area 25) interacting with mediotemporal structures such as the hippocampus (HC) and the amygdala (AMY), and 

the nucleus accumbens (NAcc) (Christopher D Chambers, Hugh Garavan, & Mark A Bellgrove, 2009; Jeffrey W 

Dalley, Barry J Everitt, & Trevor W Robbins, 2011). In humans, its associated functional network consists of the 

dorso-lateral PFC (dlPFC) and the vmPFC representing impulse control (Mechelmans et al., 2017), the reward-

perception-related NAcc, the ACC for the cognitive evaluation of the reward and HC and AMY responsible for 

reward-based learning (J. W. Dalley, B. J. Everitt, & T. W. Robbins, 2011).  

Impulsivity has been documented to have an effect on cognitive functions. For example, high impulsive healthy 

subjects showed reduced activation in right dlPFC while performing a decision making task (Deserno et al., 2015), 

bilaterally in the vmPFC during motor inhibition (Goya-Maldonado et al., 2010) as well as in the dlPFC and the HC 

in aggressive impulsive subjects (Sala et al., 2011). At rest, impulsivity affected functional connectivity from rs- 

fMRI in terms of less elaborated neural network architecture, e.g. lateral and medial PFC regions were isolated 

from reward associated NAcc (Davis et al., 2013), connectivity between the NAcc and the ACC as well as the ACC 

and the AMY (N. Li et al., 2013). The best examined structures of the WI network, to date, are the NAcc and the 

vmPFC with regard to their functional interaction. For example, Donnelly et al. examined rats while performing 

the 5-CSRTT and reported that gamma frequency (50–60Hz) in LFP oscillations transiently increased in the vmPFC 

and NAcc during the waiting period and after the performance of a correct response. The first finding was 

discussed to presumably reflect increasing top-down control demands over waiting time (Linnet, 2014) and the 

second finding being associated with the processing of reward (Linnet, 2014; Schultz, 2006). High impulsive rats 

(animals with high number of premature responses) showed reduced activity during the waiting period (Nicholas 

A Donnelly et al., 2014) predominantly in the vmPFC, hinting towards an impaired top-down control in high 

impulsive animals. In humans, a first fMRI study found a high overlap with reports from animal studies with regard 

to the underlying cognitive processes, brain regions associated with WI and the neural interplay between the NAcc 

and vmPFC, concluding that the 5-CSRTT is a promising tool for translational studies (S Neufang et al., 2016). 

In both studies of this thesis, only data of healthy control subjects were analyzed to minimize data variation and 

to assure the pure basic science nature of this dissertation. 
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Aims and Hypotheses  

In this dissertation, we expected to find, that across all analyses, BARS / Wavelet Transforms / AFA parameters dos 

reflect human neural processing at rest as well as under task condition, based on findings from animal studies and 

attention / impulsivity phenotype literature.  

In detail, in Study 1 subjects were divided by median split into good and bad performers (ngood=23, nbad=24) based 

on the overall accuracy, defined as the proportion of correct trials from all trials. Good performers were assumed 

to present a significantly higher overall accuracy on the behavioral level in combination with a stronger frontal 

top-down control reflected by higher activation in fronto-striatal regions. Regarding the relation between brain 

activation and BARS, regions with a higher brain activation were supposed to present higher expectation values 

λ(t), reflecting a higher gamma power. On the other hand, regions of reduced brain activation were supposed to 

go along with stronger fluctuating expectation values λ(t), indicating stronger beta power. 

In Studies 2 and 3, the impulsive phenotype was defined as high impulsive (highImp) versus low impulsive subjects 

(lowImp), based on the subjects’ number of premature responses. If the number was ≥ 3, subjects were classified 

as highImp and if the number was <3 as lowImp. Threshold definition was adapted from Feja et al. (2014) in terms 

of the median value of premature responses across all subjects [range: 0–6 number of premature responses (Feja, 

Hayn, & Koch, 2014)].  

It was hypothesized, that lowImp subjects were expected to present a higher stability in the vmPFC compared to 

highImp subjects, reflecting the stronger frontal top-down regulation, in combination with a more stable 

modulation in lowImp subjects, representing the more effective coupling between the NAcc and the vmPFC in 

lowImp compared to highImp. In contrast, highImp subjects were hypothesized to work with a higher energy in 

combination with deviation of the modulating frequency reflecting the more ineffective way of processing due to 

the imbalance between reward-driven NAcc and controlling vmPFC.  

In AFA of study 3, a fractal nature of the WI network was assumed and that � values of all network regions were 

close to 1. In addition, � was hypothesized to be smaller at task compared to rest (Barnes, Bullmore, & Suckling, 

2009; Churchill et al., 2016; Ciuciu, Varoquaux, Abry, Sadaghiani, & Kleinschmidt, 2012). Finally, a significant 

influence of impulsivity on � was assumed in the PFC and the NAcc (Hahn et al., 2012; Wink, Bullmore, Barnes, 
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Bernard, & Suckling, 2008). In line with the previous studies (Gilden & Hancock, 2007; Hausdorff, 2007) a deviation 

from 1/f noise pronounced in highImp compared to lowImp subjects was expected.  

Applying methodological approaches, which have until now mainly been used to model neural responses of 

electrophysiological recordings from rodent data, on human fMRI data facilitates the knowledge transfer between 

species and might open new ways to harmonize study designs across translational research. 

Despite of wavelet transforms (Study 2), findings reported in this thesis have been published in the following 

publications:  

Akhrif A, Geiger MJ, Romanos M, Domschke K, Neufang S (2017), Task Performance changes the amplitude and 

timing of the BOLD signal. Transl Neurosci, 8: 182-190. (Study 1) 

Neufang S, Akhrif A, Hermann CG, Drepper C, Homola GA, Nowal J, Waider J, Schmitt AG, Lesch KP, Romanos M 

(2016). Serotonergic modulation of ‘waiting impulsivity’ is mediated by the impulsivity phenotype in 

humans. Transl Psychiatry, 6(11): e940. (Study 3) 

Akhrif A, Romanos M, Domschke K, Schmitt-Boehrer A, Neufang S (2018). Fractal Analysis of BOLD Time Series in 

a Network Associated with Waiting Impulsivity. Front Physiol. 9:1378. (Study 3) 
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Study 1: BARS, ANT Network 

Study 1- Introduction 

BARS is a smoothing algorithm / curve fitting technique. In neuroscience it is used to smooth neural time courses, 

spike trains and tuning curves from neurophysiological recordings (S. Behseta & Chenouri, 2011; Ramezan, 

Marriott, & Chenouri, 2014; Taubman, Vaadia, Paz, & Chechik, 2013), as well as regional fMRI time courses 

(DiMatteo et al., 2001). The graphical data representation of peristimulus-time histograms (PSTH) of a data set, 

for example spike trains of a single neuron, is accumulated for all trials under a particular set of experimental 

conditions to show the firing rate varies over time. One reason the PSTH works well is that our eye is able to 

smooth the PSTH so that we see the temporal evolution of the firing rate. However, once we have articulated the 

goal of estimating the firing rate, it is possible to improve the PSTH by smoothing (Kass et al., 2003). Estimating 

the firing rate in this context means producing an estimate of the instantaneous firing rate, which we write as λ(t), 

at each time t, where t varies across a whole range of experimental values of interest. In other words, we are 

interested in estimating the curve described by λ(t) (Kass et al., 2003). BARS use cubic splines (piecewise cubic 

polynomials) which are joined at selected points called ‘knots’ (DiMatteo et al., 2001; Kass et al., 2005), with the 

number of knots and their locations being based on a posterior probability distribution. The expectation of the 

unknown function of time is then taken to be the fitted curve (Sam Behseta & Kass, 2005; Kass et al., 2003; C. G. 

Kaufman et al., 2005; Muniz-Terrera et al., 2016; Taubman et al., 2013). In this study, BARS describe the 

fluctuations of the amplitude of the BOLD signal over the course of the entire measurement. The resulting curve 

is described by estimating the expectation value of a certain event (e.g. neural firing, increase of the amplitude of 

the BOLD signal), which is written as λ at each time point t λ(t) and its fluctuation over the time course in terms of 

peaks and troughs. To prove that BARS on fMRI correspond to cell recordings, we performed: i) conventional 

analyses of brain activation patterns using GLM in terms of an external validation and, ii) task performance of an 

attention task which the volunteers had to perform in the MRI scanner for behavioral correlate / ecological 

validation. 

Within the fronto-parieto-striatal attention network, brain activation patterns and λ(t) were determined. The 

group factor task performance was operationalized by splitting the subjects into groups of good and bad 

performers according to their overall accuracy. Group differences were addressed in brain activation maps and 



STUDY 1 

17 

 

expectation values λ(t). We expected to differentiate good performers from bad performers in terms of stronger 

frontal top-down control reflected by higher activation in the fronto-striatal regions. Regarding the relation 

between brain activation and BARS, we expected to find that regions with a higher brain activation presented 

higher expectation values λ(t), indicating higher gamma power. On the other hand, regions of reduced brain 

activation were supposed to go along with stronger fluctuating expectation values λ(t), hinting towards stronger 

beta power. 

Study 1-Methods 

Participants 

Forty-seven participants (f=23, m=24; mean age: 25.43+2.7 years) were examined. This sample had previously 

been investigated for the genetic influence of brain activation patterns using GLM (Geiger et al., 2016; Neufang et 

al., 2015). Subjects were drawn from a large pool of healthy German subjects consecutively recruited at the 

Department of Psychiatry, University of Würzburg, Germany. All subjects were screened for the absence of current 

or life-time history of mental axis I disorders by experienced clinical psychologists or psychiatrists using the Mini 

International Neuropsychiatric Interview (MINI, Cathebras, Mosnier, Levy, Bouchou, & Rousset, 1994). Right-

handedness was ascertained using the Edinburgh Handedness Inventory (EHI, Oldfield, 1971). The study was 

approved by the ethics committee of the Faculty of Medicine, University of Würzburg, Germany, and was 

conducted in accordance with the declaration of Helsinki in its latest version from 2008. Written informed consent 

was obtained from all subjects. 

BARS: Expectation value of a BOLD event 

In general, BARS are used to address generalized nonparametric regression (curve-fitting) problems by assuming 

that a function f(x) is approximated by cubic splines, i.e. piecewise cubic polynomials, which are joined at ‘knots’. 

A Bayesian Monte Carlo method searches through the space of possible numbers of knots and their locations and 

provides an optimally fitted curve. The resulting curve is a data-driven estimate of the expectation value of a 

certain event (e.g. neural firing, increase in MRI signal), which is written λ for each time t (Kass et al., 2003). 

BOLD event definition 

As the amplitude of the BOLD signal correlates with the activity of the neurons located in the specific region, we 

picked the amplitude value as the event of interest. An event corresponded to a BOLD amplitude that exceeded a 
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certain threshold. Threshold definition in BARS is data-driven (DiMatteo et al., 2001; Kass et al., 2003; Taubman 

et al., 2013) or based on the natural scales (Muniz-Terrera et al., 2016). In order to find the right value for the 

threshold, 10% of the maximal value of the amplitude was taken and increased step wisely until a value was found 

to differentiate the amplitudes between experimental groups. In our case, a thirty per cent of its overall maximum 

value. In probability theory, stochastic sequences of event times are best modeled using the point processes 

models. The simplest and most important point process model is the Poisson process. A number of events within 

a time window, the number of events one would expect to happen during an interval of time, therefore follows 

the Poisson distributions. In its general form, a point process is modeled by specifying its conditional intensity, λ(t), 

which represents the infinitesimal rate at which events are expected to occur around a particular time t, 

conditional on the prior history of the point process prior to time t. For a non-parametric estimate of λ(t), we 

applied BARS to smooth the Peri Event Time Histogram (PETH) of MRI data to get the average ROI response of all 

subjects. 

Raster Plot and PETH 

A raster plot marks the occurrence of an event 

along the X-axis with a tick mark indicating the 

time it happens (see figure 2A). It displays the trial 

response of a specific ROI. To get the average 

response of a task, this procedure is repeated 

several times on a single subject level or over 

several subjects. An average ROI response is 

captured by the PETH showing how the response 

varies across time (see figure 2B). For the Y-axis to 

indicate the conditional intensity, each bin event 

count is divided by both, the bin width and the 

number of trials on single subject level. The shape 

of a histogram, or a PETH, changes every time the 

bin size changes. To get accurate values and 

 

Figure 2 represents the analysis steps of BARS 

exemplarily for the task-related time course of the right 

prefrontal cortex (PFC). In (A), tick marks represent BOLD events 

of a specific subject (y-axis) at a certain time point (x-axis). In (B), 

tick marks have been converted into a Peri Event Time 

Histogram (PETH) by counting the overall number of BOLD 

events (y-axis) at a certain time bin (x-axis); BARS: Bayesian 

Adaptive Regression Splines. In (C), the smoothed PETH is 

shown. 
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comparable results across different trials, it is therefore important to look for an optimal size for the bin. The 

algorithm we used to calculate the optimal bin size was suggested by Shimazaki and Shimoto, 2007 (Shimazaki & 

Shinomoto, 2007). The resulting optimal bin number is 60 in our case. In the last step, we used the MATLAB version 

of the code published by Wallstrom et al. (2008) to smooth the PSTH (Wallstrom, Liebner, & Kass, 2008) (see figure 

2C). 

BARS: Statistical Analysis 

In order to statistically approach the spline, we determined: (a) λmean, i.e. the average expectation value of all bin-

specific λ(t), (b) the range of λ(λrange) being the range from the maximum and minimum λ value, and (c) bin-specific 

λ(t), group comparisons were statistically addressed using the non-parametric Mann-Whitney Tests with 

performance group as an independent factor (good vs. bad performers) and λmean, λrange as well as bin-specific λ(t) 

as the dependent variables. Effects were considered significant when passing a statistical threshold of p<.05 FDR-

corrected (Benjamini & Hochberg, 1995b). The characterization of the timing was based on the number of peaks 

and troughs and was reported descriptively. 

Study 1-Results 

GLM results 

Across all subjects, we found a significantly activated bilateral fronto-parieto-striatal attention network with 

significant activation bilaterally within the superior parietal lobe (SPL, lSPL: x=-28, y=-56, z=54, Z=7.8; rSPL: x=-22, 

y=-60, z=62, Z=7.8), prefrontal cortex (PFC, l PFC: x=-

40, y=10, z=34, Z=5.2, r PFC: x=38, y=6, z=32, Z=4.2) 

and pallidum (x=--18, y=-2, z=6, Z=4.6) were 

considered as ROIs and processed for BARS analysis 

(figure 3). The group comparison of the Main Effect of 

Attention Network Task revealed a significantly 

stronger activation bilaterally in the SPL, right PFC and 

striatum in good performers as compared to bad 

performers (lSPL: x=--22, y=-48, z=74, Z=3.2; rSPL: x=-34, y=-42, z=48, Z=3.0; rPFC: x=-32, y=26, z=36, Z=3.0). In 

contrast, bad performers activated stronger the left PFC (lPFC: x=-52, y=34, z=2, Z=3.1) (figure 4A).  

 

Figure 3 ANT brain activation  

GLM brain activation results of the contrast Main effect of 

the Attention Network Task are presented.  
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BARS results 

Analyses revealed differences between performance groups bilaterally in the parietal regions, lPFC and striatum 

with regard to both the average expectation value λmean and range λrange. The λmean was significantly higher in the 

lPFC of bad performers as compared to good performers (lSPL: Mgood=0.35±0.07, Mbad=0.40±0.09, Z=1.9, n.s.; rSPL: 

Mgood=0.36±0.10, Mbad=0.36±0.07, Z=0.1, n.s.; lPFC: Mgood=0.34±0.07, Mbad=0.41±0.08, Z=3.0, p<.05; rPFC: 

Mgood=0.33±0.05, Mbad=0.34±0.05, Z=0.5, n.s.; striatum: Mgood=0.32±0.04, Mbad=0.37±0.09, Z=2.2, n.s.), whereas 

they were similar in all other regions between performance groups. However, expectation values varied stronger 

in terms of higher λrange in the lSPL and 

striatal region in bad performers (lSPL: 

rangegood=0.53, rangebad=0.61, Z=3.2, 

p<.05; rSPL: rangegood=0.58, 

rangebad=0.47, Z=4.1, p<.01; lPFC: 

rangegood=0.50, rangebad=0.46, Z=1.6, 

n.s.; rPFC: rangegood=0.42, rangebad=0.44, 

Z=1.2, n.s.; striatum: rangegood=0.16, 

 

Figure 4 shows significant differences in BOLD events in the PFC. 

In (A), performance-specific activation patterns are presented, (B) shows group-specific BARS for brain regions. The x-

axis shows the timeline, indicated by bins, the y-axis represents the expectation value λ for a BOLD event. 

Table 1 Bin-specific expectation value 

region bins good  bad  Z 

lSPL 4-19 .38(.02) .47(.04) 3.9** 

 31-51 .32(.04) .40(.04) 4.3** 

lPFC 37-51 .32(.03) .37(.03) 3.9** 

rSPL 17-44 .25(.01) .30(.01) 4.0** 

striatum 11-28 .24(.004) .28(.001) 3.4* 

 34-54 .32(.01) .38(.02) 4.2** 

Note. lSPL: left superior parietal lobe, lPFC: left prefrontal cortex, rSPL: 

right superior parietal lobe, **: p<.01, FDR-corrected for multiple 

comparisons; *: p<.05, FDR-corrected for multiple comparisons. 
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rangebad=0.61, Z=21.9, p<.01) with no significant differences in the PFC region. In the rSPL, the range was higher 

in good performers as compared to bad performers. Finally, significant differences in bin-specific λ(t) values were 

found in all regions except for the rPFC, and also in the enhanced λ(t) values of bad performers as compared to 

good performers (table 1). Regarding the timing characteristics, good performers presented a flat U-shaped curve 

in all regions except for the right SPL. Bad performers, however, presented several fluctuations in the lSPL (ngood=1, 

nbad=3), striatum (ngood=1, nbad=4), and lPFC (ngood=1, nbad=2) with significant deviations in the expectation value in 

several bins (table 1, figure 4B). In the rSPL (ngood=2, nbad=2), fluctuations were more pronounced in good 

performers.  

Comparing GLM and BARS results 

For the last step, we descriptively contrasted results from both analyses, GLM and BARS, to identify convergent 

and complementary information of both methodological approaches (see table 2). In doing so, we have identified 

three different patterns in reference to altered processing in bad performers: (a) stronger activation was combined 

with an enhanced average expectation values λ and bin-specific λ(t) values in the lPFC, (b) reduced activation was 

combined with enhanced fluctuation in terms of significantly enhanced range width of the expectation value λ and 

a higher number of peaks and troughs in the lSPL and striatum. In addition, some of the peaks λ increased 

significantly, and (c) reduced activation did not show significant differences with regard to λ (e.g. rPFC). 

Study 1- Discussion 

In this study, we investigated the influence of task performance on brain activation as well as the amplitude and 

timing of regional time course. We found that bad performers had reduced right fronto-striatal and bilateral 

Table 2 Schematic overview of the relation between GLM and BARS parameters  

 Region GLM λmean λrange Timing λBin-spec 

enhanced activation & enhanced λ in bad performers 

 lPFC ↑ ↑ n.s. ↑ ↑ 

reduced activation & enhanced fluctuation in bad performers 

 lSPL ↓ n.s. ↑ ↑ ↑ 

 stria ↓ n.s. ↑ ↑ ↑ 

similar curvature between performance groups 

 rSPL ↓ n.s. ↓ n.s. ↑ 

 rPFC ↓ n.s. n.s. n.s. n.s. 

Note. lSPL: left superior parietal lobe, lPFC: left prefrontal cortex, rSPL: right superior parietal lobe 
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parietal activation in combination with enhanced lPFC activation. Additionally, across the entire time course, the 

lPFC region presented an enhanced BOLD signal amplitude in bad performers, hinting towards a compensatory 

enhanced gamma power in the lPFC. In the lSPL and striatum, reduced neural activation was accompanied by an 

enhanced range width of λ as well as stronger fluctuations during these time courses, suggesting a stronger beta 

power in bad performers within these regions. Splines in the rSPL and rPFC were similar between performance 

groups. 

Reduced right fronto-parietostriatal functioning and enhanced beta power 

As introduced, the right frontal and bilateral parietal regions form the core of attention networks (Neufang et al., 

2011; Peelen, Heslenfeld, & Theeuwes, 2004; Vossel, Thiel, & Fink, 2006), thus reduced activation in bad 

performers in these regions seemed plausible. The finding that reduced right fronto-parietal activation was related 

to an increased beta activity fits nicely into this context, with an increased beta activity hinting towards decreased 

processing abilities (Neuper et al., 2009). In detail, bad performers showed higher fluctuations mainly in parietal 

and striatal processing. Within a fronto-parietal attention network, parietal activity has been associated with 

bottom-up attentional orienting (Shomstein, Kravitz, & Behrmann, 2012), reflecting screening processes for 

stimuli (Corbetta & Shulman, 2002). Thus, continuous parietal processing in bad performers might reflect a 

constant parietal bottom-up processing and indicate a hyper aroused basal attentional state. With regard to beta 

oscillations in attention processing, firing rates in the pallidum exhibited a linear decrease in sequences of correct 

responses in a reward learning task in monkeys (Schechtman, Noblejas, Mizrahi, Dauber, & Bergman, 2016). In 

addition, beta oscillations in the human pallidum have been associated with motor control in healthy volunteers 

(Brown et al., 2002), as well as with alterations of the same in patients with Parkinson’s Disease (Ahn, Zauber, 

Worth, & Rubchinsky, 2016; Muralidharan et al., 2016). In sum, a higher beta power in the parietal and striatal 

regions is associated with altered attentional performance and motor control. In combination with reduced brain 

activation in the right PFC, reflecting impaired top-down control, our findings revealed a plausible neural 

explanation for bad performance.  

Enhanced activation and gamma power in the left PFC 

Brain activation as well as gamma activity in the PFC have predominantly been associated with cognitive control, 

top-down control and attention allocation (Buzsáki & Wang, 2012; Fries, Scheeringa, & Oostenveld, 2008; Rossi, 
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Pessoa, Desimone, & Ungerleider, 2009; Szczepanski et al., 2014). However, prefrontal recruitment in attentional 

networks induced by the ANT showed a right-hemispheric preference (Fan et al., 2005; Neufang et al., 2011), 

which seemed to be ontogenetically determined as developmental studies have reported that a reduction of lPFC 

activation with network maturation paralleled with performance improvement (Akhrif, Bajer, Wohlschläger, 

Konrad, & Neufang, 2013a; Durston et al., 2006). Thus, additional activation and increased gamma power in the 

contralateral PFC might reflect a compensatory mechanism to optimize performance. Alternatively, the lPFC plays 

a role in attentional processing of verbal learning (Breukelaar et al., 2017; Buckner & Koutstaal, 1998; Reynolds, 

Donaldson, Wagner, & Braver, 2004), auditory conflict processing (Weigl, Mecklinger, & Rosburg, 2016), and 

selective attention to lexical and speech sound (Alho et al., 2016; X. Li et al., 2003). Thus, it is possible that bad 

performers in our study used a verbal strategy before or during responding with a button press. A verbal indication 

of the direction would be mirrored by lPFC activation and gamma power and this might also explain the longer 

reaction time as verbalization might take some milliseconds.  
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Study 2- Wavelets, WI Network 

Study 2- Introduction 

Not only brain activation but also rhythmic fluctuations can reflect the functioning of brain regions. The most 

prominent method to represent time series in the frequency domain is the Fourier transform. Wavelet transforms, 

however, convert the signal into time-frequency space (e.g. see Bullmore et al., 2001; Meyer, 2003). Its 

visualization shows the distribution of energy densities over the time and frequency range with bright areas 

representing high energy density (figure 5). The energy density provides information about the local energy 

spectra at fixed time points.  

Frequencies in the brain can be divided into 

three main categories: Rhythmic fluctuations 

in slow frequency bands are responsible for 

network integration and long range coupling 

(Axmacher et al., 2010; Fell et al., 2001). 

Rhythmic fluctuations in the fast frequency 

bands, in figure 5 indicated by the pink lines, 

reflect short range activity and the response 

to external stimulation and, finally, the ultra-slow range, which is associated with intrinsic processes (Hramov et 

al., 2015; Pavlov et al., 2012). One possible interpretation of this oscillation in the ultra-slow range can be given in 

terms of frequency modulation (Brazhe et al., 2006; Sosnovtseva et al., 2005). The idea is that the intrinsic ultra-

slow dynamics modulate the stimulus driven frequency. Similar to the modulation of the heart rate by breathing- 

the duration of beat-to-beat intervals varies at different breathing frequencies. The existence of rhythms in the 

bold signal leads to the appearance of ridges in the energy surface, associated with the rhythmic contributions 

(Addison, Watson, & Feng, 2002; Amor et al., 2005; Hramov et al., 2015). The dynamics of rhythmic components 

hidden in a bold signal is reflected in the time evolution of the spectral ridges. Spectral ridges are local maxima of 

the energy density spectrum at fixed times ��. (the maxima of the bright areas in figure 5). Oscillation of spectral 

ridges indicates the presence of a given rhythm in the bold signal dynamics and its modulation by other rhythms. 

In detail, if a region, or its underlying neurons, generates a stereotypic response to periodic stimulation, then its 

 

Figure 5 wavelet transforms of task-fMRI timecourses  

of NAcc and vmPFC. upper row: raw time course, lower row: wavelets 

transform. Pink lines indicate the frequency band of task-induced 

neural response. NAcc: nucleus accumbens, vmPFC: ventro-medial 

prefrontal cortex. 



STUDY 2 

25 

 

instantaneous frequency associated with the stimulus rhythm remains constant, resulting in a perfect, continuous 

and straight, spectral ridge at the stimulus frequency (Hramov et al., 2015). Deviation from the stereotypic 

response would be reflected as temporal variations in the instantaneous frequency. The greater the fluctuations, 

the more significant the differences in the BOLD response. These ridges, oriented along the time axis, identify the 

spectral content of the BOLD signal at any given time moment (Addison et al., 2002; Amor et al., 2005). If the 

stability measure is high, then the bold response is highly repeatable during the whole recording, and 

consequently, such an answer is likely to be using a kind of temporal code. Conversely, low stability suggests high 

variability in the spike patterns, origin of the bold signal, and points to a rate code or the presence of a complex 

dynamics, for example, involving local and global feedback and fast adaptation.  

In the frequency domain, spectral coherence 

is a well-established standard tool to analyze 

the linear relationship between two (usually 

continuous) signals by determining the 

correlation between their spectra (Baccalá & 

Sameshima, 2001; Dahlhaus, Eichler, & 

Sandkühler, 1997; Hramov et al., 2015). A high 

spectral coherence suggests the presence of a 

functional association between, e.g., the 

stimulus and the neural response in the 

corresponding frequency band (in our case, the presence of a functional coupling between the vmPFC and the 

Nacc in the high frequency band). Wavelet coherence, in addition, informs about the functional coupling, but it 

also provides the temporal structure of the coupling. The temporal structure of the coupling is reflected by the 

black arrows (see In figure 6): horizontal arrows indicate a synchronous coherence without temporal delay, 

deviation from the horizontal position indicate a temporal delay- the greater the degree the longer the temporal 

delay (Hramov et al., 2015; Pavlov et al., 2012). In figure 6 a graphic representation of the 5-blocs task structure 

with white lines indicating the beginning and the end of experimental blocs. During the intervals between task 

blocs, only a fixation cross was presented.  

 

Figure 6 shows spectral coherence  

between NAcc and vmPFC during processing of the 5-CSRTT. black 

arrows represent coupling, horizontal position indicate a 

synchronous coherence without temporal delay, deviation from the 

horizontal position indicate a temporal delay.  
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In this analysis, we addressed wavelet parameters of both, task-based and rs-fMRI time courses of the NAcc and 

vmPFC. The following wavelet parameters were determined: (1) energy density: maximum in the stimulus- 

induced frequency band was determined (the frequencies between the pink lines, figure 5), (2) the frequency 

value F(t) and (3) stability as defined as the standard deviation of � yields to ��. On the basis of the modulation 

hypothesis (i.e. frequencies in the ultra-slow range modulate stimulus-driven frequencies), (4) the modulating 

frequency (Fmod) as well as (5) its amplitude (MFmod), (6) Ffm the ultra-low peak looking at energy spectrum 

computed via fourier and (7) Pmf amplitude of the peak at Fmod computed via fourier were determined and 

statistically analyzed. Finally, spectral coherence was quantified in terms of (8) mean percent duration of sustained 

coherence relative to scan time, averaged over the stimulus band (meanperc). We expected to find under task 

processing that lowImp subjects presented a higher stability in the high frequency band in the vmPFC compared 

to highImp subjects, reflecting the stronger frontal top-down regulation. In addition, we assumed a stronger, more 

robust modulation of high frequencies by the ultra-slow frequency in lowImp subjects, representing the more 

effective coupling between the NAcc and the vmPFC in lowImp compared to highImp. In contrast, we expected to 

find highImp subjects’ higher energy in combination with deviation of the modulating frequency reflecting the 

imbalance between reward-driven NAcc and controlling vmPFC.  

Study 2- Methods 

Participants 

We examined 103 male students aged from 19 to 28 years (24.0±2.6 years) (S Neufang et al., 2016). Subjects were 

recruited at the University of Wuerzburg, Germany. The sample size exceeded the minimal sample size of n=60 

for repeated measures analysis of variance (ANOVA) models with within–between interaction as determined by 

G*Power (http://www.gpower.hhu.de/). All subjects were screened for impulsivity and right-handedness was 

ascertained using the Edinburgh Handedness Inventory (Oldfield, 1971). The study was approved by the ethics 

committee of the Faculty of Medicine, University of Würzburg, and was conducted in accordance with the 

Declaration of Helsinki in its latest version from 2008. Written informed consent was obtained from all subjects. 

Wavelet Transforms and Statistical Analysis 

To quantify the stability of the bold response, the following measure can be considered: 

�� = �
�	

, 
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where 
� is the standard deviation of the time evolution of the main spectral ridge found in the vicinity of the 

stimulus frequency. To evaluate �� for the bold signal, its energy density is estimated after leaving out all the signal 

components that are not part of the frequency stimulus band. For a fixed time ��, the energy maximum in the 

stimulus frequency band was searched. To each value corresponds a frequency value that evaluates with time, 

�����. The standard deviation of � yields to �� quantifying how stable bold responses are. To prove the existence 

of a modulation we used the double wavelet-technique on the energy maxima of only the stimulus- induced high 

frequency band (Hramov et al., 2015). Finally, spectral coherence was determined in terms of frequency-specific 

correlations (Yaesoubi et al., 2015). Group comparisons were performed using two sample t-tests. To correct for 

multiple comparisons, FDR-correction was applied. In addition to factorial analyses correlations were performed 

in order to address linear relations between impulsivity and wavelet parameters. 

Study 2- Results 

The two most powerful frequency bands in the fMRI signal corresponded to a fast frequency band around .15 Hz 

and a slow frequency bands around .05. Fluctuation in these frequency bands were related to task processing- as 

they were only increased under task condition and not at rest (see figure 7). However, in the ultra-slow frequency 

around .01 a common and 

stable peak was found, which 

remained in the spectrum in 

both conditions. Frequency 

Modulation. We found that 

instantaneous amplitude as 

well as frequency fluctuated 

with a frequency of exactly .011 Hz, which means at our ultra-slow frequency. The spectral ridges were continuous 

and straight, indicating a robust and stable modulation process (see figure 8). Spectral Coherence. Interestingly, 

we found, that whereas during task-blocs a coupling was present, during rest phases, the coupling vanished hinting 

towards a highly efficient processing of the brain- in terms of using resting phases to actual rest (see figure 6). Two 

sample t-tests did not reveal any significant difference between impulsivity groups. Uncorrected for multiple 

comparisons, however, highImp showed a higher stability in the vmPFC compared to lowImp during task 

processing, in combination with a higher modulating frequency (stronger deviation from the ultra-slow frequency).  

 

Figure 7 Power spectrum of task- fMRI and rs-fMRI timecourses  

The red arrow indicates a common peak at 0.01 Hz. NAcc: nucleus accumbens  
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In the NAcc, energy at rest was significantly higher in highImp compared to lowImp, accompanied by a longer time 

coupled at rest (see table 3 and figure 9).  

On the dimensional level, the relation between impulsivity and stability in the NAcc under task differed significantly 

between groups: whereas in lowImp the stability increased with impulsivity, there was no relation in highImp. 

Likewise, frequency amplitude increased significantly with impulsivity in lowImp whereas there was a trend wise 

negative relation in highImp subjects.  

Study 2- Discussion 

In this analysis we addressed wavelet parameters with regard to their influence of trait impulsivity. In line with 

earlier findings analyses revealed, that under task processing lowImp subjects presented a higher stability in the 

vmPFC compared to highImp subjects, suggesting a stronger impulse control (Nicholas A Donnelly et al., 2014; 

Voon, 2014; Worbe et al., 2014) and/or a more stable neural network of impulse control (Qiu, 2007; Wu, Zhou, 

 

Figure 9 shows differences between highImp and lowImp in wavelet parameters. 

 
Figure 8 shows the workflow of the determination of frequency modulation 
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Xiang, & Liu, 2009; Yang & Xu, 2005). At rest, energy in the NAcc was significantly higher in highImp compared to 

lowImp (Mechelmans et al., 2017), which might be interpreted in terms of an inefficient processing at rest 

(Hossein-Zadeh, Ardekani, & Soltanian-Zadeh, 2003; Kang, Pae, & Park, 2017; Schultze-Kraft, Becker, Breakspear, 

& Ritter, 2011). The latter was supported by the finding, that spectral coherence between the vmPFC and NAcc at 

rest, was longer in highImp compared to low impulsive subjects, i.e. highImp did not ‘uncouple’ at rest (Niazy, Xie, 

Miller, Beckmann, & Smith, 2011; Yaesoubi et al., 2015). A similar phenomenon has been reported in the context 

of drug craving the way the stronger the craving the longer the coherence between the amygdala and the dorsal 

cingulate cortex at rest (Lam et al., 2013) interpreted as an ineffective way of brain functioning. Finally, we, indeed, 

found that stimulus-driven frequency was stronger modulated by the ultra-slow frequency in lowImp subjects 

compared to highImp, hinting towards a robust coupling within the WI network in lowImp subjects.  

Unfortunately to date, publications of wavelet transforms using fMRI time series are predominantly 

methodological reports and do not address alterations of parameters with regard to either psychological traits 

and / or psychiatric disorders. However, its potential in the context of the same is discussed in the General 

Discussion Section / Time-frequency Information of the WI Network.  

Table 3 Results from group comparisons on wavelet parameters using two sample t-tests 

 lowImp  highImp T(2,101), p lowImp  highImp T(2,101), p 

task-fMRI 

energy .18(.12) .24(.16) 1.9, .07 .09(.06) .10(.07) 0.4, .71 

frequency .16(.00) .16(.00) 0.4, .69 .16(.00) .16(.00) 1.5, .13 

stability 103.6(3.4) 104.5(3.4) 1.4, .18 102.1(6.2) 105.8(9.3) 2.3*, .03 

Fmod .01(.00) .01(.00) 0.4, .70 .01(.00) .01(.00) 2.2*, .03 

MFmod .01(.01) .02(.01) 1.9, .05 .02(.02) .02(.02) 0.5, .64 

Ffm .16(.01) .15(.00) 0.5, .60 .16(.01) .16(.01) 1.0, .32 

Pmf 8.4(7.4) 11.4(8.4) 1.9, .06 3.6(2.2) 3.6(2.2) 0.1, .94 

mperc 31.8(6.5) 31.4(5.7) 0.3, .74    

rs-fMRI 

energy .14(.09) .20(1.7) 2.2*, .03 .11(.08) .11(.09) 0.3, .78 

frequency .17(.00) .16(.00) 0.1, .89 .16 (.01) .16(.00) 0.8, .43 

stability 103.3(4.7) 102.7(4.4) 0.6, .52 102.4(3.4) 102.8(4.4) 0.5, .60 

Fmod .01(.00) .01(.00) 0.7, .51 .01(.00) .01(.00) 0.8, .44 

MFmod .02(.02) .02(.02) 1.6, .11 .03(.03) .03(.03) 0.5, .57 

Ffm .16(.01) .16(.01) 0.4, .64 .16(.01) .16(.01) 1.4, .15 

Pmf 6.4(5.5) 8.0(6.9) 1.3, .20 5.2(5.4) 5.0(5.8) 0.2, .87 

mperc 28.0(5.4) 28.5(6.0) .44, .66    

mperc_tot 28.4(5.4) 30.9(6.8) 2.0*, .05    

Note. Fmod: modulating frequency, MFmod: mean amplitude of modulating frequency, Ffm: ultra-low peak, Pmf: 

amplitude of the peak at Fmod, mperc: mean duration of coherence, pFDR/q*=.003, *: p<.05, uncorrected. 
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Study 3- AFA, WI Network 

Study 3- Introduction 

Fractal structures possess the property that the whole structure consists of parts, which have the same pattern 

composition but at different scales and/or in different sizes (Koch, 1904, 1906; B. Mandelbrot, 1967; B. B. 

Mandelbrot, 1983). Fractals can also be found in dynamic processes; scale invariance (P. Ivanov et al., 2009; Nagy 

et al., 2017; Suckling et al., 2008) means that both, rapidly occurring changes and slowly proceeding dynamics 

follow the same structure, or better, that measures of the patterns are independent of the sampling rate, used 

during data acquisition (Riley et al., 2012). For time series, this property is mathematically expressed as follows: 

��
� = ��
|�|�  and � = 2� − 1 

��
� represents the power spectrum density of the analyzed fluctuations, 
 the frequency, �� a constant and 0 < 

� < 2. Furthermore, � is related to the �. For more details on how to compute � refer to method section fractal 

analysis as suggested by Riley et al. (Riley et al., 2012).  

Fractal patterns have been examined in many research fields including physiology (Sen & McGill, 2018) and 

neuroscience (Di Ieva et al., 2015; Di Ieva et al., 2014). A specific phenomenon called pink noise (also called fractal 

or 1/f noise, with � = 1) is one of the key fractal manifestations. Pink noise is a stochastic process, used for the 

modelling of dynamic systems (Deif, 2012; Deif & ElMaraghy, 2009). Its power spectral density (PSD) is inversely 

proportional to the sample frequency (A. Eke et al., 2000; A. Eke, Herman, Kocsis, & Kozak, 2002; Keshner, 1982). 

Because pink or 1/f noise lies between white noise (1 
�⁄ , or random noise), and red/Brownian noise (1 
�⁄ , power 

density decreases with increasing frequency), it has been proven to bring stability and adaptability into dynamic 

processes, thus, crucial properties of well-functioning complex systems (Bak, Tang, & Wiesenfeld, 1987). Pink noise 

has been documented in behavioral as well as physiological processes, for example in heartbeat dynamics (Plamen 

Ch Ivanov, Amaral, Goldberger, & Havlin, 1999; P. C. Ivanov et al., 2001), neural network organization (Lewis A. 

Lipsitz, 2002; L. A. Lipsitz & Goldberger, 1992) and cognitive processes (Ihlen & Vereijken, 2010; Wijnants, Cox, 

Hasselman, Bosman, & Van Orden, 2012). The manifold appearance of pink noise has led to the speculation, that 

“there exists some profound law of nature that applies to all nonequilibrium systems and results in such noise” 

(Sejdić & Lipsitz, 2013). Intuitively, one might assume that pink noise has a detrimental effect to a system’s 

performance and accuracy. However, as pink noise arises from the interaction of multiple systems and operates 
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over different scales, it has been shown to contribute to system resiliency and structural integrity if individual 

components were lost or interrupted for example by age or disease (Lewis A. Lipsitz, 2002; L. A. Lipsitz & 

Goldberger, 1992). A fractal network structure, thus, qualifies a system to cope with stress or disturbances by 

adjusting specific components and fine tuning its responses (for a review see Sejdić & Lipsitz, 2013).  

Pink noise can be found in the fMRI signal (see 

figure 10) (S. Behseta & Chenouri, 2011; 

Bullmore et al., 2009; Churchill et al., 2016; 

Ciuciu, Abry, & He, 2014; Ciuciu et al., 2012; 

Andras Eke et al., 2012; Herman, Sanganahalli, 

Hyder, & Eke, 2011; Nagy et al., 2017). � 

valued close to 1 in the fMRI signal has been 

associated with a higher predictability of time 

series (Gentili et al., 2017), greater low-frequency power and higher persistence over time (Ball et al., 2011), as 

well as highly complex and well attuned dynamics in the underlying network (Goldberger et al., 2002; L. A. Lipsitz 

& Goldberger, 1992). Likewise, it has been shown that deviation from pink noise in relevant parameters, 

independent of whether the changes occurred in the direction of white or red noise, was associated with 

neurological as well as psychiatric disorders (e.g. reaction time sequences in ADHD: Gilden & Hancock, 2007; rs-

fMRI in Alzheimer's disease: Maxim et al., 2005).  

In addition, fractality seems to be more pronounced in low compared to high frequencies. For example, Fox et al. 

(2007) reported 1/f noise in the fMRI signal (Fox, Snyder, Vincent, & Raichle, 2007), emphasizing that 

"spontaneous BOLD follow a 1/f distribution, meaning that there is an increasing power in the low frequencies." 

(Fox & Raichle, 2007). In addition, Gentili et al., (2017) found brain regions where � as well as metrics of low-

frequency oscillations (i.e. amplitude of low-frequency fluctuations, ALFF, fractional amplitude of low-frequency 

fluctuations, fALFF) had similar effects hinting towards strong relation between both measures (Gentili et al., 

2017). In task-fMRI data, fractal noise of inactive voxels differed from those of active ones (Thurner, 

Windischberger, Moser, Walla, & Barth, 2003). Recent rs-fMRI-studies showed, that � correlated with personality 

traits (Gentili et al., 2017; Gentili et al., 2015) as well as behavioural task performance (Wink et al., 2008). For 

example, anxiety (Gentili et al., 2015) and extraversion (Gentili et al., 2017) correlated positively with � in regions 

 

Figure 10 The 1/f noise pattern in a power spectrum (Eq1)  

of an exemplary time course is shown on logarithmic scales while 

the scale invariance relation (Eq3) is indicated by the slope �. Please 

note, that the relationship between � and � is according to eq2  

� = 2� − 1. For demonstration, the example of a representative 

individual time course of the right MFG during task has been used.  
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of the default mode network and response time in a attention task with � in the inferior frontal gyrus (Wink et al., 

2008) (i.e. the shorter the reaction times, the higher �) hinting towards an influence of both personality traits and 

task performance on the persistence of network dynamics (Wink et al., 2008). Likewise, findings from task-fMRI 

studies reported that � decreased with task processing (Ciuciu et al., 2012) and cognitive effort (Barnes et al., 

2009; Churchill et al., 2016) concluding that “task-related modulation of multifractality appears only significant in 

functional networks and thus can be considered as the key property disentangling functional networks from 

artifacts.” (Ciuciu et al., 2012). A first study addressing the influence of impulsivity on � revealed that impulsivity 

correlated negatively with � in the orbito-frontal cortex (i.e. the vmPFC) and NAcc (Hahn et al., 2012) the way that 

the higher impulsive the subjects the smaller the �. 

In this study, we examined the fractal nature of a brain network associated with WI using the AFA approach. � 

was determined for all network regions at rest and while performing the 5-CSRTT. To define, whether a subject is 

high (highImp) or low impulsive (lowImp), the number of premature responses has been used (e.g. N. A. Donnelly 

et al., 2014; Feja et al., 2014). Based on the introduced findings we were intrigued to address the existence of pink 

noise in our network, thus, we expected to find (a) a fractal nature of the impulsivity network and that fractality 

consists of pink noise, i.e. � values of all network regions were close to 1 (e.g. Fox & Raichle, 2007; Fox et al., 

2007). (b) smaller � at task compared to rest (Barnes et al., 2009; Churchill et al., 2016; Ciuciu et al., 2012). (c) 

significant influence of impulsivity on � predominantly in the PFC and the NAcc (Hahn et al., 2012; Wink et al., 

2008). In line with the previous studies 

(Gilden & Hancock, 2007; Hausdorff, 

2007) we expected to find deviation 

from 1/f noise pronounced in highImp 

compared to lowImp subjects.  

Study 3- Methods 

AFA.  

Fractal analysis of time series is based 

on quantifying the degree of 

fluctuation around the overall trend of 

the data over time, to measure the scale invariance quantified by the value of � (see equation below). In this 

 
Figure 11 shows the power frequency spectrum  

of the original time course (black dots), as well as of the resulting low (yellow 

line) and high frequency (red line) components. Please note the overlap 

between the black dots (original time course) and the yellow line (LFC) in low 

frequencies (left part of the x-axis) and between the black dots and the red 

line (HFC) in high frequencies (right part of the x-axis). The same time course 

of the right MFG during task of a representative subjects has been used. 
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paper, we split the fMRI signal into two components: the low and the high frequency components (LFC, HFC) (see 

figure 11). LFC is the second order polynomial that is a smooth and global fit of the original time course (see figure 

12). HFC represents the residuals after subtracting the fitting curve from the original time course. For time series 

to be fractal, their PSD must be inversely proportional to frequency (see also figure 13, legend). After analyzing 

these two main components, we found, that the residuals were more likely to obscure the results with respect to 

the scale invariance analysis. HFC, in 

addition, could not be classified as 

fractal (see figure 13). The low 

frequency component of the signal 

on the other hand, held all the 

information concerning the fractal 

nature of the original signal. In line 

with earlier studies and to avoid 

inaccuracies and the reduction of �, 

we focused in our analyses on those parts of the signal/those regions, which showed power law scaling and fractal 

scaling was present (e.g. Cannon, Percival, Caccia, Raymond, & Bassingthwaighte, 1997; Herman et al., 2011; Riley 

et al., 2012): only the LCF was taken into consideration for further analysis via AFA to compute �. 

AFA is one of the existing mathematical methods that computes �, a factor that reflects in a scale law manner the 

relationship, that is intrinsic to fractal processes, between the variance of fluctuation computed around, in our 

case, a second order polynomial trend ���� fitted to time series within each segment �, and its size:  

  ���� = ��
 ∑ "#��� − ����$� 

%&� '
� �(

~�* , +: length of the time series 

� = 2, + 1, , = 5,6 … ,13 

� is determined as the slope of the log-log diffusion plot 345�"����$ as a function of 345���� (see figure 10b).  

Statistical Analysis 

A permutation test was performed to ensure the validity of using the number of premature responses as grouping 

criteria. The question of the existence of pink noise was verified using a one sample Wilcoxon test with � of all 

network regions as test variables and 1 as hypothetical median. The following statistical analyses were performed: 

 

Figure 12 shows the overlap between low frequency course (LFC)  

and the original time course. LFC fits well the data without overfitting leaving 

out unnecessary information for the fractal analysis. In this figure, the same 

time course of the right MFG during task of a representative subjects has 

been used. 
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(i) To compare fractality at rest and while task processing, non-parametric tests of related samples were defined 

using the within-subject factor condition (task vs. rest), and  � as dependent variable. To reveal the impact of the 

impulsive phenotype on differences between rest and task, the same analyses were performed phenotype-

specifically.  

(ii) The influence of impulsivity on network fractality was performed using both, the factorial and the dimensional 

approach. Impulsive phenotype differences of � were addressed using non-parametric Mann-Whitney-U-Test for 

2 independent samples using the between-subject factor impulsive phenotype and dependent variables were � 

scores. In addition, correlations between WI (i.e. the number of premature responses, task accuracy, reward and 

reaction times) and � scores were performed.  

For all statistical analyses a significance threshold of p<0.05, corrected for multiple comparisons using the False-

Discovery Rate (Benjamini & Hochberg, 1995a), was applied. The number of test as well as q*-scores representing 

the FDR-corrected significance levels were provided for each analysis in the results section as well as in tables 1 

and 2.  

Study 3- Results 

Post-Hoc power analyses using G*Power (version 3.1.9.3, http://www.gpower.hhu.de/) revealed a power of .77 

and a critical Z=1.6. Performed fMRI analyses revealed that whereas activation bilaterally in the middle frontal 

gyrus (MFG) (right MFG: x=40, y=.8, 34, T=19.7; left MFG: x=-44, y=6, 28, T=21.7), the ACC (x=6, y=30, 28, T=18.6) 

 

Figure 13 shows the log-log diffusion plots of the power spectrum density (PSD)  

of the low and high frequency components (LFC, HFC): whereas the HFC (red dots) fails to fulfill the criteria of a fractal 

structure expressed by Eq1, the PSD of the LFC (yellow dots) is clearly inversely proportional to frequency hinting toward 

a fractal nature. The data presented is the same time course of the right MFG during task of a representative subjects. 
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as well as the vmPFC (x=0, y=48, -12, T=6.5) was associated with impulse control, bilaterally the HC (right HC: x=24, 

y=-28, -6, T=21.9; left HC: x=-22, y=-28, -6, T=17.7), the right NAcc (x=8, y=12, -10, T=14.6), and the left amygdala 

(x=-22, y=0, -12, T=6.0) were active while reward processing (see figure 14). Via AFA we found that (a) at rest 

across all subjects, � was similar to 1 in the following network regions (rHC: M=0.93±0.13, p=.000; lHC: 

M=0.96±0.12, p=.000; lMFG: M=1.01±0.12, p=.156; rMFG: M=1.00±0.12, p=.577; ACC: M=1.01±0.12, p=.414; 

rNAcc: M=1.03±0.10, p=.060; lAMY: M=1.00±0.11, p=.928; vmPFC: M=1.01±0.12, p=.087, corrected for 8 

comparisons with q*=.006) proving a stable fractal nature of this network.  

(b) Across all subjects (i.e. independent of the impulsive phenotype), � was significantly higher at rest compred 

to task in all regions. Group-specific analyses, however, revealed that in highImp subjects, fractality in the right HC 

did not differ at rest and during task processing (see table 4). In lowImp subjects, � was significantly higher at rest 

compared to task in all regions.  

(c) � during task-processing differed between impulsivity phenotypes in terms of reduced � in highImp subjects 

in the reward-associated NAcc and the impulse control-related ACC (see table 5). Furthermore, � of the left HC 

varied trend-wisely between impulsivity groups across. At rest, there was no significant difference in any 

region.Correlations revealed a significant correlation between � of the left MFG and the number of premature 

responses (r=.-.242, p=.013, corrected for 16 comparisons with q*=.012).  

 

Figure 14 presents the impulsivity network  

in terms of significantly activated brain regions across all subjects while performing the 5-choice 

serial reaction time task. PFC: prefrontal cortex, ACC: anterior cingulate cortex, Nacc: nucleus 

accumbens 
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Study 3- Discussion 

In this study, we addressed the fractal nature of a neural network associated with WI. We found (a) pink noise in 

all network regions, proving the existence of a fractal nature within this network (Bak et al., 1987; Lewis A. Lipsitz, 

2002; L. A. Lipsitz & Goldberger, 1992; Wijnants et al., 2012). Furthermore, (b) � was significantly higher at rest 

compared to task. This was the case in all regions and across all subjects. However, in highImp subjects, � was 

comparable during task-fMRI and at rest in the right HC. (c) Finally, during task processing, fractality in impulse 

control related left MFG as well as reward associated 

NAcc and ACC was influenced by impulsivity the way 

that in highImp subjects � was significantly smaller 

and, therefore, was a less adequate 1/f noise fit 

candidate compared to lowImp subjects.  

Fractality during task processing and at rest 

Higher fractality at rest compared to task processing 

/ cognitive effort is in line with earlier findings (S. 

Behseta & Chenouri, 2011; Churchill et al., 2016; 

Ciuciu et al., 2012). In the context of the common 

knowledge, that neural networks are predominantly 

active after an external stimulation, e.g. of our senses 

Table 5 H in highImp and lowImp, M(SD)   

 lowImp  highImp Z 

task-fMRI 

rHC 0.87(.11) 0.88(.11) 0.2 

lHC 0.91(.10) 0.88(.10) 1.9 

lMFG 0.94(.11) 0.90(.11) 1.7 

rMFG 0.93(14) 0.90(.11) 1.1 

ACC 0.96(.13) 0.89(.09) 3.0** 

rNAcc 0.93(.13) 0.87(.13) 2.4** 

lAMY 0.89(.11) 0.86(.11) 1.4 

vmPFC 0.98(.11) 0.97(.11) 0.6 

rs-fMRI 

all regions n.s. 

Note. rHC: right hippocampus, lHC: left hippocampus, lMFG: 

left middle frontal gyrus, rMFG: right middle frontal gyrus, 

ACC: anterior cingulate cortex, Nacc: nucleus accumbens, 

lAMY: left amygdala, vmPFC: ventromedial prefrontal gyrus, 

low: low impulsive subjects, high: high impulsive subjects; FDR-

corrected was applied for 16 comparisons, corrected 

significance level was q*=.007, **: p<q*, n.s.: not significant.  

Table 4 Comparison of H between task and rest across all subject 

 lowImp highImp 

 task [M(SD)] rest [M(SD)] Z task [M(SD)] rest [M(SD)] Z 

rHC  0.88(.11) 0.94(.13) 3.4** 0.88(.11) 0.92(.12) n.s. 

lHC  0.91(.10) 0.96(.13) 2.6** 0.88(.10) 0.95(.10) 2.8** 

lMFG  0.94(.11) 1.02(.11) 4.1** 0.90(.12) 1.00(.12) 3.5** 

rMFG  0.93(.14) 1.00(.13) 2.7** 0.90(.12) 1.00(.12) 3.6** 

ACC 0.96(.13) 1.02(.13) 2.8** 0.89(.09) 0.99(.10) 4.1** 

rNAcc  0.93(.13) 0.98(.12) 2.3** 0.87(.13) 1.00(.12) 2.9** 

lAMY 0.89(.12) 0.92(.12) n.s. 0.86(.11) 0.95(.14) 2.7** 

vmPFC  0.98(.11) 1.07(.12) 4.2*** 0.97(.11) 0.91(.12) 3.3** 

Note. rHC: right hippocampus, lHC: left hippocampus, lMFG: left middle frontal gyrus, rMFG: right middle frontal gyrus, 

ACC: anterior cingulate cortex, Nacc: nucleus accumbens, lAMY: left amygdala, vmPFC: ventromedial prefrontal gyrus; 

lowImp: low impulsive subjects, highImp: high impulsive subjects, FDR-corrected was applied for 8 comparisons, corrected 

significance level were q*(all subjects) =.05, q*(highImp subjects) =.04, q*(highImp subjects) =.04, **: p< q*, n.s.: not sig 
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or while cognitive processing (Kandel, Schwartz, & Jessel, 2000; Penn & Shatz, 1999), this finding seems counter-

intuitive. However, the recent years of research on the brain at rest have accentuated the prominence of 

endogenously engendered brain responses as an important defining factor in modeling the topology of large-scale 

neuronal networks (for review see V. D. Calhoun & de Lacy, 2017; Gorges et al., 2017; Liegeois, Laumann, Snyder, 

Zhou, & Yeo, 2017; Linkenkaer-Hansen, 2002). The terms used most frequently to describe resting-state neural 

activity, such as "endogenous", "intrinsic" and "spontaneous", indicate that network function is created within the 

brain itself, and can, thus, be understood as "self-organized" (Linkenkaer-Hansen, 2002). Self-organized criticality, 

in return, has been described by Bak et al., (1987) as the origin of fractal objects. They demonstrated, that 

“dynamic systems naturally evolve into self-organized critical structures of states” and suggested, that “this self-

organized criticality is the common underlying mechanism" behind those dynamic system (Bak et al., 1987). For 

an empirical example in the context of sleep dynamics, Lo et al (2013) were able to identify two independent paths 

for the transition between sleep phases using power-law scaling on nocturnal EEG recordings (Lo, Bartsch, & 

Ivanov, 2013). Thus, a task-induced stimulation operating as an involvement from the outside system may lead to 

a reduction of these dynamics, hence of fractality.  

In highImp subjects, however, � did not decrease significantly during task in the right HC. A generally small 

fractality in the hippocampus has been reported by He et al. (2014). They found varying � across different cortical 

regions with lowest � in the HC, interpreting these findings in terms of regional differences in neurovascular 

coupling mechanisms (S. Behseta & Chenouri, 2011; He, 2014). Impaired hippocampal � has also been reported 

between patients with Alzheimer’s disease and control subjects (Maxim et al., 2005) with the persistence of � 

being assumed to reflect neurodegenerative processes. The insignificant change of � during task processing in 

high impulsive subjects in our study, thus, might reflect a weaker recruitment of the right HC while performing the 

task and a more superficial learning (e.g. El-Gaby, Shipton, & Paulsen, 2015). In return, this finding can also be 

interpreted the way, that the right HC is less adaptive in high impulsive subjects, thus constantly following its own 

dynamics, leading to an impaired motivation- or reward-based learning of the task (Chantiluke et al., 2012; 

Moreno-Lopez, Soriano-Mas, Delgado-Rico, Rio-Valle, & Verdejo-Garcia, 2012).  

Fractality differs in function of impulsivity 

Our analyses revealed, that impulsivity modulated fractality only during task processing and predominantly in the 

fronto-striatal loop namely the ACC and the NAcc. � in the left MFG, in addition, correlated negatively with 
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behavioral impulsivity. Morris et al. (2015) showed that functional connectivity in the ACC and the NAcc via the 

subthalamic nucleus varied in function of the number of premature responses (L. S. Morris et al., 2016) 

emphasizing the crucial and interacting role of these two structures on the key parameter of WI. Functional 

connectivity in the left MFG as part of the dorsolateral PFC, in return, reflects the counterpart, i.e. top-down 

control which decreases with higher reward processing (Mechelmans et al., 2017).  

In the NAcc as well as in the ACC, in high impulsive subjects, � was significantly reduced compared to low impulsive 

subjects. A negative association between impulsivity/reward sensitivity and the ventral striatum has been reported 

by Hahn et al. (2012) before in the way that the higher impulsive/reward sensitive the subjects were, the smaller 

the � (Hahn et al., 2012). Reduced � in the NAcc and ACC in high impulsive subjects of our study, thus, reflects 

an altered reward processing.  

In addition, significant correlations between impulsivity and fractality in the frontal cortex have been shown for 

the orbito-frontal cortex (Hahn et al., 2012) as well as for the lateral PFC (Ball et al., 2011). Similar to these findings, 

we found a significant (negative) correlation with the number of premature responses and � in the left MFG across 

all subjects as well as in the vmPFC in the highImp group. The MFG is strongly involved in response inhibition and 

cognitive control (Bari & Robbins, 2013; Boehler, Appelbaum, Krebs, Hopf, & Woldorff, 2010; Braver, 2012; C. D. 

Chambers, H. Garavan, & M. A. Bellgrove, 2009), thus, a more random top-down control in highImp subjects 

reflects impaired control and more impulsive task performance. In contrast to findings by Wink et al., � of network 

regions associated with waiting impulsivity did not correlate with reaction time (Wink et al., 2008). This, however, 

might be based on the different anatomical structures: Wink et al. reported a correlation of � and rs-fMRI signals 

in the right inferior frontal cortex, which was not included in our network. 

Taken together, the combination of impaired top-down control and altered reward processing is common and has 

been described for numerous impulse control disorders such as ADHD (e.g. Scheres & Hamaker, 2010), eating 

disorders (for review Citrome, 2015), addiction (Weinstein, 2017), bipolar disorder, and depression (Carver, 

Johnson, & Joormann, 2008).  
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General Discussion 

In this work, three different methodological approaches have been presented and our results have shown, that 

they were(if present) in line with findings in the same field and performed with conventional fMRI data analyses. 

In the last closing chapter, the additional information will be discussed in more detail to summarize the benefit of 

using fMRi data with new statistical approaches.  

BARS-specific information of neural processing in humans 

In study 1, we aimed to prove that BARS applied on human fMRI time courses reflect neural processing as it is the 

case in the modeling of neural responses of electrophysiological recordings in rodents. We argue that the present 

findings are in line with earlier findings from EEG and fMRI studies as well as from animal and human studies.  

The application of BARS on fMRI data, to date, has mainly been theoretically in terms of BARS acting as “a flexible 

denoiser for fMRI time courses, where all smooth sources of variation are combined into the function being 

estimated”, and serving as “a front-end to spatial and regional analyses and group comparisons, automatically 

incorporating variation in response shape and magnitude across the replicated task blocks in the experiment” 

(DiMatteo et al., 2001). Therefore, this is the first fMRI study empirically applying the BARS approach on fMRI time 

courses and contrasting it with the standard fMRI data analysis to explore the validity of the approach in cognitive 

processing, instead of a methodological one. Thus, we relied on the theoretical combination of statistical 

(fluctuations of λ(t) of the BOLD signal) and neuroscientific findings (amplitude and timing of the BOLD signal 

reflect gamma and beta power). However, to empirically prove the validity of these assumptions, we directly 

compare findings from BARS (new approach) with findings from GLM analyses (standard approach) of the same 

data set as a first dataset specific validation and discuss them in the context of earlier findings in terms of a second 

external validation. This way we aimed to undermine that BARS is a valid statistical approach to look at 

characteristics of the BOLD response beyond the usual activation and connectivity patterns. 

Nevertheless, it is crucial to gain more experience especially with this approach because BARS address brain 

activation data in terms of curves, not condition-specific activation patterns. To interpret the findings, a change of 

perspective is needed. For example, Behseta and Chenouri (2011) compared curves of neuronal data between 

two populations and their reports predominantly consist of the description of differences between groups in curve 

shapes (S. Behseta & Chenouri, 2011; Muniz-Terrera et al., 2016). In our study, we also found that differences 
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were bin-specific, which means they were only significantly different in certain periods of time. For example, 

gamma power in the left PFC was enhanced in bad performers only in the last quarter of the task. Does this finding 

reflect a stronger need for concentration in bad performers as compared to good performers at the end of the 

task based on a higher fatigue in this group? Or is it more likely that this is based on general differences in 

fluctuations in this region over the course of the whole experiment but significantly only within these bins? To 

better understand the information provided by BARS from fMRI data, further studies are crucial and needed. 

Furthermore, we propose BARS as a potential statistical approach for data analysis across species. In the present 

human fMRI study, we were not able to directly relate our findings to neurophysiological recordings measuring 

gamma and beta power, so the transfer of results relied on literature references and had to be considered 

theoretically. Therefore, a translational study design would be of high interest, including both neurophysiological 

recordings from rodents and fMRI time courses from humans acquired while performing the same behavioral 

paradigm (e.g. the 5-CSRTT; animal version: Robbins, 2002; human version: Voon et al., 2014). Species-specific 

neural data could be analyzed with BARS to extract neural firing / BOLD responses facilitating the direct 

comparison of findings, and also to improve the interpretation of human results significantly.  

Based on the current findings, we conclude that the present results suggest performance variations to be 

associated with alterations in BOLD amplitude and its temporal dynamics of frontal top-down and bottom-up 

parietal processing. Based on the relationship between neural signaling and BOLD response, we argue that bad 

performance is associated with both increased activation and gamma power in the left PFC, along with a reduced 

brain activation and an increased beta power in the parietal and striatal areas. With regard to the harmonization 

of translational study protocols, BARS seem to be a promising tool for data analysis. 

Time-frequency Information of the WI Network 

Using wavelet transforms as performed in study 2, we were able to split the fMRI signal into several frequencies. 

This means, the fMRI time courses were not described in terms of temporal fluctuation and amplitude of the entire 

fMRI signal as presented in study 1 but in temporal fluctuations and amplitudes at different frequencies (Meyer, 

2003; Unser & Aldroubi, 1996). We could show, that signals at different frequencies were not random but reflected 

different aspects of neural network processing, so that we were able to get a deeper insight into how the brain 

works.  
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Different frequency bands and the reflected neural processes have been described for animals as well as in 

humans using single cell recording and EEG recordings (Canolty & Knight, 2010; Harris, Hirase, Leinekugel, Henze, 

& Buzsáki, 2001; Pfurtscheller & Da Silva, 1999; Teplan, 2002). The idea that not only in EEG and single cell 

recording but also in fMRI, frequency bands and frequency-specific fluctuations might play a role in the signal 

interpretation of cognitive processing comes from the theory of neural network synchronization. This theory was 

adapted from the neural binding hypothesis by Singer and Gray (1995), according to which synchronous 

oscillations in spatially distributed neuronal ensembles bind neurons representing different features of an object 

(Singer & Gray, 1995). Transferring this idea into connectivity networks, Honey et al. (2007) simulated spontaneous 

neuronal firing (millisecond timescale) for a network giving rise to spatial and temporal patterns of synchronous 

oscillations: “The link between fluctuations in transfer entropy and, at a similar time scale, in fMRI timeseries 

appears to be mediated by the relationship between the synchronization of neuronal dynamics and the mean 

activity of neuronal populations. Importantly, it suggests that empirical fMRI signals may reflect the time-varying 

fast synchronization of population dynamics.” (Honey, Kötter, Breakspear, & Sporns, 2007). One might argue, that 

temporal scales might differ between neuronal oscillations and low frequency BOLD fluctuations, thus, 

synchronization is not confined to oscillations of the same frequency band but occurs across different frequencies 

as n:m synchrony (Palva, Palva, & Kaila, 2005; Tognoli & Kelso, 2009). 

With regard to the role of frequencies in fMRI, low frequency fluctuations have been described between 0.01 and 

0.08 Hz (Salvador et al., 2008) or <0.1 Hz (Biswal, Kylen, & Hyde, 1997), and also higher frequency bands (up to 

0.16 Hz) have been identified as relevant in resting state network (Niazy et al., 2011). These frequency ranges 

seemed to be independent of the used functional connectivity measures [e.g. small world architecture (Achard, 

Salvador, Whitcher, Suckling, & Bullmore, 2006; Supekar, Menon, Rubin, Musen, & Greicius, 2008; Supekar, 

Musen, & Menon, 2009), wavelet-based networks parameters (Ginestet & Simmons, 2011), resting state networks 

(Lagioia, Van De Ville, Debbané, Lazeyras, & Eliez, 2010)], however, network-specific. For example Smyser et al. 

(2010) found highest signal peaks within the sensori-motor cortex at 0.02–0.04 Hz , in contrast to much broader 

range of 0.01–0.05 Hz in visual networks (Smyser et al., 2010). For attention networks induced by the ANT, bottom-

up connections were associated with frequencies within the frequency range <.03 Hz, hinting towards spatial 

processing and cue-based attentional orienting. In contrast, top-down connectivity was associated with 

frequencies >0.08 Hz, which might be interpreted as the reflection of an active, intensive cognitive processing 
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(Akhrif, Bajer, Wohlschläger, Konrad, & Neufang, 2013b; Neufang et al., 2014). In this line, recent theories 

regarding the interaction between frequencies as suggested in study 2 add a new perspective, even though these 

theories need more elaborate scientific research.  

The Fractal Nature of the WI Network 

In study 3, we addressed the fractal nature of a neural network associated with WI. We found that (a) pink noise 

in all network regions, proving the existence of a stable fractal nature within this network (Bak et al., 1987; Lewis 

A. Lipsitz, 2002; L. A. Lipsitz & Goldberger, 1992; Wijnants et al., 2012).  

As introduced we learned that a brain network follows a stable fractal patterns when � is close to 1 (e.g. Stadnitski, 

2012), is decreased while cognitive activation (Barnes et al., 2009; Churchill et al., 2016; Ciuciu et al., 2012), and 

is sensitive to normal and abnormal alteration such as disease or age (Lewis A. Lipsitz, 2002; L. A. Lipsitz & 

Goldberger, 1992; Sejdić & Lipsitz, 2013). In our data, we could find all these aspects and, hence, assumed a fractal 

nature in the impulsivity network: at rest, � varied around 1 across all subjects; during task processing, � was 

significantly reduced in all regions and, finally, when comparing � between high and low impulsive subjects, � 

was reduced in highImp subjects in some of the network regions. The network examined here has been introduced 

in a comprehensive review article by Dalley et al. (2011) and is based on relevant findings from humans and animal 

studies on impulsivity and cognitive top-down control (Jeffrey W Dalley et al., 2011). The notion that the suggested 

network regions were indeed involved in the processes of WI as measured via the 5-CSRTT has been shown in 

recent studies (dlPFC and ACC: Mechelmans et al., 2017; NAcc and ACC: Laurel S Morris et al., 2016; e.g. NAcc and 

vmPFC: S Neufang et al., 2016). The characterization of this network as a “healthy and complex system” (Bak et 

al., 1987), however, has been demonstrated in this study for the first time.  

In contrast to earlier studies, in which � was determined on the whole brain level and in a data-driven manner 

(e.g. Barnes et al., 2009; Churchill et al., 2016; Gentili et al., 2017; Gentili et al., 2015; Suckling et al., 2008; Wink 

et al., 2008), we chose to focus on an earlier described network. This way, we were able to a priori match cognition 

and neural structures, however, taking the risk of losing information, for example regarding the compensatory 

recruitment of additional structures. When examining a clinical sample, thus, a combined approach would be 

indicated. In this study, we chose a monofractal approach. The main reasons were the following: (1) This is a pilot 

study for a clinical project; thus, data acquisition was strongly determined by the factors (a) field strength (3T) (b) 

total scanning time (12min / 365 volumes during rs-fMRI; 14min / 420 volumes during task), (c) sample rate 
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(2000ms) to ensure the feasibility for patients to perform the scanning procedure successfully. In contrast to 

animal studies, data quality is very poor as all factors play a crucial role in the analysis of fractal patterns in fMRI 

(Andras Eke et al., 2012). For example, the field strength highly influences measurement sensitivity (A. Eke, 

Herman, & Hajnal, 2006) and multi-fractal analysis is "known to require a much higher signal definition for an 

optimal performance" than monofractal (Ciuciu et al., 2012; Andras Eke et al., 2012). Likewise, multi-fractal 

analyses need longer time series / higher sampling rates than those found for monofractal series (A. Eke et al., 

2002; Andras Eke et al., 2012). In a previous step multi-fractality was addressed (using q from -2 to 2) and revealed, 

that our signals are, with no loss of information, to be approximated as monofractal (figure 15). The monofractal 

approximation, however, 

has been proven to be a 

robust assumption and, 

thus, an adequate tool to 

address similar signals. 

And it has one advan-

tage- it is human data.  

The use of fractal 

parameters to examine 

neural networks 

regarding to health or 

disorder has been described in earlier studies (e.g. Dona, Noseworthy, DeMatteo, & Connolly, 2017; El-Gaby et 

al., 2015; Gorges et al., 2017; Hahn et al., 2012; Lei, Zhao, & Chen, 2013; Lewis A. Lipsitz, 2002; Maxim et al., 2005; 

Sokunbi et al., 2014), introducing these parameters as exceptionally sensitive towards alterations. In our study, 

however, we performed analysis in a very homogenous sample of young adult male students. The classification 

into high and low impulsive subjects, therefore, is relative and does not represent samples with manifest impulse 

control disorders. The transfer of the present data to a clinical context therefore predominantly relies on the 

findings of earlier studies  and would be of high interest for future studies.  

Thus, we would like to emphasize, that the use of fractality and � in particular, has two advantages which makes 

it a promising biomarker in the early detection of disease: (i) the reference score is a concrete number (i.e. 1) the 

 

Figure 15 shows: the scaling function f and the corresponding regression line  

of the entire signal (left upper row) and for its LFC only (right upper row). Please note that 

data points in the case of the LFC are linearly fitted, whereas this is not the case in the 

entire signal. The diagram in the lower row shows that the slopes H of the regression lines 

are q-indepenent (monofractal). For this diagramm, MFDFA has been used (Ihlen, 2012). 

For demonstration, the example of a representative individual time course has been used. 
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difference can be interpreted as a measure of the deviation from this reference, (ii) in principle the assessment of 

� can be integrated in the (f)MRI clinical routine protocol subject to the availability of sufficiently long fMRI-BOLD 

sequences. However – consistent with earlier observations with various fractal time series methods (A. Eke et al., 

2000)-, as stated by Riley et al. (2012), “AFA requires careful consideration of signal properties, parameter settings, 

and interpretation of results, and should not be applied blindly to unfamiliar signals.” (Riley et al., 2012). In line 

with earlier studies, our data showed the potential of fractal parameters in the detection of altered brain function 

in the clinical context. For that reason, it is highly recommended to follow up on the development of methods to 

making fractal analysis accessible to a wider public and delivering unambiguous results.  

Limitation and Conclusion 

In sum, this dissertation provided new insights into the information MRI signals contain. The used methodological 

approaches are well established mathematical frameworks, however, their application on fMRI, to date, is new. 

The overall aim was to identify statistical methods apt for the analysis of species-overlapping data. However, in 

this dissertation only human data was analyzed. As no animal data was available, parameters were analyzed 

regarding ‘conventional’ human behavioral phenotypes (i.e. good performer vs. bad performer, highImp vs. 

lowImp) and discussed predominantly theoretical in the scientific debate of translational studies. 

In addition, in this dissertation parameters were determined in networks, associated with ‘higher’ cognitive 

processing, i.e. in attention and impulsivity networks. Thus, neural processing is much more inhomogeneous 

compared to e.g. visual processing. However, relating neural complexity (visual vs. impulsivity) and potential 

clinical relevance (with a potential neuropsychiatric impact, e.g. in the context of ADHD), the latter was chosen. 

The point has already been raised before and we would like to generalize it as follows: 

Taken together, we would like to emphasize, that the use of parameters as performed in this dissertation enables 

us to find promising biomarker in the early detection of diseases, even though human data is not as pure as in 

animal or technical data sets. Therefore, it is highly recommended to follow up on the development of methods 

to making these analyses applicable to a wider set of data and delivering results for a wider range of relevance for 

humans. 
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List of Abbreviations 

5-CSRTT   5 choice serial reaction time task 

ACC   Anterior Cingulate Cortex 

ADHD   attention deficit hyperactivity disorder 

AFA   adaptive fractal analysis  

ALFF    amplitude of low-frequency fluctuations 

AMY   amygdala 

ANT   Attentional Network Task 

BARS   Bayesian Adaptive regression splines 

BOLD   Blood-Oxygen-Level-Dependent 

dlPFC   dorsolateral Pre-Frontal Cortex 

EEG   electro-encephalogram 

fALFF    fractional amplitude of low-frequency fluctuations 

FDR   False-Discovery Rate 

fMRI   functional Magnetic Resonance Imaging 

GLM   General Linear Model 

�   Hurst Exponent 

HC   hippocampus  

HFC   high frequency components  

highImp  high impulsive subjects 

LFC   low frequency components  

LFP   local field potentials 

lowImp   low impulsive subjects 

lPFC   left prefrontal cortes 

lSPL:   left superior parietal lobule 

MFG   Middle Frontal Gyrus 

NAcc   nucleus accumbens 

PETH    Peri Event Time Histogram 

PSD   power spectrum density  

PSTH    peristimulus-time histograms 

ROI   Region of Interest 

PFC   prefrontal cortex  

rs-fMRI   resting-state fMRI  

rPFC   right prefrontal cortes 

rSPL   right superior parietal lobule 

vmPFC   ventromedial Pre-Frontal Cortex 

WI   waiting impulsivity 
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Appendix 

Experimental Paradigms 

Study 1- ANT 

The used paradigm was the ANT as described in Fan et al. 2005. The ANT requires the participants to determine 

whether the central arrow out of 5 horizontally arranged arrows pointing left or right. Each trial consisted of five 

events. First, there was a 400 ms fixation period, followed by a 150 ms warning cue. There was either a non-

spatially informative double cue, a spatial cue, or alternatively, no cue was presented. After a cue-target interval 

of 400 ms, a target was presented for 1050 ms, consisting of the target arrow and 4 context flankers (Fan et al., 

2005) (see figure 16). 

In order to ensure a variation 

between stimulus onset and 

image acquisition, null events 

were randomly presented in 

the course of the task. Null 

events did not represent an 

experimental condition and thus were not included into the statistical model. Out of 256 trials, there were 64 

target events preceded by a double cue, 64 events preceded by a spatially informative cue, 64 events without a 

cue and 64 null events. In 50% of the experimental trials, targets were congruent (96 trials) and another 50% for 

incongruent. Trials were presented in a randomized order across all subjects. Total trial duration for null events 

was 2000 ms, target events were 3000 ms long. Overall, the completion of the task took 14 minutes. 

Studies 2 and 3- 5-CSRTT 

The used paradigm was an adapted version of the four-choice serial reaction time task by Voon et al. (Voon et al., 

2014) The task consisted of one baseline run outside the scanner and five experimental runs within the scanner. 

In the task, subjects were instructed to detect a brief visual target after a waiting period to earn a monetary 

reward. An experimental trial included the following phases/experimental conditions starting with the ‘cue’ 

presentation, with the cue representing the start signal and initiating the waiting period (cue-target interval). In 

contrast to the behavioral task, where subjects had the space bar to keep pushed along the waiting interval, the 

 

Figure 16 shows an exemplary trial of the ANT.  
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start signal in the functional magnetic resonance imaging version was only a visual cue without a following motoric 

action, due to the minimization of motor artifacts. The second condition was the ‘target’ onset, the presentation 

of a green circle in one of the choices and was followed by the subject’s response. The trial ended with the reward 

feedback (‘reward’ condition): according to the subject’s performance, a reward/punishment was administered, 

showing the amount of recently earned/lost money in combination with the overall amount of earned money. The 

subjects were instructed to press the corresponding button as fast and as correct as possible (Figure 17).  

A scanning session included the following steps: outside the scanner, all subjects underwent two training sessions 

of 10 trials each and a baseline run of 20 trials. To do so, the subjects were seated in front of a computer monitor 

with a keyboard in front of them (in contrast to touch pad version). In the scanner, subjects lay with response 

devices in their lap, (Response Grip by Nordic Neuro Lab http://www.nordicneurolab.com/). The baseline run 

outside the scanner had a duration of 2.5 min, the part within the scanner a total duration of 14 min. Over the 

course of five runs, WI was manipulated by the following: (a) Implementing a monetary reward: (i) a 1 Euro gain 

when subjects answered extraordinarily fast and correct, (ii) a 10 Cent win when the subjects reacted in their 

average velocity and correct and (iii) the loss of 1 Euro when subjects reacted too slow. Incorrect responses did 

not have consequences.  

The criteria for the decision of extraordinarily fast/average/ too slow was determined individually in the first 

baseline run outside the scanner. In this baseline runs, no reward was implemented, and it served the 

determination of the individual RT in correct 

responses. The mean RTM±SD was defined as 

follows: the RT= RTM±SD→+10 Cent, RTM±SD.→+1 

Euro and RT=M±SD→−1 Euro. (b) Manipulanng 

the target’s presentation duration from 64 ms in 

the first three experimental runs to 32 ms in the 

latter runs. (c) Varying of the cue-target interval: 

whereas in the first two runs the cue-target 

interval was fix (2000 ms), the duration varied in 

the last three runs between 2000 and 6500 ms. 

 

Figure 17 represents one exemplary experimental trial.  
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(d) Including distractor targets in the last experimental runs in terms of targets with blue and/or yellow circles 

preceding the actual target. 

fMRI-Data Acquisition 

Study 1 

fMRI data was acquired on a 3 Tesla TRIO scanner (Siemens, Erlangen, Germany). Whole-brain T2*-weighted BOLD 

images were recorded with a gradient echo isotropic 3x3x3mm3 EPI sequence (repetition time TR=2000 ms, echo 

time TE=30 ms, 36 slices, 3 mm slice thickness, field of view FoV=192 mm, flip angle=90°, 420 volumes). In addition, 

anatomical images were obtained from each subject using a T1weighted MPRAGE (Magnetization Prepared Rapid 

Gradient Echo) with the sequence parameters TR=2.3 s, TE=2.95 ms, 176 slices, 1 mm slice thickness, FoV=270 

mm, flip angle=9°). 

Studies 2 and 3 

The fMRI scanner was a 3 Tesla TIM Trio Scanner (Siemens, Erlangen, Germany). Functional MRI included a T2∗-

weighted gradient echo-planar imaging sequence with the following sequence parameters: repetition time (TR) = 

2000ms, echo time (TE) = 30ms, 36 slices, 3mm thickness, field of view (FoV) = 192mm, flip angle = 90◦, number 

of volumes in task-fMRI = 425, number of volumes in rs-fMRI = 350). 
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fMRI-Data Preprocessing 

Study 1 

fMRI data was pre-processed and analyzed with SPM12 (Wellcome Trust Centre for Neuroimaging London, UK). 

During preprocessing, all functional images were realigned to the first functional volume for movement correction, 

unwarped as a correction of field inhomogeneities, spatially normalized into a standard stereotactic space 

(Montreal Neurological Institute, MNI), resampled to isotropic 2 * 2 * 2 mm3 voxel and spatially smoothed with a 

Gaussian kernel of 8 mm full width at half maximum (FWHM). Preprocessing did not include high-pass filtering or 

global mean correction.  

The resulting images entered in both analyses, GLM and BARS, in different formats; whereas whole-brain images 

(sw*.nii) entered GLM-based analyses, region-specific time courses were extracted from pre-processed images 

(for selection of regions see 3.2.7). 

Studies 2 and 3 

Data preprocessing was performed using the Statistical Parametric Mapping Software Package (SPM12). 

Preprocessing followed the standard routine including temporal and spatial alignment, i.e., slice time correction 

and realignment and unwarp, spatial normalization [standard space: Montreal Neurological Institute (MNI) space] 

including a resampling of the data to an isotropic voxel size of 2 × 2 × 2 mm3, spatial smoothing with a Gaussian 

kernel of 8mm full width at half maximum (FWHM), and linear trend removal [using the matlab routine detrend 

(y)] (Bai et al., 2008; Zhang et al., 2008; Fox et al., 2009; Qiu et al., 2011). Pre-processing did not include high-pass 

filtering or global mean correction. 

fMRI time course extraction 

Study 1 

For the extraction of fMRI time course, (i) the underlying data is important (in our case the pre-processed data) as 

well as (ii) the exact localization of the region (i.e. the coordinates of the individual global activation maximum on 

single subject level).  

Regions of Interest (ROI) were areas which have been associated with attention processing in earlier studies (see 

introduction), namely the prefrontal, parietal and striatal regions. For the identification of global activation 
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maxima for each subject, the contrast Main Effect of the Attention Network Task was defined on a single subject 

level and the local maxima of each ROI were identified.  

Time course extraction was performed on the pre-processed data. Coordinates were then used as the centre of 

10mm spheres using MarsBar (Brett, Anton, Valabregue, & Poline, 2002). Thus, five ROIs (cf. Table 1) were built 

as the basis of time course extraction for each subject. Following the routine suggested by Brett et al. (2002) (see 

MarsBar manual, http://marsbar.sourceforge.net/ marsbar.pdf), time courses of raw fMRI data were extracted 

(i.e. smoothed files resulting from the preprocessing procedure) (Brett et al., 2002).  

Studies 2 and 3 

Regions of Interest (ROI) were defined based on the significantly activated brain regions while performing the 

waiting impulsivity task. In detail, for the identification of global activation maxima, the contrasts target > baseline 

and reward > baseline were defined on a single subject level and analyzed on group level using a one sample t-

test. The local maxima of each significantly activated regions were identified and coordinates were then used as 

the center of a 10mm spheric ROI using MarsBar [24]. ROIs were built and used for the extraction of the time 

course for each subject. Time course extraction was performed using the routine as suggested by Brett et al. (2002) 

(see MarsBar manual, http://marsbar.sourceforge.net/ marsbar.pdf) from preprocessed fMRI data (i.e., smoothed 

files resulting from the pre-processing procedure) (Brett et al., 2002). 

GLM: Statistical Analysis 

Study 1 

On a single subject level, GLM analysis was performed as follows: onset regressors of the five experimental 

conditions ‘double cue’, ‘spatial cue’, ‘no cue’, ‘congruent target’ and ‘incongruent target’ were implemented as 

regressors of interest within the statistical model. Onsets of the cue conditions ‘double cue’ and ‘spatial cue’ were 

defined as the time point when a cue was presented, onsets of the ‘no cue conditions’ were determined as 550 

ms before target presentation (150 ms cue presentation, 400 ms cue-target interval). Onsets of target conditions 

were defined as the onset of target presentation. Only correct trials entered statistical analyses, onsets of error 

trials and six movement parameters from realignment, respectively, were added in terms of regressors of no 

interest. As basis set the canonical hemodynamic response function was chosen, model derivatives were not used. 
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Data was high-pass filtered with a default size of 120s to reduce data from physiological noise such as breathing, 

heart rate etc. 

On the group level, we aimed to identify these regions, which were activated by the task, i.e. the Main Effect of 

the Attention Network Task defined as ‘double cue’ + ‘spatial cue’ + ‘no cue’ + ‘congruent target’ + ‘incongruent 

target’ > implicit baseline (contrast weights: 1 1 1 1 1). We analyzed this contrast over all subjects as well as 

regarding potential group differences. Therefore, we performed a one-way ANOVA model using the performance 

group as an independent factor (good vs. bad performers) and activation maps as the dependent variables. 

Activation was considered significant when p<.05 FDR-corrected for multiple comparisons.  

Studies 2 and 3 

The factor impulsive phenotype was defined as high impulsive (highImp) versus low impulsive subjects (lowImp), 

based on the subjects’ number of premature responses. If the number was ≥ 3 they were classified as highImp and 

if the number was <3 as lowImp. Threshold definition was adapted from Feja et al. (2014) in terms of the median 

value of premature responses across all subjects [range: 0–6 number of premature responses (adapted from Feja 

et al., 2014) (Feja et al., 2014)]. The sample consisted of 66 lowImp subjects and 38 highImp.  

Group comparisons were performed using two sample t-tests. To correct for multiple comparisons, FDR-correction 

as suggested by Benjamini and Hochberg (Benjamini & Hochberg, 1995b) was applied for 17 comparisons. In 

addition to factorial analyses correlations were performed in order to address linear relations between impulsivity 

and wavelet parameters. 
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