Institut fur Informatik
Lehrstuhl fiir Robotik und Telematik
Prof. Dr. K. Schilling

Waurzburger Forschungsberichte
in Robotik und Telematik

Uni Wuerzburg Research Notes
in Robotics and Telematics

Julius-Maximilians-

UNIVERSITAT
WURZBURG

Markus Sauer

Mixed-Reality for
Enhanced Robot
Teleoperation



Lehrstuhl Informatik VII
Robotik und Telematik
Am Hubland

D-97074 Wuerzburg

Tel.: +49 (0) 931 - 31 - 86678
Fax: +49 (0) 931 - 31 - 86679

schi@informatik.uni-wuerzburg.de
http://www7 .informatik.uni-wuerzburg.de

Dieses Dokument wird bereitgestellt
durch den Online-Publikationsserver der
Universitat Wirzburg.

Universitatsbibliothek Wiirzburg
Am Hubland
D-97074 Wiirzburg

Tel.: +49 (0) 931 - 31 - 85917
Fax: +49 (0) 931 - 31 - 85970

opus@bibliothek.uni-wuerzburg.de
http://www.opus-bayern.de/uni-
wuerzburg/

ISSN (Internet): 1868-7474
ISSN (Print): 1868-7466
elSBN: 978-3-923959-67-9

Die Schriftenreihe

wird vom Lehrstuhl fir Informatik VII: Robotik und
Telematik der Universitat Wurzburg herausgegeben und
prasentiert innovative Forschung aus den Bereichen der
Robotik und der Telematik.

Die Kombination fortgeschrittener Informationsverar-
beitungsmethoden mit Verfahren der Regelungstechnik
eroffnet hier interessante Forschungs- und Anwendungs-
perspektiven. Es werden dabei folgende interdisziplinare
Aufgabenschwerpunkte bearbeitet:

¢ Robotik und Mechatronik: Kombination von Informa-
tik, Elektronik, Mechanik, Sensorik, Regelungs- und
Steuerungstechnik, um Roboter adaptiv und flexibel
ihrer Arbeitsumgebung anzupassen.

¢ Telematik: Integration von Telekommunikation, Infor-
matik und Steuerungstechnik, um Dienstleistungen
an entfernten Standorten zu erbringen.

Anwendungsschwerpunkte sind u.a. mobile Roboter, Tele-
Robotik, Raumfahrtsysteme und Medizin-Robotik.

Zitation dieser Publikation

SAUER, M. (2010). Mixed-reality for enhanced robot
teleoperation. Schriftenreihe Wirzburger
Forschungsberichte in Robotik und Telematik, Band 5.
Wirzburg: Universitat Wurzburg.



Mixed-Reality for Enhanced Robot
Teleoperation

Dissertation zur Erlangung des
naturwissenschaftlichen Doktorgrades
der Bayerischen Julius—Maximilians—Universitat Wirzburg

vorgelegt von

Markus Sauer

aus

Wiirzburg

Wirzburg 2010



Eingereicht am: 22.07.2010

bei der Fakultat fir Mathematik und Informatik
1. Gutachter: Prof. Dr. Klaus Schilling

2. Gutachter: Prof. Dr. Aarne Halme

Tag der mindlichen Prufung: 01.02.2011



Danksagung

Die vorliegende Dissertation ware nicht méglich gewesen ohne die tatkraftig
Unterstutzung von vielen Menschen, denen ich im Folgenden noch eirenal
zlich danken méchte.

Zuerst bedanke ich mich bei meinem Doktorvater Prof. Dr. Klaus Sofifiin
die Mdéglichkeit eine Promotion unter seiner Betreuung durchzufulatesr,auch
fur die vielen spannenden Dinge, die ich die letzten Jahre erleben dunmfie,
die Erfahrungen, die ich dabei sammeln konnte. Er ermdglichte mir @ne b
fliche und personliche Weiterentwicklung, die sonst bei einer Promoiidit n
selbstverstandlich ist. Prof. Dr. Aarne Halme einen herzlichen Dankdiire
unkomplizierte Art und die zugige Erstellung des Zweitgutachtens. Ein \eeiter
Dank gilt meinen beiden Prifern Prof. Dr. Phuoc Tran-Gia und ByofJirgen
Albert. Beide habe ich schon wahrend meines Studiums, aber auch §dtrt v
meiner Promotionszeit sowohl menschlich als auch fachlich sehr scthgt-
lernt.

Durch die Arbeit wéhrend der Promotion am Lehrstuhl fur Robotik und
Telematik der Universitat Wiirzburg und dem Zentrum fiir Telematik hatte ic
die Gelegenheit mit einem aufRergewdhnlichen Team zusammenzuaybeite
sich auch in privaten gemeinsamen Unternehmungen auf3erhalbtasgt vider-
spiegelte. Danke hierfir im Besonderen an Maximilian Drentschew, Danie
Eck, Matthias Gors, Christian Herrmann, Dr. Martin Hess, Robin HeRPBr
ter Hokayem, Markus Krauf3, Florian Leutert, Dr. Lei Ma, Marco Sichim
Rajesh Shankar Priya, Prof. Dr. DuSan Stipabownd Lothar Stolz, sowie
Heidi Frankenberger, Ulrike Walter, Eberhard von Deuster, Dietegl@igEdith
Reuter und Annette Zillenbiller. Bei zwei Kollegen und Freunden mdchte ich
mich nochmal separat besonders bedanken - Dr. Frauke DrievdeDu Flo-
rian Zeiger. Mit beiden habe ich in meiner Promotionszeit am engstemzusa
mengearbeitet und fachliche aber auch persdnliche Diskussionéhrgefias
ich immer sehr zu schatzen wusste. Danke auch nochmal an Dr. Fwiger,



Danksagung

dass er in unserem gemeinsamen Endspurt der Doktorarbeit in dem|b&i-
den Jahren egal unter welchen Umstéanden immer wieder den nétigeauifyey
baut hat und, dass er immer als Freund zur Verfiigung stand. Hezlibank
an alle Kollegen vom Lehrstuhl Ill - unserem zweiten Zuhause. Die hinz&
gen Lehrstuhl 11l - Aktivitaten, bei denen wir dabei waren, habeme dieibende
Erinnerung hinterlassen, die ich nicht missen méchte. Hier nochmai girez
besonderen Dank an Dr. Rastin Pries und Dr. Robert Henjes fiir dighlin
gen gemeinsamen Abende und die tolle Zeit, die wir hoffentlich in Zukunft mit
allen aufrecht erhalten, bzw. immer wieder regelmaRig aufleben lagseien.
Danke auch an meinen Kommilitonen Marco Schérger fir die Uber Zetigg
Freundschaft und seine immer positive Grundeinstellung und Art.ddeteten
Jahren durfte ich im Rahmen dieser Arbeit auch mit einer Vielzahl voteBten
zusammenarbeiten. Stellvertretend fir alle diese Studenten méchte icimesich
besondere bei meinen Diplomanden Stephan Toth, Matthias WiedemanneM
Gollnitz, Koami Edem Missoh, Hossein Shahrabi Farahani, Lakshasirahan
Srinivasan und Thomas Peretzki bedanken.

Vielen Dank an meine Eltern Brigitte und Klaus und meinen Briidern Florian
und Benedikt fir die uneingeschrankte Unterstiitzung und den Ridakh#d den
Jahren. Das Bewusstsein iber diese Unterstutzung und diesen Rigekhenir
die Sicherheit, die in vielen Situation fir diese Arbeit wichtig war. Zu gutert_etz
mochte ich mich bei dem wichtigsten Menschen in meinem Leben bedanken -
meiner Freundin Carolin Lamprecht. In all den Jahren, die wir bisheegeam
gegangen sind, war sie immer meine Kraft und meine Starke. Wann imsmer
jemand brauchte, war sie fur mich da, egal zu welcher Zeit, oder arharelc
Ort. Wann immer ich Zweifel hatte, hat sie an mich geglaubt und mich wieder
aufgebaut. Danke fiir alles!



Contents

1

Introduction 1
1.1 Exemplary Application: Robots in Urban Search and Rescue . . . 2
1.2 Outline. . .. ... . . . e 4
1.3 Innovations . .. . .. . .. .. ... 5
Human in the Loop 9
2.1 Human-Robot Interaction(HRI) . . . . . .. ... ... ... .. 9
2.1.1 Characteristicsof HRI . . . . . . .. .. ... ... ... 10
2.1.2 InteractionRoles . .. ... ... .. .. ........ 12
2.2 Teleoperation . . . . ... .. ... ... 14
2.2.1 Interaction between Humans and Autonomy . . . . . . . 16
222 Userinterfaces . .. ... .. ... ... ... ... 17
2.2.3 Studies and User Interface Guidelines . . . . . ... .. 19
23 HumanFactors. . . . . . . . . . . . it 22
231 Telepresence. . . . . . . ... 22
2.3.2 Situation Awareness . . . . . .. ... 23
233 CommonGround . ... ................. 24
234 Workload . . .. .. .. ... .. 26
2.3.5 Spatial Cognition . . . . .. ... ... oL 26
2.4 Evaluation of Human-Robot Interaction . . . . . . ... ... .. 29
2.5 Designing the Teleoperation System . . . . . . .. .. ... ... 31
2.5.1 Model of the Teleoperation System . . . . ... ... .. 31
252 DesignGoalsandDemands . . . . ... ......... 34

3D-Perception and Communication Networks for Teleopera-
tion Systems 39

3.1

Enabling Technologies . . . . . . ... .. ... ... ...... 40
3.1.1 Communication Technologies . . . . . .. ... .. ... 40



Contents

3.1.2 Network Parameters and Video Streams . . . . . .. .. 45
3.1.3 Three-Dimensional Perception . . . ... ... ... .. a7
3.1.4 3D-Time-of-FlightCameras . . . . .. ... ....... 47
3.1.5 Optical Camera Calibration . . . . ... ... ...... 52
3.1.6 Sensor Data Fusion, Localization and Mapping . . . . . . 55
3.2 A Concept for Intelligent Traffic Shaping in Wireless Networks . 56
321 SCENAarios . . . . ... 57
3.22 Concept . . . ... 59
3.2.3 Network Feedback and Adaptive Video Quality . . . . . 60
3.2.4 Experiments and Validation . . . ... ... ....... 64
3.25 Summary ... 75
3.3 Three-Dimensional Perception with Range Cameras . . . . . .. 76
3.3.1 Calibration ... ... ... ... ... . 76
332 Filtering . . .. ... .. ... 79
3.3.3 Task Specific Optimization of Integration Time . . . . . . 82
3.4 Application: 3D-Map User Interface Elements based on PMD Data 86
3.41 FrameMatching . . . . ... ... ... ... ...... 87
342 3DPanoramas . . . . . . . ... 87
343 UserStudies . . . . .. ... 92
35 Conclusion. . . ... .. . 98
Sliding Autonomy through Haptic Guidance 101
4.1 Concept . . .. ... 104
41.1 CommandGeneration . . . . . ... ... ........ 105
412 GuidanceForces. . . . . ... ... .. ... 107
4.1.3 Augmented Reality User Interface . . . . ... ... .. 114
42 UserStudies . . . . ... ... 115
421 Metrics . . . .. 115
4.2.2 System Setup for Experiments . . . ... ... ..... 117
4.2.3 Simulation Experiments . . . . .. ... ... 118
4.2.4 Real-world Experiments. . . . . ... ... ....... 126
4.2.5 Experiments on Network Delay Tolerance . . .. .. .. 133
43 Conclusion. . . . ... 136



Contents

5 Graphical Mixed Reality User Interface 139
5.1 Enabling Technologies. . . . . . .. .. ... ... .. ..... 140
5.1.1 Three-Dimensional Elements in User Interfaces . . . . . 140
512 MixedReality . . . . . .. ... ... 142
5.2 Advanced Augmented Reality Overlays . . . . . ... ... ... 146
5.2.1 Registrationand Tracking . . . . . ... ... ... ... 146
5.2.2 ModelingCameralmages . . . . .. ... ........ 148
5.2.3 OcclusionHandling . . .. ... ... .......... 157
5.3 Mixed Reality User Interface Approach . . . . . ... ... ... 161
5.3.1 Design and Characteristics . . . . ... .. ....... 161
5.3.2 Framework for Mixed Reality User Interfaces . . . . . . 164
5.4 Realization of UserInterfaces . . . . . . .. ... ... . .... 171
5.4.1 Team Coordination User Interface . . . . . ... .. .. 172
5.4.2 Augmented Reality Operator User Interface . . . . . . . 175
5.4.3 Generic Mixed Reality User Interface . . . . . . ... .. 179
544 UserStudies . . . ... ... ... .. ... ... ... 184
5.5 Predictive Mixed Reality Display . . . ... ... ........ 193
5.5.1 PredictiveConcept . . .. ... ... ... ....... 193
5.5.2 DiscussionofResults . . . . ... ... ... ...... 200
56 Summary .. ... 202
6 Conclusions 205
Bibliography and References 211






1 Introduction

In the last decades research in the field of robotics has producedsisarad-
vances and many interesting applications arose, ranging from e.gtiiiadma-
nipulators, search and rescue, up to robots on Mars. Neverthabets have still
not found their place in everyday life, such that today robotics faceatheasing
requirement of a paradigm shift from industrial applications with fixeglines-
ments and conditions to everyday, dynamic human environments. Rebetic
search has made great progress with respect to applications in sircmerents
with a higher level of autonomy. But still, there are many tasks and applitatio
where humans acting as coordinators or operators are needednRdaisthis
need of human support can be for instance safety issues and/olecoaymamic
real-world scenarios. The most obvious application examples arésrapplied
in human-robot teams in search and rescue scenarios or robots utiligpdce
missions. These scenarios include very complex tasks due to e.gowmlar
hazardous environments, danger for human live, or the risk of letenmis-
sion failure resulting in costs of some million Euros. During most of these-co
plicated missions the human is an irreplaceable part. The level of humeappe
tion capabilities and interpretation of the situation, as well as the ability to make
decisions on basis of available limited information, past experience aritidntu
is currently not reached by artificial systems. Moreover, the humageded for
certain tasks, such as in search and rescue missions performing eegivities
or giving medical and psychological support to victims.

In order to take advantage of the superior adaptive and cognitive abdities
human in such missions it is a must to provide reasonable user intetéattes
humans fitting to the current task and the interaction role. Autonomouséesaiti
the vehicle, e.g. path-following or obstacle avoidance, relieve the tmpdram
simple robot control tasks, and should be integrated as assistangeffigrio the
user interface. Here, a major issue is to enable the human to both, gaimeémd
tain situation awareness, and common ground. If common ground éetilie
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(semi-)autonomously behaving robots and the human operator is hieved,
the operator will either neglect this specific robotic system or turn off alatie
sistance systems. Thus, the user interface for the human operatsropiayof
the most significant roles for the success of any application of robetstipg at
remote.

Due to the nowadays available hardware providing graphical calculatisns
well as computing power at reasonable costs mixed reality systems agh no
way of building effective, intuitive and integrated human-machine integaare
increasingly of interest and realizable. Mixed reality systems combidexnea
computer generated objects correctly aligned in real environmentsaridter-
actively and in real-time. Dependent on the ratio of virtual and real aiesribe
mixed reality interfaces can be further subdivided into augmented reatitsiag-
mented virtuality interfaces. Realizing this type of interfaces raises a lotwf n
technical challenges. However, these mixed reality concepts with thepeird
integrating all necessary information the same spatial context allow faoirad
user interfaces in many areas of robotics. Looking at human facteosythmany
of the requirements for teleoperation systems and user interface desigrot
be meet as perfect with standard methods as it is possible with mixed reality.

This work investigates the application of mixed reality technologies for tele-
operation of robots. Based on careful analysis of human factorsytHiterature
research, and own experiments innovative technological concegtmathod-
ologies are developed which enable to realize enhanced integrated raatieg r
user interfaces in dependency on the current application, task, aredponding
interaction roles. This covers the overall teleoperation system fronepioao,
autonomy design, communication, haptic and graphical user interfarepts.

1.1 Exemplary Application: Robots in Urban
Search and Rescue

Mobile robots become more and more an attractive tool to accomplish iwork
hazardous environments or in areas not accessible for humanaf@remost
attractive application areas is the field of search and rescue, bedahseoften
unpredictable danger for human life during an accident or a catastrdgbpi-
cal scenarios where robots are very desirable to support the hunvahsd are
natural disasters (e.g. earthquakes, hurricanes), fire or teémmttasks. In these
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scenarios often the current state of the environment is unknown ayiolenaizan-
gerous (e.g. discharging hazardous gases, materials,...).sTihiagmight hap-
pen, when entering different areas, might be often unpredictalyedanger of
structural collapses). Additionally one cannot rely on previously existifrgs-

tructure to get information about the incident area. In all these scananmts
with appropriate equipment can support and assist the human searcbsaue
teams by e.g. taking sensor measurements to characterize the reeast@ad
perform tasks such as exploration, search or manipulation of remjgeteb

Remote coordination of team w

Shared search and rescue workspace

Figure 1.1: Exemplary application scenario of human-robot teamsaitisend
rescue.

The different roles of the team members in a typical search and ressamn
(cf. Figure 1.1) supported by robots might be formulated as followsnahs
are involved as operators outside the emergency area, taking oveslehef
coordinator and supervisor (comparable to the commanding officeuriert
fire fighting missions). Inside the emergency area human rescuersgkrform
their scenario specific task (find and rescue victims, find the fire sewcd
extinguish fire, shut off gas valves and secure the surrounding &) sensors,
localization methods, and data transmission units can be integrated into existing
rescue equipment [25]. Robots mainly provide efficient advancptbeation of
the emergency area by sensor measurements. In this way, they hefute the
risk for the human rescue workers and enable faster search of wads.arhe
map that can be built from the collected data helps the operator to undkrstan
the situation and supports quick decision making and task distribution. Anothe
important task for robots is to serve as a communication platform between a
found victim (not immediately reachable by human rescue workerspanogle
outside the workspace (e.g. medical staff). Robots with more spegifipment
can also take over more complex and specific manipulation task, etgnghof
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gas valves. Humans may always take over the direct control of tteesiob

Many user requirement analyses were preformed to understarndavehthe
needs and wishes of today’s rescue personnel for rescue rétmtsnstance
Jones and Hinds [26] studied SWAT (special weapons and tactics) tearam-
ing in order to transfer the observations made in multi-robot system&eBair
al. [27] participated with robots in training of urban search and rescrsopal
as well as in real incidents [28], [29]. Adams [30] described requénets for
human-robot interaction by analyzing human teams from a bomb soubfira
department.

This work is also based on a user requirement analyses [31] perfidionim-
plementation of rescue missions [32] in the context of the "PeLoTe" grdjaée
results provided additional important guidelines for the design of rodyoalail-
ities and the user interfaces. Many ideas and suggestions of potentiabers]
who were mainly from the area of fire-fighting, entered the design psaseof
this work. Thus, the search and rescue scenario is used as refeqgplacation
for this work.

1.2 Outline

The remainder of this monograph is structured as follows. Chaptere? gfe
problem analysis. It includes a detailed analysis of related work on huaient
interaction, teleoperation and relevant human factors theory. Bas#dspme-
sign elements for such teleoperation systems are derived. Desiggrbank,
conditions, and demands for user interfaces and driving assistgsieans are
given in order to support and strengthen the understanding of thalbiwseop-
eration system including the human. Finally, the resulting system model putting
the human in the loop is presented.

Chapter 3 investigates two advanced technical elements for implementing a
teleoperation system under considerations of the human operatods. f@e the
core component communication of a teleoperation scenario an intelligdiit tr
shaping mechanism is introduced and evaluated which enables to optimize the
experience of the video stream in a mixed reality user interface for aatéig
task. The second part of this chapter considers the fact that the tperaeption
in the here assumed scenarios is limited by sensors of the remote madiree-
dimensional perception with a time-of-flight camera is investigated aridageal
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with respect to calibration, parameter optimization, and pre-processthg/ith
respect to the applicability for mixed reality user interfaces.

Chapter 4 introduces the concept which enables seamless sliding aytonom
during navigation of a mobile robot by a multi-modal user interface withtibap
and visual components. The introduced system is based on a robisshement
perception and a task specific driving assistance system, which setigecur-
rent intention of the robot’s autonomy system to a force feedback devide
hereby enables the human operator to maintain situation awarenessamaico
ground. The concept and its components are validated by extensivstudies.

Chapter 5 focuses on the developed concepts for integrated, midibyl usar
interfaces. It is shown how the additional information from the robotasees
can be used to realize advanced, fused representations of distasce data
and camera images, which also enable a dynamic occlusion handling &oiga
mented reality view. In the following the mixed reality approach for graphica
user interfaces for this work is discussed, and how a software frarkesorre-
sponding to the needs for this kind of interfaces can be derived. Bifferovel,
elaborated mixed reality user interfaces and corresponding evaluatierde-
veloped for team coordination but also for (assisted) direct operatiarsimgle
robot. Based on the introduced generic mixed reality user interface dypew
of control of a robot with a short-term predictive user interface is psegd and
analysed.

In Chapter 6 a short summary, final conclusions, and directionstofefue-
search based on this work are presented.

1.3 Innovations

In order to enable a performant mixed reality teleoperation system bmtsp

a human centered design of all system elements of the teleoperation chain is
required. Therefore, this thesis aims to optimize the different elemeatsedé-
operation scenario from an overall system performance point of wieluding

the human as design factor. It provides consistent insights in the potetgial,
mands, and solutions for successful application of mixed reality techieslo

and autonomy components for increased performance and accemfarobot
teleoperation systems.
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Design of Teleoperation System

The human and the actual task introduce unchangeable design fatboagéhe-
operation system. A detailed problem analysis taking this into consideration is
provided in order to achieve a task-oriented optimization of the perfarenah
teleoperation systems from a holistic point of view. The well-known supery
control model [33] is applied as basis for the teleoperation model. Hiiatéors

have a significant impact on the overall performance of a teleoperstgiam as

the human is always finally the limiting factor. For this reason design godls an
demands for a user centered design of the different elements of pdedtion
system are derived including the human in the loop.

Application of Autonomy as Assistance Systems

Nowadays, autonomy can be designed and implemented very robusfinedl
spatial and time horizons. Taking advantage of this fact, first a slidinghaotg
concept based on a multimodal mixed reality user interface is introduncgd a
evaluated which enables seamless transition between different levatenbany

for the robot navigation task. The user studies with the systems provigtiif-s
cant increase of navigation performance and safety. The resulitsarstrong in-
dicators that the proposed combination of local autonomy, haptic fekdifghe
systems’ intention, and augmented reality graphical user interfaceasest-
uation awareness and common ground, and reduce operators abrikobust
local autonomy also enables the introduction of a novel way to operatgsrob
- a short-term predictive mixed-reality user interface. Hereby, ahicapuser
interface can be realized which allows for a combination of both advantizge
viewpoint approaches - an exocentric viewpoint and a spatially corralgiyed
augmented reality view. In addition, the system implements a partial decguplin
of the teleoperation control loop such that the visibility of network effects in a
mixed reality user interface can be reduced.

Three-Dimensional Perception

Various novel sensor technologies are available for robot teleopersf®inves-
tigate novel time-of-flight cameras like the PMD camera for potential agiptic
areas in teleoperation of robots with a special focus on human-roboadtitsn
aspects. Characteristics, calibration methods, and limitations of this rensbis
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type are analyzed. Task-oriented optimization principles of sensomptess

are introduced and validated. The calibration results and the specifimetera
adaptation schemes enabled to significantly improve the image quality fousar
applications in robotics (e.g. autonomous behaviors, driving asséssstems,
graphical user interface). Building maps with this type of sensor as ppie a
cation example is evaluated in a qualitative user study. The optimizations and
findings have enabled further advanced elements in the graphical neiabty

user interfaces.

Graphical Mixed-Reality User Interfaces

Mixed-reality provides a technological solution for many requirementthef
user-centered design of the graphical user interface for robotpeiation but
also bears a lot of challenges.

The camera image from a robot is the major element of mixed reality user
interfaces for the operator during a navigation task. A traffic shapirnfaodas
introduced in order to optimize the experience of video streams for theamum
operator in ad-hoc networks. These ad-hoc networks are especialgsting
for the reference application scenario search and rescue. Thavalshows
that the achievable increased robustness and stabilization of the viden $tre
a mixed reality user interface in such scenarios.

In general robots have additional distance sensors. In this work, keeatd
vantage of this fact by a fusion of distance sensor data (e.g. from &vhera
or laser-range finder) with two-dimensional camera images to threendional
environment representation for the user interface. The combinednisgace
element can provide a better spatial understanding of the remote emeinbin
an integrated, natural fashion. This way of modeling a two-dimensiamakca
image as a three-dimensional structure based on data from distaisoessaliso
enables to realize communication bandwidth efficient three-dimensitnalv
izations on any stereo device. In addition to the improved spatial percegition
the remote environment, the provided approach is also a performatibador
the dynamic occlusion handling problem of augmented reality interfacesutith
a priori knowledge of the operating environment.

The elaborated design guidelines for the user interface are trangtered
graphical mixed reality user interface concept. A dedicated mixed reality s
ware framework is developed which allows to quickly realize and modifyehix
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reality user interfaces. It also supports the usage on various stepéaydigvices
without any further implementation effort. As the interaction role is the major
design parameter for the user interface two implementations of role speséi
interfaces are realized in the context of this work - one with a focus on team
ordination and operation in the supervisor role, and one dedicated toehatop
role for (assisted) teleoperation of a single robot. The performed ai@hs of
these interfaces also include the aspect of using stereo devices.

Based on the results of various conducted user studies the mixed reatity co
ponent of the role specific graphical user interfaces are furthezlaj@ed to a
generic mixed-reality user interface, which makes use of the diffe@vanced
mixed-reality technologies. Hereby it enables a better adaptation to the inter-
action role and the task. Together with the elaborated mixed reality frarkewor
and the three-dimensional camera image modeling it can inherently Bevitbe
stereo display devices and exploit the advantages of stereo visualizattons
generic mixed reality user interface combined with a robust autonomypagom
nent also facilitates the development of the already mentioned predicithesl m
reality user interface.



2 Human in the Loop

2.1 Human-Robot Interaction (HRI)

Human-Robot Interaction (HRI) is an emerging field gaining more ancerim
terest by researchers from many different fields of researdh[[8# to the tech-
nical developments of the recent years robots are applied to more@edasks,
and thus get closer to the human. Before, they were in most casesatidythols
without the need for any real interaction with humans. Nowadays robatsts
move out to everyday life and humans and robots have to interact in weays/
Goodrich and Schultz [35] define HRI as "a field of study dedicated t@mund
standing, designing, and evaluating robotic system for use by or with msima
and to "understand and shape the interactions between one or moreshanth
one or more robots". This requires communication or more abstraot@ma-
tion exchange between the humans and the robots through an usecittirfan
be realized in many ways - through graphical user interfaces in all itsrdift
shapes, force rendering systems, gestures, speech, etc.. @fterbaation of
different communication elements to a multimodal interfaces offer the optim
HRI research is inherently interdisciplinary. Contributions from fieldsogf-c
nitive science, linguistics, psychology, engineering, mathematics, a@mgci-
ence, human factors engineering, and design are demanded in@slacess-
fully design HRI systems [35], and hereby open up new applicationsofmtic
systems in everyday life. The topics which need to be covered by HRhang
fold due to the different application areas for instance in home, assistiegics,
entertainment, education, industry, search and rescue, police, mipaige, etc..
These applications often require very different interaction schentesbe hu-
mans and robots Earlier HRI was mainly covered by the terms telerobaotics a
teleoperation which focused at that time on direct continuous controtevhate
manipulator in industrial scenarios [33]. Robots were simply tools in a maste
slave relationship. The slave robotic system reflects the movements adtarma
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system operated by a human at a remote location. Nowadays, huimanire
teraction goes much beyond direct operation of a remote system and &tlow
a much more interactive, intelligent behavior of the robot [36]. It is intgoat to
recognize that both, human and robot, are part and need to be plaet ©fstem
and design process. It is the performance of the combined systerh firdly
matters. In this work the focus of the presented HRI concepts is on Bingete
performance in remote navigation and coordination of robots in exploratid
search scenarios by applying mixed reality technologies.

2.1.1 Characteristics of HRI

HRI as new, strongly related topic can build upon a large repository wigeots
to theory, methodologies and technologies from Human-Computer ttitana
and Human-Machine Interaction. Adams [37] points out the importafitieeo
user centered design in HRI and the application of already available ré@sults
human factors research. Especially the design of "humane" interfalsieh is
responsive to human needs and frailties is important [38].

Although design of interaction between humans and robots have marpaeom
rable issues to the design of interfaces for human-computer interaltiorgn-
robot interaction also has some major differences [39]. Fong etQjld[#erenti-
ate between HRI, HCI and HMI as follows : "HRI (...) differs from b€l and
HMI because it concerns systems (i.e., robots) which have comgjeamic
control systems, which exhibit autonomy and cognition, and which tgéna
changing, real-world environments.".

Scholtz [36] identify six dimensions which need to be taken into consideration
in order to successfully apply and adapt knowledge from topics like H@l a
HMI:

¢ Different requirements based on interaction rol@he relationship be-
tween human and a robots can totally differ. A person can for instance
supervise a robot, he/she can be a teammate to the robot, or he/she can re
pair or modify the robot. This leads to different requirements on the HRI
system

e Physical nature of roboiRobots are physical entities, acting in a physical
world. Thus, they need to have a certain understanding and modeirof the
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environment. This needs to be transfered to the human in order to enable
him/her to understand the behavior and decisions of the robot.

e Dynamic nature of the hardwarélCl assumes a deterministic behavior
of the computer. There is no physical change a human must track. HRI
is different. Systems might change and failures might occur. It needs
be traceable by the human what changes to the system and functionality
occur.

e Environment in which the interactions occlihe application scenario de-
termines the conditions in which the whole interaction system must be
able to work. The environment can e.g. be very dynamical, harsigeda
ous, noisy, etc..

e Number of independent systems the user interacts WitiCl the human
in general only interacts with one computer, even in collaborative systems
This can be totally different in HRI. The ultimate goal for HRI in team sce-
narios for instance is, that the human is able to interact with heterogeneous
robots like in a human only team.

e Autonomy of robotdviost of the robots can act autonomously for specified
periods of time based on their own gathered information .

In addition, typical design issues can be derived based on the six donexis
Scholtz [36] which need to be dealt with when designing human-robotictien
for a specific task and scenario:

o What are the interaction roles between human and robot?

e How is information exchanged between human and robots (e.g. gedphic
user interfaces, speech, gestures, etc.)? Which combination fitéobest
the task?

e How should autonomy be designed? Is the level of autonomy changing?
Who selects the level of autonomy?

e What type of cooperation is realized? What kind of team setup is applied?

e What is the shape of the robot (e.g. humanoid, wheeled robots, walking
robots, manipulators, etc.)?

11
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e What are the relationships with respect to time and space? Is the inter-
action synchronous or asynchronous? Are the humans and sysifioas ¢
cated?

Yanco and Drury [41] offer a taxonomy in order to classify humalmetan-
teraction. It enables to characterize and describe human-robotimeralong a
set of categories like e.g. task type, team composition, level of shaerddtion
among team, interaction roles, time/space, autonomy level,... .

2.1.2 Interaction Roles

Robots switch over to be no longer simple stupid machines, which contilyuous
repeat pre-programmed work sequences, but to be complex,dineraystems,
which interact intelligently in various ways with humans. Thus, the diffeirent
teraction roles of humans and robots need to be identified in order to optimeize
interaction with respect to the requirements of the specific interaction rdle an
the user interface accordingly .

One way to differentiate between the different ways of interaction is theemod
from Scholtz [36]. Scholtz’s identifies five interaction roles based on e fi
generic supervisory’s functions in the context of human interaction with-a
matic systems outlined by Sheridan [33]: planning what task to do and hdw to
it, teaching or programming the computer, monitoring the automatic action to de
tect failures and deviations, intervening to specify a new goal, reaanengen-
cies or take over manual control, and learning from experience.l2ahainly
focuses on the support for specifying actions, monitoring actions anahter-
vention. The assumption is made that the robot already provides a basiof
functions and the action of reprogramming as called by Sheridan is theanter
tion component. The five defined interaction roles in the theory from Scfad@jz
do not consider directly the learning part on human and machine side.

Based on the model from Scholtz [36] it can be distinguished between the
following basic interaction roles which a human can take over when integactin
with robots:

e Supervisor Interaction
A human in the supervisor role is monitoring and controlling the overall
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situation during a task or mission. He/she evaluates the situation based on
a given goal. Accordingly he/she specifies plans on a higher level. The
robot’s software generates the specific actions considering its perteptio
of its environment and the given plans by the supervisor. The supervis
can step in and specify an action or modify plans for a robot. Here the
human-robot interaction focuses very much on the perception element.
The supervisor can interact with a single robot, multi-robot systems or
even human-robot teams. He/she is responsible for the long-terminmann
and the final fulfillment of the mission goal. The supervisor has to be well
aware about the robots’ capabilities, problems, and current statieallyp

an external coordinator of a robot team has the supervisor role irrehsea
and rescue scenario.

Operator Interaction

As operator the human will mainly act on the action level of the robot.
The human will take over the operator role, when the behavior, control
parameters, software, or internal models of the robot needs to hgetha
According to the model longer term plans are not changed by the opera-
tor, but only by the supervisor. During direct teleoperation of a robet th
human i.e. takes over the operator role.

Mechanic Interaction

The mechanic role deals with changes and adaptation of the robots’ hard-
ware. A human in mechanic role has also to take care that the applied
changes to the robots have the desired effect on the behavior of ihte rob

Peer Interaction

In general in the peer or teammate role the human has direct interaction
with the robot. The interaction is mostly on a higher level compared to the
operator role. For instance a command like "Follow me, please!" would be
on this higher level. In most cases a spoken dialogue or gestures @mpa
ble to that of humans working together, would be the most natural way of
interaction between human and robot for this role. The peer or teammate
role most often occurs when humans and robots work together ctetbca
as a team in order to fulfill a joint task. A typical example is again in
search and rescue where humans and robots enter a incident areetog

as team and use the complementary abilities to reach a common goal. In
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case a human e.g. wants to change the long term plans and goals of a robo
he/she would switch to the supervisor role.

e Bystander Interaction
In the bystander role the human has only limited or even no knowledge
about the robot and the possibilities for interaction are very restricted. A
bystander is in general not familiar with robots and though it is very dif-
ficult to design [42], predict and evaluate [43] interaction concepts for
this role. However, for real-world scenarios it is very important to desig
the robot for a certain level of bystander interaction - at least to gtegan
safety for people acting as bystander. A typical bystander role hasimvic
in a search and rescue scenario.

From the explanations above it is obvious that the boundaries betweeift the d
ferent interaction roles are very fuzzy. It is even possible that orsopdakes
over multiple roles, switches between the roles, or that different ped{getaer
the same role. For real-world scenarios a robot has to provide th@dupp
the interfaces and behaviors to cope with all the five types of interaction. Ne
ertheless, it is very important to optimize the user interfaces especialgafdr
interaction role in order to maximize the performance of interaction on aldev
In this work the main focus lies on the supervisor, the operator interaatien r
and to some extend the peer or teammate role. The human in this work fnost o
ten acts as operator and supervisor at the same time. Nevertheleyspfntiag
results can be transfered to the other interaction roles. One example i<t m
reality approach to visualize system information. This provides inherentiyya
to intuitively present information to bystanders or mechanics.

2.2 Teleoperation

Teleoperation can be defined as "operating a machine at a distantdh[tle-
operation all decision of the operator are based on what he/she aaiveesnd
understand from the information presented to him/her through the usdagee
This is limited by the perception of the robots sensors, limitations and distur-
bances of the communication channel and how the information is poegsed
and presented to him/her. In addition, especially for the teleoperation loileno
robots it is necessary that all information is presented in a correct kgdditon-
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ship to each other and all offered autonomy and assistance functensaas-
parent in behavior to the human operator. Here, key issues are |aicalizad
navigation. These characteristics and demands are especially chajlesdéie-
operation is in most cases applied in scenarios with unknown and unsédictu
areas. In these application areas full autonomy is not feasible or delsivenan
operator(s) are incorporated for many tasks, including perceptgmjtion, de-
cision making, or navigation support. Teleoperated robots are oftehinseeas
where it is impossible or dangerous for human to access - such ag i sewl
rescue [28] or planetary exploration [45]. Moreover, there arer@pplications
for the remote scenario, such as e.g. remote learning units with redéar
[23].

In order to operate the robot at remote efficiently it is necessary thatpghe
erator understands the remote environment around the robot. Thisreesa of
the remote environment and the robots surrounding is typically nameit-as s
uation awareness [46], [47]. Sometimes also the term telepreserics j4&d
with this respect. In contrast to the perception and understanding gsisiation
awareness, telepresence aims for the feeling of being really predbetriemote
environment. This topic is mainly covered in the area of bilateral teleoparatio
[49] where a closely coupled master slave systems is designed foretsdeme
and stability.

Sheridan’s [33] supervisory control offers a way to model the emgleop-
eration system including the human, the remote environment the rematg rob
different autonomy functionality, and the technical components involtedso
considers the nested control loops involved on the different levels ofetee
operation system. It is also possible to introduce the autonomous furlctiona
ties/behaviors of the system on both core design elements of the systamethe
interface and the remote machine.

Often the supervisory control concept is only referred to systemsenthe
operator really takes over a role comparable to the supervisor role lfkeede
before (cf. Section 2.1.2). But the introduced supervisory comtadel allows
for more. Adding the extension to scale the autonomy on both sides of tbe intr
duced supervisory control model enable to model different levemutsnomy
ranging from full direct teleoperation to supervising an autonomoustrob

The autonomy design is also a core component and issue when designing
teleoperation system. Although full autonomy might not be reachableasilile
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in many scenarios and tasks, autonomous functions included into tei¢ioper
systems can increase the performance of the teleoperation systemafdot of
experimental results which support this e.g. [50], [33], [51], [EXfferent levels
of teleoperation and autonomy are thinkable. All this levels lie somewhere be
tween the extreme cases direct teleoperation and full autonomy. In addiéce
are also many ways to switch between this levels and to decide who switches
between these levels e.g. [53], [54].

Another important issue is the communication link. Especially in bilateral tele-
operation [49],[55], where a closely coupled master-slave systesalized over
a communication link, parameters like for instance delay, jitter, and pézs®t
have a strong influence on the systems performance and behavitheintele-
operation concepts where the abstraction between the user interfateesoyt
erated system is higher (e.g. mixes reality approaches [21], [15]), ibe limi-
tations are less but still significant. A consideration of the network progertie
significantly improve the user interface quality [11], [10].

Concluding - in order to establish high performance teleoperation systéns
of aspects need to be considered. The three major areas are the nemcbiae
with its perception, control/autonomy systems and actuation, and the cammun
cation channels inbetween and the user interface system on the opitator s

2.2.1 Interaction between Humans and Autonomy

Schilling et al. [56] define autonomy as the capability for a spacecrafinet
mission performance requirements for a specified period of time witkxiet-
nal support," and "to optimize the mission product, e.g. the scientific uneas
ments, within the given constraints". For the robot scenarios this caddpe
to: Autonomy is the capability of a system to fulfill specified tasks within given
performance requirements and constraints for specified periods efwithout
human guidance. Autonomy of robots on any level can be achievedrhbio-
ing technologies from signal processing, control theory and artifidielligence.
Nevertheless even robots which are declared to be highly autononuigere
interaction with humans. Various studies have been taken out, that amalyze
humans can interact with autonomy, e.g. [57]. [58] gives a theotetiodel for
human interaction with automation. Supervisory control [33] allows the tase
enter high-level commands for monitoring and diagnosis of the roboviding
this type of control includes a certain level of autonomy of the differebbts
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and makes the system capable to work even under low-bandwidth cosdition
time delay in the communication link. Mixed initiative [53], adjustable autonomy
[54] or collaborative control [59] [60] describe concepts of intéimacbetween
humans and autonomous behaviors of a robot. Collaborative contratéd on
event-driven human-robot dialogue. The robot asks questions tuthan when

it needs assistance for e.g. cognition or perception, i.e. the humaasatse-
source for the robot. Since the robot does not need continuous attéraion
the operator, collaborative control is also useful for supervisioruafidn-robot
teams. Dias et al. [61] present challenges and a study for sliding anoimo
peer-to-peer human robot teams. [62] give suggestions for nedeletion in HRI
and summarizes observations from user studies. In particular it is medtio
that users have problems to understand if the robot is in an autononmaile m
Goodrich et al. show in [63] observations from four experimentsroigg au-
tonomy in robot teams. They support the hypothesis that adaptiveauyocan
increase the team performance. Stubbs et al. [64] provide resutisafteo year
observational study with a science team applying a highly autonomous. robo
They showed how common ground is disrupted on different levels tohamy
and the necessity of adapting the information and HRI communication depen
on the level of autonomy.

2.2.2 User Interfaces

There are different ways to realize the information exchange betweenlblotic
systems and the human. All human senses can be considered foethatas
face. Classically, the three human senses sight, hearing, and toustidaessed
by HRI systems in order to realize information exchange between hunwn a
robot. Thus, communication is achieved with visual, haptic or audio elerrents
both directions from human to robot and vice versa.

Visual elements of the user interface can be implemented in various ways.
While for remote operation this class of user interface elements is mainig-rep
sented by graphical user interfaces, for teammate or real peerntinpaaction
gesture recognition and gestural cues of the robotic system providg nateral
visual interaction component. Hoffmann et al. [65] extensively usgestural
cues and gaze control in order to allow a human to naturally and collabeyati
fulfill a task with a humanoid robot and the robot in a real teammate interactio
role. It was possible to use this gestural cues to maintain common grawhd a
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have a collaborative task fluently solvedaptic or tactileelements of the user
interface can be used for instance in order to give the operator feledbforces,
surfaces or distances in the remote environment. They can also basisgzlit
control. An operator can e.g. apply a certain force to a input deviciehvwgmould

be applied to an object by the robsudioelements can be used to allow a natural
conversation with speech between human and HRI system. The HRinsgate
give feedback through spoken language or simple tones and mightstadd the
human through speech recognition.

Dependent on the design goals and tasks assigned to a HRI systenf, any o
these ways of communication can be combined to multimodal interfacesé&etw
human and robot like it is in human-human communication. Halme [68)sho
such a concept where a human is enabled to work with a service robobiata
door environment on a collaborative task with various types of commtioit

In this work the focus is on remote operation of robots. Thus, in the follow-
ing and in more detail in Chapter 5 relevant, exemplary user interfacebdo
task of remote operation and coordination of robots and human-rcodnostare
presented.

A wide range of user interfaces for the operation of mobile robots haee b
developed. For instance, [44] summarizes this in a review on sevehitle
teleoperation interfaces. Conventional graphical two-dimensionaintsefaces
(e.g. [67], [68]) present the information as different interfacenponents side
by side without correlating them spatially. From the cognitive point of view this
leads to the effect that the operator has to switch frequently between the dif
ferent elements and has to correlate all the presented information in hislme
model. These mental transformations may lead to significantly increased w
load, hereby a decreased performance, most probably a dedrstisational
awareness and problems to maintain common ground between robulizads.

More advanced graphical user interfaces try to present the infonmiatian
integrated fashion. Kadous et al. [69] describe one of the recentbessful in-
terfaces used in the Robocup USAR competition. [21] shows an agprbaw
to use mixed reality for teleoperation of mobile robots in the search andeesc
scenario. Nielsen et al. [70] compares a three-dimensional wortdseptation,
integrating the video as projection in front of the mobile robot, againsttzjde-
side presentation of map and video as well as two-dimensional maps e¢ogeth
with video. An ecological interface paradigm is introduced in [52], thatloimes
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video, map and robot pose into three dimensional mixed reality display.

The existing user interfaces and its evaluations offer a good insight inthe in
teraction process and allow to derive a certain set of basic guidelinghi$or
thesis.

2.2.3 Studies and User Interface Guidelines

In the area of HCI a lot of studies have been performed and guideliaes h
been derived. Shneiderman [71] gives a summary on design gugdétn HCI.
Raskin [38] points out the importance of a "humane interface", whichsis a
very important for HRI [37]. The Apple Human Interface Guidelihgs/e an
idea of the design process of the recently commercially very sucte§siile
user interfaces.

Experience has shown that the challenging application search ane iestu
good domain for the investigation of human-robot interaction. In this agipbic
area many studies were accomplished to determine requirements artingsd
for an efficient work between humans and robots. Navigation and gptasks
simultaneously or in joint human-robot teams assigns special requitstogthe
user interface.

Goodrich and Olsen [72] developed a basic list of seven principles &r ¢od
implement efficient human-robot interaction based on own experimexperi-
ence and relevant factors from cognitive information processing:

o Implicitly switch interfaces and autonomy mod8witching between dif-
ferent user interfaces and autonomy modes is often required in remote
operation of mobile robots. This switching should happen implicitly with-
out requiring any cognitive effort or attention by the operator. Still, it is
important to give enough feedback to the operator to enable him to keep
track of changes.

e Use natural cuesHumans have well well-calibrated and well-practiced
mental models of interaction. The use of natural cues (e.g. icorsirgss
...) allow for effective interaction as well-practiced response g¢ioeres
possible.

Lhttp://developer.apple.com/mac/library/documentation/UserExperience/
Conceptual/AppleHIGuidelines/OSXHIGuidelines.pdf (17.09.2009)
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Directly manipulate the world instead of the rob®he teleoperation sys-

tem should be designed with respect to the task and not with respect to the
robot and interface per se. An example would be to enable the operator to
point to a location in the world and the robot will do the rest autonomously.

Manipulate the robot-world relationshiplf directly manipulating the
world is not possible, keep the focus on the information regarding the
relation between robot, task and world.

Information is meant to be manipulatethe operator should be enabled to
directly manipulate information presented to him/her in order to perform
a task.

Externalize memoryThe short-term memory of the operator is heavily
used for remote operation of robots in order to fuse and maintain reélevan
information from the robot. Thus, information should be presented in an
integrated fashion and important information should be made available as
history in the interface.

Support attention manageme#tt lot of information is presented to the
operator. If the interface has no good attention management the aperato
will most probably miss relevant, critical information.

Yanco et. al [73] performed a case study for the mobile robots desifpre

a rescue robot competition 2002. Based on their observations thexddhie
following guidelines for the interface:
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There should be a map allowing the operator to keep track of where the
robot has been.

Sensor information should be fused in order to lower the cognitive load of
the operator.

For multi-robot operation a single display should be used.
Minimize the use of multiple windows.

Provide spatial information about the robot in the environment and espe
cially the robot’'s immediate surrounding.
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e Provide help on deciding which level of autonomy is most suitable.

Scholtz et al. [74] also derived guidelines for teleoperation interfacéisein
field of urban search and rescue (USAR) from an analysis of thengimmns
of the RoboCup USAR competition. User interfaces for the remote cooftral
mobile-robot in USAR scenarios require:

o A frame of reference to determine the position of the robot relative to the
environment.

¢ Indicators for the health and status of the robot.
e Information from multiple sensors presented in an integrated fashion.
e Automatic presentation of contextually-appropriate information.

e As the main feedback of the robot, the camera image, might suffer from
disturbances (e.g. communication problems or brightness), it is recom
mend to supplement the video by other sensors.

e The ability to self inspect the robot body for damage or entangled obsta-
cles.

Burke et al. [27] participated with robots in training of urban search asd r
cue personal. They point out the large amount of effort requirethbynumans
to percept and comprehend the information (>50% of the time) deliveydde
robot in this exerices. Most of the studies and guidelines are baseds@gndé
experiments/tests and competitions. By contrast Murphy and Burkecf28}
piled a list of four lessons learnt from the experience of applying mobbets
in urban search and rescue operations during real disasters (Wadd Tenter,
2001; Hurricane Charley, 2004; and the La Conchita mudslide, 20@tbhine
high-fidelity field exercises:

e Building and maintaining situation awareness, not autonomous functions
(e.g. autonomous navigation) is the shortage in robot operation.

e The robot should be considered as a source for information, nainas-s
thing that needs to be controlled. The team members should be able to
exploit it as an active information source through the provide HRI system

21



2 Human in the Loop

e Team members use shared visual information for building shared menta

models and facilitating team coordination.

e Both victims and human rescuers interact with the robot socially.

Steinfeld [75] provides a set of more technical hints based on intenaeds
hereby experience of six experts in robotics. Many concepts presenthis
work are also based on a user requirement analyses [31] peddonémple-
mentation of rescue missions [32]. The results provided additional apor
guidelines for the design of robot capabilities and human interfacesy Man
the functionalities provided by the presented interfaces in this work aesl lwas
ideas and suggestions of potential end-users, which were mainly feoareh of
fire-fighting.

2.3 Human Factors

The overall teleoperation system performance is always limited by themum
and the information which can be delivered to the human from the limitedteemo
sensing of the robot. To optimize the presentation of the limited information fro
the remote environment and the robot, the user interface needs al canesid-
eration. Itis the basis to understand the current situation and to makédeuis
matter what level of teleoperation is used - direct teleoperation or sigpBr\of

a robotic system with high-level commands only. In order to design actafé,
efficient and usable human-robot interface it is necessary to incledagér's
perspective in the entire design and development process [37]. Ttyisidglly
termed as user centered design. It demands to understand andnaterpe re-
sults and theories from technologies like telepresence and from hurctansfa
research, like situation awareness, common ground, operator \&drldad spa-
tial cognition in the design process of novel human-machine interfacesiar

to reach maximum performance.

2.3.1 Telepresence

Steuer [48] defines telepresence "as the experience of presemoerivisonment
by means of a communication medium". This means that the human aperato
ceives enough information from the remote environment and the remaatkine
to feel physically present in the remote scenario.
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A lot of work with respect to telepresence is performed in telerobotick [33
Typically this type of telepresence in HRI is investigated with haptic systems
(e.g. [76]). The challenges to keep these systems passive, rabdstranspar-
ent are especially high. The operator directly commands a master sytsiem
generated inputs are transmitted over a communication network, renttese
slave system, and the resulting displacements are send back to the ofJdriato
closely coupled master-slave systems are covered by the resesadf bilateral
teleoperation [49].

In this work telepresence only plays a minor role as telepresence regsae
ily leads to the maximum achievable task performance. In many applicatiens
feeling of "being there" is not essential compared to situation awaranessom-
mon ground. Here, often systems which do not one-to-one rendeyathered
information from the remote environment achieve better results. N&less) a
lot of technologies and findings can be adapted to the demands of artested
user interface.

2.3.2 Situation Awareness

A very precise definition from Endsley is cited in [46] - Situation aware(843

can be defined as "the perception of the elements in the environment within a
volume of time and space the comprehension of their meaning and thetfoje

of their status in the near future”. This already indicates the three level® of th
situation awareness model. The first fundamental level ip#reeptionwhere

most of the SA errors occur. The second level is¢chemprehensionThis level
deals with how people combine, interpret, store, retain and integrate iafiomm

The third level isprojection This level of SA is reached by operators which have
the highest understanding of the situation and are able to project the sitimtion
the future.

In the field of operating mobile robots, Murphy et al. [29] showed thatstitis
ation awareness is even more important than any autonomy or assistacioen
implemented in the robot. Especially for the application in the challenginglsearc
and rescue scenario, it emerged that situation awareness is the népmei.
Due to the importance, a lot of studies are performed in the area of HRF&vith
spect to situation awareness, e.g. [30], [77], [78], [79], [BQ@aks [81] presents
a concept to adapt the human situation awareness to unmanned veliceass
including automation aspects.
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Todays systems in HRI generate a large amount of data and informhtion.
order to generate and maintain situation awareness it is very important to filte
out the information which is really needed, when it is needed and how ilégho
be presented in an optimal way. It is generally accepted, that more datd is
necessarily more information. Data overload is one aspect which cenntea-
ative effects on SA. It is very important in the user interface designga®to
avoid typical traps which have a negative effect on the situation awsseBel-
stad et al. [47] identify eight "SA-demons” which might have negatifeces
on SA: attentional tunneling; requisite memory trap; workload, anxietigife,
and other stressors; data overload; misplaced salience; complex{y, emreant
mental models; and out-of-the-loop syndrome.

Common Situation Awareness

Common situation awareness or also called common presence [§28433% a
technical concept to transfer task related knowledge between humeéunslzots.

It is based on a virtual model of the environment to which all entities (msma
and robots) involved in a cooperative task contribute information. Thideino
provides the interfaces such that both robots and humans can undetstan-
formation in the same way through their specific cognition system. Thespbnc
strongly relies on localization and up-to-date map information. Thus, both h
mans and robots require localization systems and optionally mapping abilities.
For humans this can be achieved by a personal navigation system likduio¢a

in [84], [85]. Driewer [86] presents a related extension to the situatiaremess
model for human-robot team setups.

2.3.3 Common Ground

The common ground framework [87] was actually developed to utateom-
munication and collaboration between humans. Nevertheless, itis algissue
for HRI, as the involved human also needs to have some common gvathnd
the robot in order to come to decisions. Common ground is heededy@oan-
dination of a process between independent entities, what means thathetve
coordinating entities is mutual knowledge, mutual beliefs, and mutuahgssu
tions. It is also necessary to continuously update the common grouddén
to properly update common ground a so called grounding processdgshég
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which the entities try to reach the mutual belief. Grounding in HRI is especially
needed when (as in most scenarios) autonomy comes into play. Thectigar
system needs to support grounding processes such that the hurbbntsfarm
mental models of robots how the robots collaborate. In most interact&iarag
there is no way of reasoning why a machine is doing what, although it isya ver
important issue to enable a human to collaborate with a robot comparahle to h
man human collaboration.

Jones and Hinds [26] made a study on SWAT (special weapons ands}actic
teams and how they coordinated and maintain common ground inside the team
during their extreme missions. They use these results to adapt theirtestadas
and show how important common ground is when the entities are not lavaxed
to each other. Stubbs et al. [88] give some examples of informatiortwghiculd
be fed back to a human operator or supervisor, e.g. technical iafammabout
system status, status of activities requested by the human, exact ititoriadaout
failures and its reasons, and information about constraints under wigabbot
operates.

Stubbs et al. [64] present a study on teamwork with a science teamgan en
neering team, and a mobile robot. Their results also show that groundirigis
issue in HRI. They state different autonomy levels of the robots reqiffezeht
information to be exchanged in the team in order to enable the groundioggzo
inside a human-robot team. Also the way of information exchange veighm
depends on this autonomy.

There is a clear overlap between situational awareness and commuur gho
HRI the common ground focus on whole information exchange and coliéibn
process of human and robot, while situation awareness focus more oséh's
information needs.

The robot’s abilities for grounding are especially desirable in interactivebk
robots [89] in order to make the robot more natural and efficient. Aarit much
supports the situation awareness, the common ground and grounatingwork
is also very important when designing teleoperation systems. It allowsadog
efficient user interfaces with better performance results. In teletipersystem
which support grounding in a very good way, a much better acceptdraagon-
omy and assistance functions of the robots can be expected.
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2.3.4 Workload

Workload covers mental and cognitive workload as well as physiachtempo-
ral workload [37]. A high workload can e.g. lead to reductions in vigiaaad
problems to maintain accuracy. The same can be the case for very Iddoad
because the operator is under stimulated, what might lead also to redgeed
lance, boredom, etc.. The mental processing capacity varies framarnto hu-
man. This mental capacity can be influenced by many circumstangestress,
lack of sleep, environmental conditions, .... If the mental workloaddsitgh, the
operator may take wrong decisions. If the mental work load is too low,ibeso
tor may not properly monitor the robot and loose track of what is ctigremgo-
ing, such that he/she get problems to maintain situation awareness amboom
ground. Mental workload can be optimized by a good task distribution leztwe
operator and robot. It is essential in HRI design and development tessithis
topic, such that the operator is not continuously under or over loadesbrhe
cases additional mechanisms might be needed to adapt the task allocaticar a
ing to the current operator’s workload.

2.3.5 Spatial Cognition

Spatial relations and spatial cognition play a key role in teleoperation and nav
igation tasks for robots. Related to this there are various aspects whiginereq
consideration when designing a user interface:

e perspective taking of the human operafidie operator needs to be able to
take over different frames of reference in HRI systems. This neebe
supported by the HRI system.

e mental transformations between user interface elemditts.user inter-
face itself has in general different frames of reference. Thus,af loen-
tal transformations are required by the operator in order to fuse trez-diff
ent information in his/her mental model

When people communicate about physical spaces and tasks, pespec
ing plays a substantial role. People switch perspective around 45% tifrtee
when they talk without being interuptted [90]. For HRI systems a comjm@rab
importance can be identified. HRI system need to be able to meet pevepecti
taking demands, in order to optimize the information exchange betweearhum
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and robot. Trafton et al. [90] analyze perspective taking in HRI foolabora-
tive tasks between human and robot for a space scenario. HRI sybktard be
able to solve ambiguity if it occours. Fong et al. [91] show an systenitaathre
for solving collaborativly tasks in human-robot teams also for the spaeeario,
which has a dedicated component ("Spatial Reasoning Agent") reigiono
cover the demands of perspective taking in the setup human-robot Faen
perspective taking frame of references can be identified when caiating in
HRI systems:

e exocentric (e.g. "move in northern direction")
e egocentric (e.g. "move to my left side")

e addressee-centered (e.g. "move to your left")
e object-centered (e.g. "move to the table")

e deictic (e.g. "move over there")

Perspective taking is a major issue for real peer-to-peer humant-rtbrac-
tion and in human-robot teams. For remote operation at first the diffetr@ames
of reference which can occur in an user interface need to be coedidérot
of mental workload of the operator is caused by effort required fental trans-
formations. Mental transformations are needed to fuse the delivefiadiation
by the user interface in one mental model of the operator. This may sigmiffy
reduce the overall system performance.

Wickens et al. [92] analyses the implications for the user interface design
respect to human performance limitations related to mental transforreation
der to support the operators understanding of three dimensionall spitiena-
tion and motion. Six basic frames of reference for the operator carein¢ified
in a teleoperation system:

o World frame.This is global frame of reference in which operation occurs.
e Ego frameTypically the location of the observer/operator.

e Head frameThe orientation and location of the operator’s head with re-
spect to the trunk.

e Vehicle frameThe frame associated with the operated vehicle.
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2 Human in the Loop

o Display frameThe frame of reference of information on a display.

e Control frame.The frame of reference of control input devices.

Different user interface components might even introduce moreefrahref-
erences in the system. Assuming at maximum six degrees of freedoe {tr
position and three for orientations) per frame of reference alreanlysthe com-
plexity for the human to match them. It even gets worse if one considers tha
frames of reference can also have motions in all degrees what leateticer

six degrees of freedom. Thus, a key design criteria is to setup a usdadete
with the demanded information while minimizing the needs for mental transfor
mations which corresponds to the task. It might not be possible or inedde
avoid all mental transformations. Thus, it is important to look at the differ
costs for mental rotations. Hereby the task is very important. Wickers[624
provide an analysis on these costs. A key finding is that mental rotatioes ha
higher cognitive demands than translations. The costs for mental ratatien
not linear. For example if an operator has two maps which have a rotatinga
alignment, the cognitive demands increase with a higher misalignment.48ver
degree of misalignment these demands are significantly higher. A megayrd
implication from the findings is that for travel or navigation tasks, the hepdin
of the vehicle should always correspond with the upward direction of ty@im
contrast to fixed north-up maps. Interestingly, a three dimensionahgoeand

a two dimensional map where the forward direction (3D) and upwardtitre
(2D) correspond can easily be matched by the operator. If two or os&ein-
terface elements show the same scene in different frames of redéettbe frame
matching of the operator is supported by applying the concept of "visaaien-
tum”. Common elements need to be visualized similar and highlighted in both
representations.

The results of the different studies in the area of perspective takingpatil
reasoning/thinking clearly point out the importance to minimize the amount of
different frames of reference to those absolutely necessary. &éged mental
transformations by the operator need to be optimized for the task whiymihes
user interfaces for HRI.
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2.4 Evaluation of Human-Robot Interaction

In order to evaluate the performance of human-robot interactionregdieth the
performance parameters of the technical components as well asrtoempnce
parameters of the involved humans need to be considered. The evalo&tie

human robot system from a holistic point of view is difficult and compleaften

requires a limitation to specific task-related parameters.

A lot of evaluation methods already exist in HCI. One example is the "Goals,
Operators, Methods and Selection rules" (GOMS) method [93][3§}dvides
an analytical way to quantitatively evaluate user interfaces without users a
to hereby predict the performance of a system. Another analyticabagip is
the measurement of interface efficiency [38] based on informatieorétic con-
cepts. Drury et al. [94] provide a case study on how to apply GOMS f®t. H
Clarkson and Arkin [95] provide hints how heuristic evaluation from H& be
adapted to HRI.

HRI research showed the importance of human factors for HRI [3&]ftk
HCI. Thus, the user should be involved in the whole design proceseckadly
the final evaluation has to be performed with users. Due to the complexity, H
systems are very difficult to quantitatively evaluate and compare. Thusuld
be even more important to have standards to evaluate HRI systems imt@rde
identify interdependencies and key influencing factors. Human fantsearch
provide a good background and models to explain different effectysiEms,
their elements and functionalities on human robot interaction. But ofter thes
human factors are difficult to measure directly. The NASA TLX (Taskd.én-
dex) [96] is a widely used [97] method to subjectively assess the watlddan
operator through a rating of the demands on different sub-scalesSABGAT
[98] test for instance is designed to measure situation awareness doedly
three levels of situation awareness. The tested system is frozen at debatte
dom times and the user is asked a set of questions. The answers aangzered
to the real situation and provide an immediate objective feedback on situation
awareness. Drury et al. [80] propose the LASSO technique to evaitagtion
awareness along five awareness categories: location awarertess;, aware-
ness, surroundings awareness, status awareness, and ovesalhraisareness.
The major data source for the evaluation here is the comparison of w#sran
during the test runs (think aloud approach) with the situation at that time.
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Many approaches exist to find metrics to evaluate human-robot interacgo
[36], [72], [73], [74]. Steinfeld et al. [99] suggests a summarigetiof common
metrics for HRI. Due to the incredibly large range of robot applicationgdhe
cus of these metrics is on task-oriented mobile robots. These metricgieda
as experimental design background for this work. Thus, in the followhege
metrics are shortly introduced. Five task categories are selectechavigation
task covers all related to global, local navigation including obstacle eteoun

The perceptiontask relates to task like search, surveillance, target identification

but not to perception required by other tasks. Tinenagementask covers the
coordination and management single entities or groups of a humantsa.

For themanipulationtask there is a direct physical interaction between robot and
environmentSocialtasks are all tasks related to social interaction between hu-

mans and robots e.g. in health care. Task metrics for these five taghiGasecan
include:
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e Navigation.Effectiveness measures: percentage of navigation task com-
pletion, covered area, deviation from planned route, number of ssicce
fully avoided obstacles or overcome obstacles; Efficiency meadimes:
for task completion, time operator needs for the task and average time
for obstacle extraction; Workload measures: operator interventigas, a
age time for an intervention, effectiveness of intervention and the ratio of
operator time to robot time.

e Perception.Passive perception (interpretation of received sensor data) -
Identification measures like percentage detected, recognition acguracy
Judgment of extent measures like absolute and relative judgment-of dis
tances, sizes; Judgment of motion like absolute or relative velocity to other
objects.

Active perception: (actively obtaining sensor readings in order teelge

a problem or reach confidence about a situation) - Active identification in
addition includes e.g. the time or effort to confirm identification and im-
provements and the overall effort; Stationary search measures gike e.
accuracy of detection; Active search measures like e.g. time and, effo
number of identification errors.

e Management-an out [72], Intervention response time, level of autonomy
discrepancy.
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e Manipulation. Degree of mental computation, contact errors (uninten-
tional collisions).

e Social.Metrics for social robots, differ from the more performance ori-
ented metrics for the other categories. Metrics are interaction characteris
tics, persuasiveness, trust, engagement, and compliance.

For this work the task specific metrics for navigation, perception and geana
ment are most relevant. The task specific metrics are complementefl]ihy[9
the following common metrics:

e System performance&uantitative performance measures effectiveness
and efficiency, subjective ratings, appropriate utilization of mixed initia-
tive.

e Operator performanceSituation awareness, workload, accuracy of men-
tal models of device operation.

e Robot performanceself-awareness of the robot, awareness of human, au-
tonomy.

Task-oriented performance measurements allow for an evaluatiooasnble
explained with the help of models from human factors in many cases. Sl qu
itative results from the user tests provide important aspects for the sestm
uation. This can be gained through questionnaires and observatiang thz
experiments. Thus, in this work a combination of quantitative performamza-
surements, subjective ratings of the test participants and qualitativevabieas
are used to evaluate the presented concepts.

2.5 Designing the Teleoperation System

2.5.1 Model of the Teleoperation System

The supervisory control model is often used for teleoperation syst®ehesidan
[33] defines that supervisory control in the strict sense means tieabiomore
human operators intermittently programs and continuously receivasnafmn
from an system which itself closes an autonomous control loop betwesnrse
and actuators of the machine. In the less strict sense according to &hrel
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autonomous control loop is not necessarily needed. Sheridan dedelmpman-
machine system diagram for the supervisory control model whichigedvthe
basis for the diagram in Figure 2.1. Although a great developmentlofitéogies

and concept has taken place in the last years, the basic underlyingptional
model can still be applied to most teleoperation systems. While earlier mmanua
control and direct teleoperation were really direct by means of directbr-in
connected inputs, which are provided to the human operator, with acuztor
the operated machine, nowadays almost all systems include autoncordrs
loops to a certain extent.

Figure 2.1 shows the adapted model which served as basis for this @ork
the one end the human interacts with input devices with the human interactive
system and receives information rendered on any kind of rendeéwigel On
the other end the task interactive system interacts with the remote environmen
through its actuators and gathers information about the environmesttaaton
through its sensors. Both systems exchange information through coicetian.

It provides also the different components, parameters and tecli@sladpich
influence the elements and its nested control loops and information daarine
the model. The ten basic closed control loops of such systems are shben
level of autonomy which can be modeled with this approach can be soenewh
on the continuum between direct operation and full autonomy. Curesegrch
shows that autonomy has often reached a level where the one waynsfegpio
of a human only commanding and receiving information is broken upc€&uts
are available where a more bilateral relationship is reached betweembama
robotic systems. Initiative can also be taken by the robotic systems [&tébiy,

a human can also be used by the robot as information source and dekfdo
solve a task. In order to use the heterogeneous capabilities in humatrteam
in an optimal way and to achieve optimal team performance, this new redatfpn
is needed.

The design constraints and limitations for a teleoperation system can ta foun
at the top and the bottom of the list provided in Figure 2.1 - the human factors
and the task related factors. These factors and constraints for a cpasifior
application can only be changed marginally. They determine the optimunthwhic
can be reached at maximum. Everything in-between is a matter of casaad
development to reach the optimal system. Each of the components tas @am
less task depending influence on the system performance, which ttaésesed
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Figure 2.1: Control loops based on the supervisory control modebtad from
[33]) and related system elements/parameters for a teleoperation sys-
tem for a mobile robot.

to look at and design such systems from the overall system perspective

Figure 2.1 provides a teleoperation task related interaction relationship be-
tween humans and an robotic system inside a human-robot team. Thsierte
of the supervisory control concept for entire human-robot teanishadiso very
much influenced the work presented here can be found in [86].

Breaking it down to a technical data flow model for a specific teleoperation
system inside a human-robot team, the model in Figure 2.2 can besdetiv
shows where which data is generated, where information is procesdedhare
potential disturbances can occur. Information processing and antarsofunc-
tionalities can be realized on both sides of a teleoperation system. This uety m
depends on the task and the corresponding constraints.
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Figure 2.2: Technical data flow model for the proposed teleoperaysters for
a mobile robot.

Concluding, when designing a human-robot interaction system, it nedxus
considered that the human always is included in the control loops of #mlbv
system. The system are designed to support humans, hence the isuatveay's
needed in the design process and the operation. As robots are gettiegtolos
the human, HRI is a quickly growing field in recent years. The compleXipae
rameters influencing HRI systems and teleoperation system in partictiizh w
can be seen in Figure 2.1 and 2.2 reveal the need for a system giasspé the
system design and to put "the human in the loop".

2.5.2 Design Goals and Demands

In this thesis new concepts and components for advanced teleopesatioms
are developed and evaluated. As reference task navigation of mobdesrand
exploration with mobile robots is considered. In the following a brief outline of
design goals and demands is given which has been elaborated bdigerhture
and own tests and experience. It serves as guideline for a task oriefgeger-
ation system performance optimization in this thesis.

Design Goals for the User Interfaces

The most significant influence on the overall teleoperation perforenbas the
interface between the human operator and the system. On the one hasgthe
interface provides feedback from the operated robot in the remoteoament.
On the other hand it enables the user to give commands and therebgl ¢tbatr
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robot through specific input devices. The feedback componertieasalized by
any combination of elements addressing the different senses of thenhieny.
visual, audio, haptic,...). As input devices also very different deviand their
combinations are possible. The spectrum ranges from simple keyjoyatitk
inputs to speech recognition, user tracking and gesture recognitiomsyste

The different design goals for the user interface and the most impafai
lenges can be summarized as follows:

e Design an integrated displayAn integrated display for the user interface
should be used in order to display gathered information and sensor data
which has a spatial relationship to the environment or robot, at the cor-
rect spatial location. Appropriate representations of the environngent a
platform for the integration of the information is needed. It should be pos-
sible that the human can reference information to certain locations through
landmarks and spatial cues. The selection of viewpoints should be dnable
in the integrated display. It is important to provide the operator enough in-
formation to reference the viewpoint change spatially.

e Minimize mental transformation§he need for mental transformations
should be minimized as far as possible without disturbing natural relation-
ships. This includes all interface components provided to the operajor, e
graphical user interface and force feedback components anddepices.

If mental transformations are needed, avoid larger mental rotations.

e Use visualizations which are natural to the human and natural clies.
is helpful to make use of the mental models of interactions and objects
each human already has. Humans and machines work with different me
tal models. The user interface needs to be able to provide a seamless tran
lation between these models.

e Reduce user interface elemenitéinimize the different elements of the
user interface to the needs of the current task and situation. Information
which is not needed should be faded out. If information can be fused na
urally, it should be present in a combined user interface element. If it is
needed that different elements show the same information in diffepent c
text (e.g. viewpoint) it is important to provide the operator matching cues
between this elements.
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e Support attention managemefthe operator’s attention needs to be di-
rected to crucial information. This might for instance be information
which requests immediate action or information which is needed to main-
tain situation awareness or common ground.

e Externalize memonSupport the operator by enabling him/her to build
up a history of information insight the interface which might be needed
for situation awareness. This enables to relieves the operator’s shurt-te
memory from memorizing all necessary information in order to keefxtrac
of what happens and to fuse it his mental model.

e Support gaining and maintaining situation awareneéaspport for gaining
and maintaining situation awareness is needed in different categories. With
respect to the current situation knowledge about the surroundingdoeal
vironment is needed and a basic knowledge in which global environment
the whole thing takes place is needed. With respect to the mission and
the task, awareness about the current goals, the current task atoaadio
the progress of the different task is needed. If multiple entities cooperate
information of the work load, work progress and allocated task might be
necessary. With respect to the robots and other entities, informatioh abou
status, capabilities and behavior are needed.

e Support awareness of autonomous behavidtgonomous functions are
desirable with respect to task performance, i.e. robots can takeaveok
about themselves by certain autonomous behaviors (e.g. obstaale avo
ance). If the robots are not completely manual controlled, the human op
erator have to be properly informed about the action of the robot. This is
needed to gain and maintain common ground between humans and robots.
Otherwise, a frustration and mistrust might result. In the worst case the
human operator will deactivate all support functions. At the best tee us
interface supports an optimal combination the the skills and capabilities
of humans and robots.

In the context of this thesis also a preliminary study with respect to user in-

terface design for human-robot teams in general has been pedobetails on
this can be found in [18].
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Demands on the Robots and Communication System

In addition to the user interface as the interface for interaction betweearnum
and the system itself in a teleoperation scenario, the other core challerige on
creasing overall teleoperation performance is to optimize all the othefatru
components of the teleoperation system from a system perspectivegindm

a single component perspective.

e Implicit switching of autonomy modeNavigation of the robots can vary
from direct teleoperation to fully autonomous movements. In many cases
different levels of autonomy are desirable in one mission accordingo cu
rent situation. Thus, switching between these functionalities should hap-
pen with minimum cognitive effort for the human operator. Ideally the
levels of autonomy are not discrete but continuous.

e Carefully design autonomy and assistance functionaliigfzing assis-
tance system and autonomous functionalities should be designed and im-
plemented very robust. Stability problems and failures can significantly
disturb the teleoperation performance. Human operators will get sedfu
and i.e. switch of this functionalities because of mistrust or in worst case
even abort a mission.

e Human centered environment perception and representafiba.human
mainly relies on visual impression in his daily life and lives in a three-
dimensional world. Thus, visual feedback from the environment3ind
representations are natural and can be very helpful. Some mageapre
tation correspond better to human cognition than others. For a human a
topological description of a path might be more natural than a metric one.

e Appropriate environment perceptioRobots need sensors which are cor-
responding to their working environment, the application scenario and the
actual task of the robot in order to support the spatial understandithg of
environment. The environmental perception sensors have to prowde th
needed accuracy and need to enable robustness of the implemented au-
tonomous and driving assistance functionalities according to the current
situation.
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e Optimize communication systewill available and needed information
and commands in a teleoperation system are transmitted over a commu-
nication link. Thus, significant disturbances can be induced by this com-
ponent. Thus, a careful selection of the communication technologies and
a careful design of protocols, communication architectures and tapslog
are needed.
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Communication Networks for

Teleoperation Systems

In order to enable a successful and an efficient operation of mokbiétsérom re-
mote (no matter of the level of autonomy) a suitable communication netandk,
environment perception are demanded. Only well designed comntioinice-
tups, a good environment perception, and its comprehension by thiemaiots
and humans enable the large application potential of mobile robots, rafinging
industrial transport robots [100], to robots applied in emergencyabipais, and
search and rescue [31], [32], and robots for space explorat&jj161].

The application scenario and the type of interaction between humans and
robots influences the requirements on the different communicatiorslayé¢ne
ISO/OSI model [102]. For instance, if a robot replicates human mewsnin
a master-slave constellation over a communication network, there aredrgh
straints on this network (e.g. with respect to the tolerable delay). If thetrob
is teleoperated with a certain level of autonomy included in the teleoperation
system, these requirements become already loose, or if robots atopEer
tonomously and actively with humans in order to fulfill a joint mission goal, the
communication network is only needed to send status updates, send Siadithg
receive new data asynchronously from mission coordination center.

In addition, for the successful application of mobile robots in dynamit rea
world environments, a three-dimensional perception of the robotsdsndings
is a must - for both autonomous reactions as well as for assisted tedéiopsr
Currently, mostly nodding 2D laser range finder or cameras are ugettieve
3D data. In the last years the new technology of time-of-flight rangeecasn
offer here a small and light-weight camera generating 3D images, \alimhs
for an even better environment perception with minimal required psingtime.
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Nevertheless, for such innovative sensor principles, further reflse@eds to be
invested to characterize performance details and to optimize paramiitegse
for typical application scenarios in robotics.

This chapter summarizes the contributions of this work related to two major
components of teleoperation systems - communication and environeeepp
tion. The first part focuses on the implementation of teleoperation insid®ad
communication network setups for joint human robot teams. The adaptztio
the usage of the application layer for mixed reality user interfaces depend
the underlying IP based communication on top of a specific physical comiam
cation technology is considered. Therefore, an approach to optimiee triffic
for teleoperation inside such a communication network for human-tebats is
introduced and evaluated. In the second part the sensor characersdiappli-
cation potential of a PMD camera for three-dimensional perception aéthete
environment for mobile robots are analyzed. Specific aspects relgtedameter
optimization and limitations in measurements are discussed. In particulge ra
images in unstructured and changing scenes are of interest. Spenifesties of
mobile systems are taken into account to generate appropriate rangssifoag
navigation and mapping tasks in robotic applications. This is also incorplorate
into the considerations and developed concepts in Chapter 5. Compantbeto
related work, here the focus is on the human point of view. Thus, st ap-
plication example of local 3D panoramas a qualitative user study wasrpextl
in order to get an idea how good humans can orient, navigate, and dbjects
in this type of 3D environment representations.

3.1 Enabling Technologies

3.1.1 Communication Technologies

Nowadays, a lot of standard communication technologies are available in th
consumer market, which are affordable and also well tested. Somemof ah
ready offer the basic characteristics and designs in order to be appfigstems
where humans and robots work together. Setups of communicationnkstieo
human-robot systems need to be able to support different classemaiunica-
tion traffic. Dependent e.g. on the tasks, the autonomy of the diffegetems,
the team configuration, and also the type of user interface, differemaiés on
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the communication network arise. For mixed reality user interfaces thgguos

in the virtual continuum (cf. Figure 5.1) has a significant influence oithvre-
quirements can be met. For instance an augmented reality interface thbere
camera image as real world component is in the focus, has high deroarite
bandwidth and the jitter of the communication link compared to a pure virtual
user interface which can work more or less asynchronously.

Most often, wireless communication is demanded and chosen to distrifmite a
share information between robots or between humans and robots fpajomt
team. This includes the transmissions of sensor data from the robatsyatisns
from the humans, commands, and plans to the different team entitiestfedmo-
man coordinators. Compared to very specialized missions like Marsratiplo
with Rovers [101] or short range investigation of collapsed building} [2Bere
also tethered communication can be applied, for almost all applicationstzfen
robots in changing environments, changing operation areas, andisbaasks
this wireless communication is a must. While in the past mainly proprietary com-
munication systems [68] and protocols were used for mobile robotiesateys
a clear trend towards tbased communication systems can be identified. The
main drivers for this trend are the availability of well-tested, high perforzea
communication hardware and the overall trend in the consumer anekgiofal,
industrial market to use IP based networks. The selection of an Iiél baganu-
nication systems enables a seamless integration of robots into existing ketwor
This is especially interesting in industrial scenarios, the area of seriictice
and home automation. Figure 3.1 shows how a future robotic team caziuye s
for instance for the exemplary scenario in this work - a search andeests-
sion. Future missions where humans and robotic systems work togetteaicto
a common goal require communication networks with interfaces for dger
neous communication technologies, systems with world-wide access tmaxo
tion and human expertise. Especially in the exemplary application seatcksn
cue, where at least parts of the communication infrastructure mighedieogred
in the local mission workspace, the systems in the local mission worksyesck
to be able to setup their own communication infrastructure on demand gebrid
communication gaps. Heterogeneous communication technologies pple-su
ment each other. In this work the two broadband communication techieslog
IEEE 802.11 wireless LAN and the mobile phone network UMTS as outloek a

1P - Internet Protocol
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considered as wireless interface technologies.
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Team Coordinator

Figure 3.1: Future example scenario of a heterogeneous networimtEmnobots
and humans working on a joint mission.

As part of this work on the demands of mixed reality teleoperation systems
also a simulation setup was proposed in order to test communication setbps w
real communication devices and without the effort of setting up the whoteah-
robot team in a real environment. The communication is realized with osad c
munication devices and the environment is simulated with a three-dimehsiona
simulation including a good physics engine - USARSIm [103][104]. Furtlee
tails on this and the test runs with a distributed collaborative collision avoidance
[105][106] algorithm can be found in [9].

Wireless Lan  In many cases IEEE 802.11 wireless LAN (WLAN) is used as
underlying technology for the wireless network in-between mobile roltuts,
mans and other systems. Nowadays, modern telecommunication eqtipitie
small power consumption and interfaces for easy integration are aeaflab
these wireless LAN standards. Further advantages of WLAN are thialzila
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ity of a relatively high bandwidth dependent on the standard (e.g. 802ribx.

11 MBIt/s, 802.11g max. 54 MBit/s) and the high flexibility in integrating new
protocols or extending features of available protocol implementationsANVL
devices can work in infrastructure mode and in ad-hoc mode.

As currently the cooperation of several vehicles is very important, ciwlle
ing problems like nodes acting autonomously as communication relay, & high
dynamic and variable network topology (some network nodes may legemo
the network at any time), routing problems, and several data streathsoarces
with different bandwidth requirements have to be solved in order to sefidéy
setup an appropriate communication network. Often, ad-hoc capabilitiestt
be present to meet this needs. The usage of IEEE 802.11 wirelesehalles
to realize an affordable wireless communication which satisfies thesendema
for teams of mobile robots and humans.

Wireless Ad-Hoc Networks Human-robot team scenarios demand for de-
centralized communication networks which allow for any to any communica-
tion. During the last years, several teams achieved remarkable rasuhe
research area dynamic wireless communication network topologiesOQa, 2
Rooker and Birk presented multi-robot exploration with robots using vagele
networks [107]. The University of Pennsylvania presented a mobldetrteam
connected via wireless network which performed localization and cotaséb
[108] in 2002. [109][110] placed relay nodes on demand to setupetyeined
telecommunication infrastructure and in [111][112] mobile robots ag€ as re-
lay nodes where each mobile node not only works as host but alsas for
data packets of other nodes. In [113] a live audio and video data tissiem
via a multi-hop wireless network is demonstrated. In addition, seversgrags
of rovers with autonomous functionalities [114], groups of unmanmihlave-
hicles [115], as well as heterogeneous multi robot systems wer@gedp For
ground based systems Chung [116] presented a testbed for a netivodbile
robots. In the field of rescue robotics [117], or for integrating UAVs iftdased
ground networks [118], the use of wireless networks is quite commwaday's.
With respect to unmanned aerial vehicles (UAVs), [119] presentgstars using

an access point running in WLAN infrastructure mode onboard the [IRR0]
presented a system for communication between a ground station and asJAv
ing WLAN in combination with a high-gain antenna and radio modem. These
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wireless ad-hoc networks offer a lot of advantages in contrast to stattess
network configurations, but also raise a lot of new challenges in thersydse
sign. Wireless communication always implies unpredictable communicagion d
lays, packet loss, or in worst case the loss of the link, which makes ¢vesjom
of the required quality for teleoperation or control tasks rather comg2x][
The already mentioned ease of use, the affordable prize, small waighép-
propriate power consumption makes WLAN often a reasonable choie tgps
dynamic topologies providing direct and indirect any-to-any commtioicaf
each network node. In addition, also benefits like redundant comntiamdiaks
in larger networks, no central administration, and a distribution of thedafiid
in large networks are present. Of course, these advantages carearsgd with
rather complex and special routing protocols providing each node tressary
information of the network topology. The nodes itself are working as rewted
must store the routing information of the complete network locally. In the éield
wireless telecommunication, more than 80 different approaches fboadout-
ing mechanisms of different types (classes) were developed. Walrkolasses
of these protocols are pro-active, reactive, or hybrid (pro-aetidereactive) pro-
tocols but also flow oriented, power aware, multicast, position baseduatisn
aware approaches are available. The number of implemented proteiiuls
have reached the status to be used in lab-environments is much smaleaiti2
if an appropriate real world scenario with mobile robots is consideredltee
natives are quite small. Some simulations for performance evaluatioteder
scale telecommunication networks were done in the past [123][1Z]]d2d
based on [126][127][128][129]. Recently AODV, DSR, OLSR, é3B&TMAN
and the application of multi-hop communication were analyzed with respect to
mobile robot teleoperation [12][130][8]. The work published in theobeflisted
publications served as basis for the communication of the later presemteejx.

Outlook - Teleoperation over UMTS connections The upcoming high-
bandwidth networks for mobile phones or mobile Internet like UM ®Ser an-
other new widely used and commercially available technology with high potentia
for the application in mobile robot teleoperation. Up to now, the coveratiest
networks has increased in a way that at least all bigger cities havesdodesad-
band networks. This "everywhere availability" in large areas is a maj@raege

2UMTS - Universal Mobile Telecommunications System
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for any telematic application compared to a solution where infrastructurdlinitia
has to be built up and maintenance effort is necessary. Besides tratiop®f
mobile robots, this includes applications like tele-maintenance, tele-support,
tele-monitoring of industrial facilities. These applications in general denaéso
these high-bandwidth communication links. Often, an additional own inéras
ture might be not feasible or possible and thus, the high-bandwidth telepho
networks provide there an interesting alternative. The design of this rietwo

a way that they should provide a seamless transition between diffenemao
nication cells, the scheduling concepts for resource allocation for theretiff
users and the ability to work indoors to a great extend are also very pngniss
sues for robotics. In particular, the application area of service robwdittargely
benefit from these characteristics.

On the other hand, the mobile phone networks like UMTS are designed for
different purposes and under different constraints. Therefoig,jmportant to
investigate the critical parameters of a communication technology like UMTS in
order to adjust the possible communication parameters on the applicatem lay
in a way to realize the optimum usage of this technology for the own application,
here mobile robot teleoperation. First analysis performed in the cootfekis
thesis can be found in [7][131].

3.1.2 Network Parameters and Video Streams

Network parameters have a major influence on the overall perfomratuman-
robot teams in scenarios where remote interaction or components exigelé=
operation or supervisory tasks typical network parameters like corication
bandwidth, delay and jitter are of major importance. In teleoperation sgstem
general a data flow of commands and information to the robot exist aladsa
flow back to the operator with sensor data and in most cases a video stream
For teleoperation different levels of automation can be applied. A higket le
of automation (e.g. through autonomous obstacle avoidance) in cases the
operator is able to maintain situation awareness and common ground iragene
leads to a better navigation performance in time and errors. In additiagharh
level of automation leads to a higher robustness against the duratiomafico
nication delays and its jitter. The results of an investigation of the influence of
latency in mobile robot operation for four different levels of automatiamf
Luck et al. [132] and own experience with such systems supports thathgsis.
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A video stream is still one of the most important data sources for the user
while operating a mobile robot at remote. The video feedback still dslitrer
most and richest information from the remote environment to the opefdts
detailed information from the remote site is needed to increase and maintain the
situation awareness (cf. Section 2.3.2) and common ground (¢fo8&c3.3) be-
tween robot and human operator as basis for any future decisior®amdands
done by the human operator. Human operators have compreheagigbilities
to interpret the displayed image information, but therefore, some edmstmust
be fulfilled. Constant frame rates and delays below a certain thresteoédraini-
mum requirement to use video for teleoperation. A certain delay of telatipe
systems is inevitable but a human operator can adjust to a certain extent to it.
In general it is much easier for an operator to adjust to an constanyt deta-
pared to an varying delay. The selected framerate, the resolution agdaliy
of the video stream determine the required bandwidth from the commumicatio
links. Dependent on the human teleoperation task different chardicten$ the
video stream are important. If a navigation task is considered, the mosttanp
parameters are a high frame rate, low number of frame losses, anistaot
inter-arrival time between the frames. Compared to these parametegadlity
and resolution of the video stream is less important for navigation. On tlee oth
hand if the human has a search task (e.g. identify objects in a delivated v
stream), the quality and resolution have a higher importance than the fadene
Sheridan [33] shows the influence and importance of framerate aotlition on
the performance of a telerobotic systems.

In order to compress and transmit video data a lot of standards amt¢<od
exist. Typical examples are MPEG-1, MPEG-2, MPEG-4, DivX and E3P
The MPEG family and the DivX codec make use of redundancy betwdeses
guent images in a video stream. Thus, a better bandwidth usage is poBeible
MJPEG each video frame is transmitted completely and so a higher bandsvidth
needed. Typically network cameras like applied in this thesis offer MPEBEGd4
MJPEG video stream with different hardware compression rates.Xffegience
with this systems showed that the selection for MJPEG is often the better choice
Although the bandwidth requirements are higher, a short communicatam d
out and packet loss does not cause a disturbance of a longer seqpferideo
frames like for the other codecs. In addition, the implemented compnsskio
MJPEG introduce a much lower processing delay for encoding andioterihan
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for MPEG-4, which is significant for the overall system delay in the telestjm
system.

3.1.3 Three-Dimensional Perception

Three-dimensional perception of the environment offers signifipatential to
improve navigation solutions for mobile systems. Classical approacheDf
imaging refer to stereo-cameras, optical flow approaches and ksge scan-
ners, while so far in industrial applications still mainly simple and reliable 2D-
sensors are in use [133]. With the progress in robotics and the movémeork
environments which are not completely pre-defined anymore, threendional
perception is essential. Today, mainly three-dimensional laser rardgrdiare
used for three-dimensional perception and mapping in robotics [L34][ As

an alternative stereo cameras provide high framerates and high tateshltion.
Nevertheless, there is still high complexity on finding disparities and calcglatin
distances from the image pairs. In addition, the applicability very much refies
the environmental conditions (e.g. lighting, structure). As three-diroeaklaser
range finders systems exist with nodding 2D laser scanner, as wedjlfaadcu-
rate 3D laser scanners. The frequency of getting point clouds fronyfes of
sensors differ from some seconds to some minutes depending onri@éant of
the tilt angle. In other approaches for mobile robots, two or more 2D kxser-
ners are mounted horizontally or vertically in order to provide a fieldiefnof
360° [136]. Recently also laser range finders with a horizontal field of view of
360°, and a vertical field of viev26.8° like the Velodyne HDL-64 are available.

It provides three-dimensional point clouds with a frequency of 10 Hz.

All these systems are quite expensive and include complex, movingamiech
cal components. Thus, the newly available 3D time-of-flight range casn@o-
vide a promising alternative to these existing techniques and attract murgsinte
[137], [138], [139]. The following Section 3.1.4 gives a more dethid@erview
on this new type of cameras.

3.1.4 3D-Time-of-Flight Cameras

3D time-of-flight (ToF) cameras provide instantaneously a depth imédgeeo
environment, without the requirement of any further processing ofébeived

Shttp://www.velodyne.com/lidar/ (24.10.2009)

47



3 3D-Perception and Communication Networks for Teleoperation Systems

(a) PMD 19k (b) Swissranger SR3000 (c) PMD CamCube 2.0

Figure 3.2: Example 3D-ToF cameras.

data in order to get distances. In addition to the depth information for @iesl/

of the image, an amplitude image, and for some cameras also an intengiy, ima
which can be interpreted as a grayscale image of the environment, igechce
These compact cameras can be operated at high frame rates aatliddude

any mechanical moving parts, being thus very suitable for mobile systéims

ure 3.2 shows two examples of ToF cameras from the leading comRMiBs
Technologie$ and Mesa Imagiry The current implementations of these cam-
eras have limitations in the field of view and the resolution. Neverthelesg thes
implementations already offer high potential for mobile robot applicatitaisle

3.1 gives important characteristics of some examples for existing ingplEm
tions of 3D-ToF cameras. All this 3D-ToF cameras are based on phatixing
device (PMD) technology. Thus, in the following also the term PMD camera is
used equivalent to 3D-ToF camera.

Working Principle

In order to understand the considerations, calibration and determiaeabtéris-
tics of the later Sections 3.3, and 3.4 in the following the basic working ptancip
and important parameters are summarized. The basic equations oédhiens
and more details on electronic principle are given in [140].

A PMD camera actively sends out a modulated infrared light. In eacheof th
pixels of the camera chip a so called photonic mixing device (PMD) or smart
pixel is embedded [137, 141]. Each of these pixels allow to determineothe c
relation (cf. blue line in Figure 3.3) between modulated emitted referemde a

“http://www.pmdtec.com/ (27.10.2009)
Shttp://www.mesa-imaging.ch/ (27.10.2009)
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Model Resolution | Default Ambiguity Range| Field of View
PMD 3k-S 64 x 48 7.5m 40° x 30°
PMD 19k 160 x 120 7.5m 40° x 30°
PMD S3 64 x 48 7.5m 40° x 30°
PMD A-Sample 64 x 48 40m 52° x 39°
PMD CamCube 2.0 | 204 x 204 7m 40° x 40°
Swissranger SR 3100 176 x 144 7.5m 47.5° x 39.6°
Swissranger SR 400Q 176 x 144 5m/10 m 43.6° x 34.6°

Table 3.1: Characteristics according to data sheets of exemplary Bldafoeras
in standard configuration.

perceived optical signal, such that the phase shift can be calculadespec-
tively the proportional time-of-flight and the distance.

Signal A Phase Shift
Strength gl

Intensity |

L

Figure 3.3: Schematic principle of phase-shift algorithm (adopted fiei]).
The correlation function is sampled four tim&& , M-, M3, M, with a phase

offset of 90° in-between each sample (cf. Figure 3.3). The phase gltfin be
calculated as follows:

. My — M3
(p = arctan (M2 — M4) (3.1)
From the phase shift the measured distande can be derived:
¥ >\mod C
D=—"—- max maxr — = 5 2
o d d 2 2 frmod (3.2)

The maximum distance without ambiguity of the measureménpts. is deter-
mined by the modulation frequengy,.q of the camera. It is half the wavelength
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Amoa Of the modulation frequency.denotes the speed of light. Besides the used
modulation frequency of the camera also the illumination power of the @ésner
illumination limits the maximum distance which is measurable.

In addition to the distance two further values can be derived: the incidét lig
intensity ! (cf. Equation 3.3), and the correlation amplitudécf. Equation 3.4).
The intensity value can also be regarded as a kind of grayscale vakenTli-
tude can be interpreted as kind of measure for the quality of a deternisiadack
value.

=
V(M1 — M3)2 + (Mz — My)?

A= (3.4)

2

Besides the modulation frequency the most important adjustable paramete
for the PMD camera is the integration time The integration time specifies the
time in which incoming photons are considered for the distance measuirdine
is comparable to the shutter speed of a standard camera. Tests with thacam
showed that it is very important to adapt this integration time to the observed
scenario and the task. A wrong selected integration time can cause eihsaiBy
uration or insufficient saturation and hereby invalid distance measuateniehe
desired optimal working range and the reflectivity of observed objexte -
fluence on the the selection of the integration time. In Section 3.3.3 an algorith
is introduced to adapt this integration time automatically during runtime for the
mobile-robot navigation tasks.

Quality problems, oversaturation, or false measurements can alsabgedca
by environmental sources like natural sunlight or artificial light sosireehich
have an infrared component in the wavelength of the PMD camera illuminatio
units. Thus, older camera models like the PMD 19k cannot be used inarutdo
scenarios. Newer cameras (e.g. PMD 3ks, ASample, CamCulle@) tech-
nology like theSuppression of Background lllumination (SBI}®2] integrated,
which enables the cameras to work to some extend also in outdoor eneintsim

Applications

Many potential applications of 3D-ToF cameras in automotive, multimedia, e
tertainment, robotics, and other areas have been described [12®]tdmotive
industry, range cameras are used for crash avoidance, as a distmor for
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cruise control, traffic sign detection, park assistance, or driveritrgand mon-
itoring, e.g. [143],[140]. In the area of multimedia and entertainmé&wT8F
cameras were used for a virtual keyboard [144] and for an intgeactinvas.
Another application of PMD cameras which currently raised a lot of intéses
gesture and body tracking e.g. for game consoles [145]. This geahd body
tracking is also of interest for future interfaces in HRI. It might enabtacxe
natural and intuitive peer to peer interaction with robots through highetysaf
[146] and new ways of commanding and teaching robots even in thetifadus
application area. In the context of mobile robotics [138] and [147]emErleas

of potential applications. In [148] and [149] a PMD camera was usethfal-
mark detection in order to localize a mobile robot. May et al. [150] shows an
approach for 3D-pose estimation in robotics. Weingarten at al. [150ribed a
simple obstacle avoidance and path planning with a 3D-ToF camera. Hahg e
[152] also reports about obstacle detection for AGVs (Automated Guidad

cle) in factory environments. Sheh et al. [134],[153] investigatedT8B-cam-
eras for map-building and stepfield traversal in an artificial USAR (uszarch
and rescue) environment. Craighead et al. [154] tested a 3D-To€radnr use

in USAR. They especially analyzed the influence of lightening conditions and
movement disturbances.

Hybrid systems of a PMD camera and a CCD video camera [155],[156]
or stereo camera [158],[149] have also been investigated. Intarélese multiple
depth images scale-invariant features can be used. Two apprdactetseve
such features from PMD cameras are presented in [159] and [160].

Another application of PMD cameras would be in space robotics. If the tech
nology proves to be applicable in space, a very promising applicationiédyiie
of cameras would be e.g. spacecraft tracking for rendevouz aecidrdy maneu-
vers. In the context of this thesis work also contributions to this applicatioa we
made. These contributions will not be covered in this monograph. Detatlsi®
work can be found in [5].

Compared to the related work described before, this thesis work inviestiga
the application of PMD cameras for user interfaces and driving assestys-
tems in mobile robot teleoperation from the human point of view. Parts of the
results were also published in [13].
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Figure 3.4: Geometry of pinhole camera model.

3.1.5 Optical Camera Calibration

Both 3D-ToF cameras and cameras for visual image capturing ar@lsptgtems
which project elements of a three-dimensional world to a two-dimensjzrel
array. For 3D-ToF cameras a model of this projection is required ierdodrans-
form the spherical distance valugs [i, 7] for each pixel at pixel positiof j on
the camera chip to metric Cartesiany, z coordinates relative to the camera.
For the intensity and amplitude image and visual cameras the projectiod mode
is necessary in order to find the correspondence between the threpsitimal
objects and the received two-dimensional images. Thus, the applicédturcio
optical camera systems in robotics requires a careful calibration im wrdather
meaningful distance information (cf. Sections 3.3, 3.4, 5.2). IndHewing the
models for projection and calibration for optical camera systems whehsed
in this work are introduced. This background is necessary to unddrgtampro-
posed methods and concepts in the later sections.

Perspective Projection

For the projection of an optical camera typically the pinhole model is applied
(cf. Figure 3.4). Three basic frames of reference exist in this inote three-
dimensional world coordinate framley, the three-dimensional camera coordi-
nate framelL and the two-dimensional pixel coordinate frafg correspond-

ing to the pixel array of the camera chip. In order to derive the tramsfoom
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world coordinates to pixel coordinates two transformations are requiried
transformatiorilyy ¢ corresponding to the extrinsic parameters of a camera cali-
bration transforms world coordinates to camera coordinates. Thédraraion
from camera coordinates to pixel coordinafés corresponds to the intrinsic or
projection parameters of a camera. Equation 3.5 gives the neededmatital
model to project a pointn = (2w, yw, zw, 1)* in world coordinates to a point
m’ = (zs,ys,5)T on the two dimensional pixel array of the camera.

Tw
s
ys | = Pc-Twc - ww (3.5)
ZW
s
1
R R R te
fso  fsaoe co O 11 12 13 Tw
R21 R Ra3z iy yw
= 0 fsy ¢y O R R R ;
0 0 1 0 21 32 33 L 2w
0 0 0 1 1

f denotes the focal length in metric units, ands, scalef to the unit pixels.
Thus, L = w, andi = h, correspond to the physical width,, and heightz,,

of one pixel on the camera chip. During typical calibration processdsssibed

in the later section, the focal length and the scale factors can not bedsep-
arately. The result of an intrinsic calibration yields the combined tefmsnd
fsy - the focal lengthf,, and f,, in pixels. However, these combined values to-
gether with the pixel array width and height allow to determine the field of view
of a camera directly. No further knowledge about the physical sizeeofdimera
chip is required. By contrast the field of view calculation based only ondhe f
cal lengthf requires the physical size of the camera chip. With and f,, the
horizontal and vertical field of view'oV},, F'oV, can be calculated as follows:

FoV,, = 2 -arctan (:;7}1:: ), FoV, =2 -arctan (yQT;::) (3.6)
Tmaz @NAymq, denote the dimensions of the camera chip in pixel.

a. is the skew factor which is the angular relation betweesnd y axis of
the pixel array. For available cameras this angular relation can be edgorhe
orthogonal, such that. is equal to zero, and hereby the whole matrix element.
andc, denote the pixel coordinates of the principal point on the pixel arrag. Th
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matrix Tw ¢ is a standard homogeneous transformation matrix with rotational
and translational components.

Assuming perfect projection without distortion, the final coordinatesy,, in
the pixel array can be derived by normalizing the ve¢toy, ys, s)T as follows:

Tn s
1 1

Distortion

In most optical camera systems the real lenses compared to the listtmenath-
ematical model show distortion effects (mostly radial and slight tangeniftiai$

is mainly due to imperfectness of the real lenses. Thus, a distortion n®del
needed in order to compensate this for the application in augmented reality inte
faces and sensor measurements. The common distortion model itidbgB.8
was first introduced by Brown [161] and is used in many machine visiah a
calibration approaches (cf. Section 3.1.5).

Tq=xn - (14 kir® + kor® + kar®) + 2120 yn + p2(r® + 222)
Ya = yn - (1+ E1r® 4+ kor® + kar®) + p1(r® + 2u02) + 2p2nyn
with r=x,’+ yn2 (3.8)

Here the coefficient$, k2, ks correspond to the radial distortion coefficients,
andp1, p2 to the tangential distortion coefficients. These distortion coefficients
can be determined with standard calibration tools, and can be used with the dis
tortion model to calculate a corrected, normalized image for furthereuagm

the retrieved distorted image. For standard field of view cameras the dislia
tortion coefficientks is neglectable and set to zero. Thus, most calibration tools
do not determinés by default.

Camera Calibration

Various calibration tools exist to determine the intrinsic and extrinsic parame-
ters of a camera. Most of them are based on calibration models andptsnc
introduced in [162], [163], or [164]. For calibrations in this work the thh
Camera Calibration Toolb&by Jean-Yves Bouguet and the GML Camera Cal-

Shttp://www.vision.caltech.edu/bouguetj/calib_doc/ (30.10.2009)
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ibration ToolboX are utilized. The basic procedure of this calibration is always
that a reference pattern (here a printed regular black and white ciaed¥is cap-
tured with a camera from different point of views. Based on these imagé the
known reference pattern at first the intrinsic and distortion parametedeaived
through optimization approaches. With the now known intrinsic paraméeers,
each of the images the relative position and orientation - the extrinsic peame
- to the reference pattern can be determined.

3.1.6 Sensor Data Fusion, Localization and Mapping

For robotic systems sensor data fusion from different data souraters re-
quired. As example Kalman-Filter and various modifications like e.g. the ex
tended Kalman-Filter (EKF) or analytical optimization methods are useskfor
sor data fusion. In particular, sensor data fusion is needed for lotatizand
mapping in order to make use of the complementary advantages arettsp
of the different systems.

There are different sensor systems which allow to determine the abpokite
tion of a robotic system. The global positioning system (GPS), Galileo, ard v
ous systems which require to setup an specific infrastructure (e.gsMeR<,
A.R.TracK) are examples for such systems. Relative localization is realized by
dead reckoning systems, e.g. odometry systems based on whedeesor vi-
sual odometry system based on feature matching between subségages
from a camera system. In general these relative localization apm®achvide
a good localization for short periods of time, but they have the probleenrof
accumulation over time. Thus, many robot systems use additional distane
sors together with an a priori known map (no matter if occupancy gratufe
map, or topological map) to reference and correct the relative lotializt the
environment in order to retrieve the absolute position of the robot.

Nowadays localization and mapping is often related to the simultaneous local-
ization and mapping (SLAM) problem. Most approaches also allow to iategr
a priori map information. The SLAM approaches are in particular interg$or
the here mentioned exemplary application in search and rescue whemsin m
cases no localization infrastructure is available and its unknown if mapmator

http://graphics.cs.msu.ru/en/science/research/calibration (30.10.2009)
8http://www.metris.com/large_volume_tracking_positioningﬁi’g‘;&o.10.2009)
Shttp://www.ar-tracking.de/(30.10.2009)

55



3 3D-Perception and Communication Networks for Teleoperation Systems

tion e.g. of a building is still valid. Two main directions exist to tackle the SLAM
problem - probabilistic approaches and analytical optimization appreache

For metric two dimensional occupancy grid maps, proper probabilisttb-me
ods like EKF-SLAM or FastSLAM are applied (for an overview see [}68Ere
mostly two dimensional laser range finders are used. There exist &tgmb
Visual SLAM approaches [166],[167]. Visual SLAM algorithms ugher opti-
cal flow or robust image features. Nowadays they mostly rely on SIg68] or
SURF![169] features, as these algorithms deliver currently the best resafts c
bined with a reasonable calculation time. Robust feature detection algoritiims
also play an important role for future pose estimation and mapping appiicatio
with PMD cameras [5].

Future robot applications, e.g. urban search and rescue, will eethérex-
tension towards 3D mapping. Because of the additional degrees dbfrem
pose and orientation, the term 6D-SLAM is often used in literature. Nuchter e
al [170] for instance used the Iterative Closest Point algorithm (IQRL] as
analytic approach to do scanmatching of point clouds, which are reddrd a
3D laser range finder. For global consistent maps and loop closirigefypro-
cessing is done. On the other hand, probabilistic EKF-based 3D-Mappisipr
instance done by Weingarten et al. [172].

Many of the here mentioned methods are applied in the prototype systems im-
plemented for the research covered in this monograph. As the algotibinirsd
these localization and mapping approaches are not focus of this waorkvitie
only be covered very shortly if necessary.

3.2 A Concept for Intelligent Traffic Shaping in
Wireless Networks

Modern multi-hop networks often use WLAN to set up ad-hoc networka@f
bile nodes with each node acting as traffic source, sink, or router.idtoing
these networks, routes between sources and destinations might bislesthbia
several relay nodes. Thus, the utilization of intermediate nodes whigtaetref a
route influences the overall route performance, whereas sendeeegiver have
no direct feedback of the overall route status. Even worse, the wietveork

105cale-Invariant Feature Transform
1speeded-Up Robust Features

56



3.2 A Concept for Intelligent Traffic Shaping in Wireless Networks

topology and behavior might change as nodes move or other nodesuwdoate
with each other.

In case video is transmitted via wireless ad-hoc networks in a teleoperation
scenario (like for the mixed reality interfaces in this thesis), the displayesbvid
stream for the operator might face variable frame rates, very higtephss, and
packet inter-arrival times which are not appropriate for mobile reblebopera-
tion.

In the following an approach using a feedback generated by the netaork
adapt the image quality to present communication constraints is introdiced.
cording to the current network status, the best possible video imagevid@tddo
the operator while keeping constant frame rates and low packet losgoheept
and results can also be found in [10] and [11].

3.2.1 Scenarios

One special and very challenging application scenario for mobile robibts ex-
emplary application search and rescue. This scenario has very higgmds on
almost all aspects of mobile robots, multi-robot teams, and humart-tebms.
Besides for instance mobility, localization and human-robot interactiootihe
most important elements in this scenario is communication. After a distister,
search and rescue team probably cannot (or only partially) rely otirgxisre-
installed communication infrastructure. Often the environment is veryrusis
tured and cable communication systems are only applicable for shomaksta
Therefore, these scenarios require a wireless communication whichdegot to

the current needs and constraints in a reasonable time. One idea totshjgo

is to equip all the heterogeneous team members (humans and robotspmith ¢
patible communication devices. These team members are now availalptes for
other team members as communication relays by implementing ad-hocgroutin
protocols which allows redundant communication links and higher corigaun
tion distances. Another interesting chance for the application of ad-haores

is the use of the heterogeneity of mobile robots. On the one hand, it is [gossib
that team entities with limited communication capabilities can use any team en-
tity with better communication in its limited communication range to reach the
rest of the team. On the other hand, the ad-hoc network offers théiosso
build subteams and to use nodes only if they are really necessary to cocateu
with the target. In [173], several of these scenarios were analyzesimudation
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study comparing the performance of several ad-hoc routing pristdéigure 3.1
shows how such a typical heterogeneous team might look like.

The dual use of mobile nodes (e.g. robots) for their own communication
and as communication relay for other nodes opens the possibility to extend
the communication range between a control station and a teleoperatethenach
[111][109][112][110] or to set up a communication infrastructuramenviron-
ment containing several obstacles [118]. Figure 3.5a shows a mobib¢ being
teleoperated and several nodes — which could be stationary or mob#euseat
to keep up the communication link. In the presented scenario a chain esnod
is established which can be considered as a kind of worst case scasahie
grade of meshing is very low (only minimum number of neighbors in raagd
no redundant routes between robot and operator are availables ToEdogi-
cal constraints have a large effect on the behavior of the used plotd the
corresponding parameter settings which was demonstrated in [174]20id

Mobile Robot
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Figure 3.5: (a) Communication relay to increase the range for telcipect a
mobile robot. (b) Communication inside and between teams.

The dynamic characteristic of ad-hoc networks allows the very flexibde an
efficient adaptation to the current communication needs. It is possitiladhas
spatially co-located can communicate directly without involving any otheenod
As there is no special central node present for coordinating andafdimg the
traffic, the probability of this node being a bottleneck while a larger number o
nodes transfers large amounts of data (e.g. video streams) is de@ficEigure
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3.5b). Therefore, ad-hoc networks also very much support dtditgd, decen-
tralized communication architecture on the higher communication levels. This
characteristic also supports the establishment of smaller communicatien su
groups on a logical or spatial level inside the whole group of nodes.pbke
sibility to adapt the ad-hoc network to current needs for communicatiowsllo
an intelligent solution to use the different wireless links more efficiently.dfe¢h

are heterogeneous nodes in the ad-hoc network where some of thg Imaxk
better communication capabilities (e.g. higher transmit power), a mobde no
with only short range communication can use any of the the nodes with long-
distance communication which is currently in its own communication range to
transmit information to any other node in the network.

Setting up a testbed or a prototype of a multi robot system is quite easy, but
nevertheless, several technical aspects which are discussed ircthua seust be
considered to prevent unstable communication links or not suitable fpacked
trip times.

3.2.2 Concept

The developed concept enables to stabilize the framerate of a videm $teaes-
mitted over a multi-hop network through a variable image quality of the video
stream. The quality is adjusted automatically to the current state of the wireless
multi-hop network and respectively the available bandwidth of the used fou

the video stream by using a feedback of the network status. Herebgghizad
bandwidth for the video stream from the communication link is reduced gfrou

a dynamic higher image compression This leads to a lower image quality and to
a smaller size of an image instead of taking the risk of packet loss, linkesang
tion and complete link breakdowns. As above mentioned, the state of iegtd s
node of a route has a strong influence on the quality of the used link in tédrms o
bandwidth, delay, and packet loss. To increase the performancehifermobot
teleoperation through a mixed reality user interface, the available frameatra

the operator user interface should be almost constant. In order td #ujuisn-

age quality according to the link, an active feedback mechanism is imptethen

at the application layer of each node. Thus, a feedback of the netwavkilable

for the video stream source which can be used to adapt the image qubdty. T
proposed mechanism requires only little resources, is portable andceasy
plement, and provides the operator the highest possible video qualityotniten
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robot teleoperation which can be guaranteed for the current netuatek #s it
supports no traffic classes as it is known from wired IP networks, itlshaot be
considered as a quality of service (QoS) mechanism. Anyway, avaiaialéy
of service (QoS) mechanisms — e.g. integrated services (IntSetdifjeventiated
services (DiffServ) — are currently not applicable in ad-hoc netwofksobile
robots due to very specific hardware requirements and the speciébaslwhich
are currently only available for network service providers.

3.2.3 Network Feedback and Adaptive Video Quality

The mechanism mainly consists of two parts: the network feedback, asad &p-

tive adjustment of the video quality. The mechanism is used for a simplesadm
sion control of the video source and intends to provide the best possilgle v
image quality considering the current state of the link. The objective is-an ef
ficient use of the available bandwidth without overloading the route with video
traffic to the operator. Thus, it is not used to increase the link quality dirbatly
uses the available resources most efficient and reliable for the opnatieo
stream. In addition, it supports the avoidance of congestion of the comeiu
tion link on the MAC Layer.

Network Feedback

The network feedback is responsible to transmit the status of a node tmlée v
source. Therefore, nodes of the network host a small client progtathe ap-
plication layer. This client application is listening in promiscuous mode at layer
3 of the ISO/OSI model (IP-layer) and measures the utilization of the wBsele
link. All kinds of traffic are monitored: incoming and outgoing packetskeds

for forwarding, and packets with other nodes in range as destinationiealig

all traffic causing the radio link of this node to be busy. The network faekib
client sends very small UDP packets with an adjustable frequency (in she te
setup 10 Hz) and 8 bytes as payload to the video-source if it is a used hop in
the video stream route between video-source and receiving nodepayaad is
used to indicate the status of the corresponding node, either “normatiome

or “overload situation”. In the beginning, each node is in the “normataijzn”
mode. As soon as a certain utilization of the supported bandwidth is exteede
the status of this node switches to “overload situation”. Important parasrfete
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the network feedback clients are the feedback frequgragnd the threshold for
status determinatiod. In casef is too high, too much feedback traffic is gener-
ated which degrades the performance of the network. Even thesetpack very
small, too many small packets with a high sending frequency will haveysbast
effect on 802.11b WLAN and will significantly decrease the throughphus,

the generated feedback traffic should be limited depending on the irteipne
rate of the video adjustment mechanism and the selected load window for the
wireless nodes. Often it is even not necessary to run a feedback atiezdach
network node. For setting parametgrit should be considered, thdtspecifies

the percentage of the nominal bandwidth (e.g. for 802.11b this wouhdsel 1
Mbit/sec) which can be used without switching to the “overload situation” state.
The feedback clients measures packets on layer 3, where the maxivailm a
able bandwidth corresponds to the “goodput” of the wireless link whichasiab
75% of the nominal link bandwidth (e.g. for 802.11b this would &% of 11
max. Mbit/sec). In order to allow a reaction on potential overload situatidrigew
providing the user a video stream with a bandwidth o6 1.5 Mbit/sec for the
best quality,d is set to50%. Figure 3.6 gives an overview of the setup for the
described mechanism.

As the proposed mechanism is used within a network where a link failure can
occur at any time, the measurement and signaling is implemented sudimkhat
failures and link reestablishing can be monitored reliably. As the mechdaism
video quality adaptation performs best with a feedback frequengy-6f10 Hz
(according to the presented scenario an experimental setup), theigehmea-
surement traffic has a bandwidth of less tlta@03 Mbit/sec per measurement
node.

Adaptive Video Quality

The video quality in the presented system is adapted according to cuiaient s
of the ad-hoc route for the video transfer. The adaption mechanissivescall
status packages from the nodes between two received frames frommabe
source, interprets these packages and selects the quality for theamegsfwith

a combination of previous status data and the current state. Do rectiltatiog)
behavior in quality switching near the selected load limit of the nodes a kind of
inertia mechanism for the adaptation process was integrated. The impésmen
inertia mechanism guarantees not to change the image quality wheneagrsa s
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Figure 3.6: Test setup components for intelligent traffic shaping.

of anode changes. Itis possible to set a certain number (cf. AlgorithmmImax

of inertia_counte) of receiving same successive route load states until the quality
is changed. Algorithm 1 shows the mechanism how the quality for the reexefr

is selected according to the received network status messages.

In the current test setup, four different video qualities are usedranaefrate
of 11 frames per second each. Table 3.2 shows the average size ihage for
the corresponding image quality level.

A higher number of different quality scales would also be possible. In the
current test setup a minimum ef3 and a maximum oB are selected for the
inertia_counter With this value the mechanism reacts in the worst case after six
frames with subsequent overload states and in average after thmeesfrahis
keeps the load caused by the video traffic on the different nodes inarcde-
fined window around the selected threshold for overload state. In cauidrin
with parametetl of the above described feedback mechanism, the quality adjust-
ment intervenes as soon as a node exceeds a radio link utilization of raaragh
prox.78% (= 50% of nominal bandwidth). This prevents the node from reaching
a utilization 0of100% of the available maximum throughput which would result
in a high packet loss rate due to an increasing number of packet collisions
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Algorithm 1 : Video quality adaptation.

Input: video streams of different quality;
load status messages;

foreach frameV of current selected qualitydo

if one of the nodes overload#aen
| nertia_counter + +;

else
| inertia_counter — —;

end
reset node states;
send video framé/;
if inertia_counter > inertia_countermq. then
if ¢ > gmin then
| qg——;
end
inertia_counter = 0;
else
if inertia_counter < inertia_counterm., then

if ¢ < gmaz then
| g+ -+

end
inertia_counter = 0,
end

end
end

Table 3.2: Average size of one image per quality level.
Quality ‘ minimum ‘ low ‘ medium‘ high
Size (kbytes)] 15 | 26 | 34 | 47
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3.2.4 Experiments and Validation
Problem Definition

In the above mentioned scenarios, the available throughput of a roudeniia-
less multi-hop network is a highly dynamic parameter which depends oy man
environmental influences and affects the quality of the application signiifjca
The throughput of a wireless node can be decreased due to diffeemuns. In
case intermediate nodes of a route are also part of a route which hasspadra
other bandwidth intensive flows, the available bandwidth must be shategén
all present routes via this node, which will reduce the available bandwadthé
video link. Furthermore, also a decreasing link quality will reduce the Wattd
and increase the packet loss probability. If the network is not reactingffectr
overload at a specific node, this will lead to unpredictable packet loss gidimt
and delays at the different receivers. For the teleoperation sceharaffect will
be that the video stream will get randomly stuck, because packets geitmst
probably the operator will get confused and will stop the robot.

Evaluation of Test Scenarios

In [12], difficulties of a proper setup and evaluation of scenarios witkeagas
ad-hoc networks are discussed. The biggest challenge is the desigenario
which provides a base for comparable test runs. The used radio lifik beglis-
turbed by many external influences. Besides, parameters like link qoaktg-
nal strength which can be an indicator for external disturbances, rigte still
be an external disturbance which cannot be detected and charattwirzasily.
Thus, the influence of existing error sources on the test runs musirmized
or at least considered in the evaluation. In general, two methods alatéedor
the evaluation. The first possibility is, that many test are performed initfee-d
ent scenarios with the setup to be investigated. Then the settings are dlazage
again many test runs are performed in the same scenarios as Gdfasea trend
between the two present behaviors might be observed. The secssibifity is
the repetition of many test runs in one meaningful scenario. After tunm@ah
rameters, the test runs must be repeated with the new settings. In bethatlas
tests runs must be performed contemporary in order to minimize emvéotal
changes (e.g. weather). These two methods do not directly allow ditgtiga
evaluation, but a relative evaluation and the determination of a trend ofethe b
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havior due to changes in the parameter settings of the observed mechaines
possible and often enough to analyze the investigated system. This vesrkas
second method.

Test Scenario Additional Traffic

To set up the scenario where a node is used for more than one banthiédigive
traffic flow, four nodes are used (cf. Figure 3.7). All nodes aratied such that
they are in direct communication range. During the tests, defined additi@ria
traffic will be generated between node 3 and node 4 while the investigated vid
stream is transmitted via UDP from the mobile robot to the user's PC via node
3. The generated UDP traffic is used to reach certain load levels at imtiztae
node 3. As in this scenario, node 3 and node 4 are in communication t@atie
other nodes which will also cause interferences at the physical layer.

ﬁ Node 4

other traffic
video video
stream @) stream
User é

Node 3 Mobile Robot

Figure 3.7: The test setup for additional traffic.

To provide best repeatability of the tests, all nodes are stationary. Only the
additional traffic between node 3 and node 4 will be varied according éfiiaed
profile. Measured categories are the packet loss and the packediintat-times.
These categories are measured while the amount of additionally gehtedfie
is increased. As reference test, video transmissions of constarttqaajity are
used and compared to the packet loss of the transmission with adapdivty.qu

The proposed mechanism was tested in a real outdoor environment with a
wireless ad-hoc network of four nodes. One is the PC of the operateriscan
Outdoor MERLIN [68], and two intermediate nodes are MERLIN robotddior
version). Figure 3.7 shows the detailed test scenario setup. All MERAlbEts
have a C167 microcontroller for low-level operations and sensor dategs-
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ing, as well as a PC-104 for more complex and computationally more iméens
tasks. The PC-104 uses a Linux operating system and all nodes gpejwith
802.11b standard WLAN equipment (Atheros chip).

To grab the video from an analog camera (approx. 65 degree fieltew) v
an Axis video server is used. It can grab the video from up to four casneith
a resolution of 768x576 pixels. Dependent on the configuration andected
clients, a frame rate of up to 25 images per second can be provided &ither
MJPEG or MPEG4 over a TCP/IP connection. For the described tests the PC
104 is connected over a cross-link cable to the Ethernet interface ofidhe v
server. As nothing else is connected to this Ethernet interface of theDR@-1
can be exclusively used for the video traffic. For the presented test84aPEG
video streams with full resolution are established with four different cesgion
rates. MJPEG as video compression was selected, as MPEG4 coimptakes
a significant longer time on the Axis server what causes a significant intetlae
video stream. Secondly a loss of a packet during transmission of MBEE&NS
to the robot might lead to longer set of distorted images because cainfoare
MJPEG not all frames of the stream contain the full image informationegted
In case of the investigated scenario, the MJPEG frames are transmitid®Pia
protocol over the wireless interface.

In afirst step, a reference scenario was set up and measuredfdreeno net-
work feedback mechanism is active and a mobile robot generates@stidam
which is sent to the PC of the operator as it is shown in Figure 3.7. Between
node 4 and node 3, additional traffic is generated during the differsinplases
according to Table 3.3 to reach a defined load at intermediate node 3.

Table 3.3: Generated additional traffic.

Phase | generated additional traffic (Mbit/sec
0

3,2

4

4,8

5,6

6,4

7,2

8

8,8

=

© 0N O~ WDN
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The results of this reference test are shown in Figure 3.8a. The shaigs
the test time in milliseconds. The left y-axis describes the received frataén
frames per second (fps) and the right y-axis displays the receided data rate
in bytes per second (bps) at the receiving node (operator’s PC).

X 10
10

Frame Rate (frames/s]
8
Video Data [byte

)
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Time [ms] ©10° Time [ms] Y 10°

(a) without network feedback (b) with network feedback

Figure 3.8: Framerate and traffic without and with network feedback.

The test started with no additional traffic being present. Successivelg m
and more additional traffic is generated by switching to the next phase28ac
seconds according to Table 3.3. After 200 seconds of test time, tligioaddy
generated traffic is reduced by switching back one phase each Iftdsetwthe
beginning of the test — during phase 1 up to the end of phase 3 — thea@ceiv
frame rate is abouit1 fps. After switching to phase 4 at about 60 seconds, the re-
ceived video frame rate decreases significantly. The receivecefrata between
100 and 200 seconds drops t® — 3 fps while node 3 is overloaded. After the
additionally generated traffic is reduced, the received frame rateessmbtol 1
fps. Increasing the additional traffic forces node 3 to an overloadtisituaAs
the bandwidth used by the video stream cannot be adapted to the new sjtuation
a packet loss of the video data is inevitable which is shown in Figure 3.9. The
y-axis shows the number of lost packets vs. the test time on the x-axis.

Another measured category is the frame inter-arrival time of the vittears.

This is a quite sensitive aspect, as a large jitter (variance of the frameaimieat
time) is very irritating for the operator due to a very unsteady motion of theovid
image. Without additional traffic, the frame inter-arrival time is smallenthz0

ms with a variance close t(cf. Figure 3.10a) what corresponds to the average

67



3 3D-Perception and Communication Networks for Teleoperation Systems

Packet Loss

Time [ms] <1

Figure 3.9: Packet loss without network feedback.

frame rate ofl1 fps. After 60 seconds and an additionally generated traffic of
4.8 Mbit/sec, the frame inter arrival time increases to more th@th ms with

a variance of more thah0000 which indicates an unacceptable video for the
operator.
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Figure 3.10: Frame inter arrival time and jitter without and with networkdfee
back.

The same test setup is used again — now with the network feedback gnd ada
tive quality mechanism (cf. Section 3.2.3), which should improve themes
behavior. In Figure 3.8b, the frame rate and the video data rate is shbila
using an adaptive video quality together with the network feedback mischan
In the beginning, without additional traffic, the mobile robot generatesleov
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stream of about50000 bytes/s. During the test, the additionally generated traf-
fic is increased similar to the test run described before. The implemeretelam
nism takes care that the video source reduces its generated videottratficut
300000 bytes/s as soon as phase 3 (with an additional load\bit/sec) is en-
tered. Increasing the additional load at node 3 to more th&iMbit/sec results
again in a reduction of the video traffit§0000 bytes/s). During the complete
test run, the frame rate stays almost constantlylafps as the adaptive video
bandwidth reduction avoids the loss of video traffic. Also the frame intérar
time stays constantly beloi)0 ms with a jitter of almoso (cf. Figure 3.10b).

Test Scenario Moving Robot

This scenario is set up in a way, such that several nodes of the neaserk
included into the route between the operator’'s PC and the teleoperated mobile
robot. Figure 3.11 shows how the different mobile robots acting as paiteom-
munication nodes (cf. 3.11 Figure mobile robot 1 to 3) were placed ialatg-

door scenario for the described tests. The three potential communicatias

are positioned around a small hill in a way that each node covers a cegtain
ception area overlapping with the reception areas of the nearest negfibe
small hill in the center causes a communication shadow. So a direct coicanu
tion between the operator station and a node behind the hill (either mobile robo
2 or teleoperated mobile robot) and between mobile robot 1 and 3 is r&ibjms
anymore. To guarantee these test constraints the transmit powercfonede

was reduced to 10mW additionally. For the test the teleoperated mobileisobot
controlled via joystick along the path as shown in Figure 3.11. The seleathd p
and environment requires that the routing of the robot’s communicatiéridin
changed according to the current position of the moving robot and #pece

tive possible links to other communication nodes in the scenario. As soon as
the teleoperated mobile robot enters the communication shadow of thetsimall
and no direct link is possible anymore, it has to communicate via one a& mor
of the other mobile robots to reach the operator station. To achieve thisityna
routing and keep the communication link usable, ad-hoc routing protoeoépa
plied and combined with the network feedback concept. In [174] ad-dwating
protocols for mobile robot teleoperation are investigated. The requingtihg
protocol parameter tuning is described in [130]. Based on the resutiesd two
publications, B.A.T.M.A.N. is used as ad-hoc routing protocol for ffuisnario.
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In the current scenario, only the mobile node (here: teleoperated nrobitt)

generates a network feedback. There is no need to use the netwdblaé&eof
the relay nodes, as all relay nodes in the scenario are stationary (liity ggiaot

varying significantly) and the relay nodes do not create additional ttzd8es
the video data of the robot and the command and sensor data exclengeib
operator and mobile robot.

/’ iﬂ Te&ted \

Mobile Robot
Mobile Robot 2 transmitting video stream

ihb Obstacle

Mobile Robot 1 small hill blocking direct link A
to moving mobile robot
(no line of sight between

operator and mobile robot)
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Mobile Robot 3
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Figure 3.11: Test scenario of moving mobile robot.

While the mobile robot is moving, the network feedback mechanism is con-
tinuously monitoring the communication links and provides input for the video
adaptation mechanism. With respect to the parameter settings, it has tebe tak
into account that several network topologies may occur which will affecbe-
havior of the wireless network significantly. As the communication via multiple
hops implies variable bandwidth limitations due to e.g. hidden nodes, setting of
parameterd (threshold for maximum link utilization) of the network feedback
mechanism must be done carefully. In this work, the video source is #ile m
traffic source of the entire network. Due to the steady flow of delay seasiti
packets, a conservative settingdf= 25% is chosen as this also considers the
half duplex characteristics of the WLAN links and hidden node situationseof th
scenario.

For this work numerous single test runs were performed. During abesthe
mobile robot is teleoperated via wireless ad-hoc network while drivingrato
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the hill. As the small hill blocks the line-of-sight communication between-oper
ator and mobile robot, several communication relay nodes will be incloded
demand. During a test run, the round trip time of packets between oparato
mobile robot, the frame inter arrival time, the frame rate, as well as thkepa
loss are measured.

While a test run is performed, several data flows are present insidesthe
work. The operator sends control and command packets from theot&C to
the mobile robot, whereas sensor data is transmitted in the opposite dird@ttén.
most bandwidth consuming data stream is the video image. All data is transmit-
ted via the UDP protocol. In the investigated scenario, no active measotemd
signaling traffic of the feedback mechanism is generated as the fdedlut
program is running on the mobile robot which also acts as video souncs, The
feedback is directly sent to the quality adaptation mechanism without sgessin
the wireless communication. In the following paragraphs the results ofepe
resentative test run are explained exemplarily — much more tests wéoenped
in order to draw the presented conclusions.

Atfirst, a test run without network feedback is performed and the vitieam
behavior for this run is displayed in Figure 3.12a. The left y-axis of Eigul2a
shows the video frame rate in frames per second and the right y-axisdibe
data in bytes. On the x-axis, the experiment time is plotted in milliseconds. In
the beginning of the test, the operator is provided with a video frame rate of
more than 10 frames per second. At around 40 seconds of test tghertdbreak
down of the video link for about 5 seconds is detected. A later analysiedurn
out that at this time, the direct line-of-sight communication between tuePL
and mobile robot was lost and a new route was set up via a relay nodelySh
after 50 seconds the video transmission failed again and could not ftabee
lished. A later analysis showed that an additional communication relaywasle
included and the route is established from the operator’s PC via two retisno
to the mobile robot. Due to the half duplex characteristics of the link, the avail-
able bandwidth decreased significantly what lead to a complete overlaaé of
network link by the video traffic. Thus, the video link, as well as the cominan
link broke down and the robot stopped. The observed link failure foh suiong
time results also from the ad-hoc routing protocol being not able to maintin th
topology changes as also the signaling traffic for routing updates waduost
ing the overload phase. This behavior now should be avoided by thef tise o
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network feedback mechanism.
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Figure 3.12: Frame rate and received amount of video data at thieeewithout
and with network feedback.

In Figure 3.13 the round trip time (rtt) of ping packets between operator PC
and mobile robot is plotted on the y-axis in milliseconds while the test is per-
formed with active network feedback mechanism. It can be seentthppaox-
imately 110 seconds test time the rtt increases and shows relatively hagh pe
at about 160 seconds of experiment time. After 200 seconds, theatttakes
again to values below 60 milliseconds. The comparison with the routing tables
for these times show, that shortly after 100 seconds experiment timiérsthe-
lay node was included into the communication link and at about 140 setoads
second relay node joined. In parallel, the packet loss is plotted for the &
run in Figure 3.14. Between 140 seconds and 240 seconds of expériime
the graph shows several short periods in which packets are lost. djoeity of
these packet losses occur due to the two rerouting procedures whilegdtie
robot in areas without direct line-of-sight communication with the fotynas-
sociated communication relay node. Of course, also some of the pawigts
be lost due to a very high link load while communicating via multiple hops. The
following figures will give more details on this. Figure 3.15 shows the &am
inter-arrival time and the variance of the frame inter-arrival time (jitte¢the re-
ceiver and Figure 3.12b displays the frame rate and amount of tid@dmideo
data at the operator's PC while the test is performed with the active network
feedback mechanism. From the beginning of the test run until appreedyriks0
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Figure 3.13: Round trip times (RTT) in milliseconds with network feedback.
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Figure 3.14: Packetloss with network feedback.

seconds of the experiment time the graph of Figure 3.15 oscillatescheovaiue
of about 90 milliseconds for the frame inter-arrival time. At 130 selscend 160
seconds, and between 180 and 200 seconds of experiment timal g@agts of
up to 850 milliseconds are detected. This observation corresponds toejhie g
of Figure 3.12b, where the received frame rate of the video is displayehe
left y-axis and the received amount of video data is displayed on theyrigkis.
From the beginning of the test until about 160 seconds of test time the video
frame rate keeps constant at 11 frames per second while the transanitteoht
of data varies during the rerouting at 130 seconds of experiment tigteie®n
160 and 240 seconds of test time, the frame rate varies due to chanlgediik
quality during this period of time (unstable links because of handovees)eiN
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theless, the video stream did not break down (compared to the scerigmuiv
the network feedback mechanism) during the tests as now the netwdiiafde
mechanism takes care that the transmitted video data traffic does netiekee
capabilities of the complete link - also while communicating via several relay
nodes. Here, the ad-hoc routing protocol is able to reconfigure thagota-
bles of the network nodes in time, as the video link capacity is limited before
the rerouting procedure is initiated in order to reserve bandwidth for léigna
and maintenance traffic. This is possible as the proposed mechaniginradd
ally monitors the really available link capacity of the WLAN which is reduced as
the link quality decreases. Thus, the network feedback mechanismansathe
network from being overloaded before a handover is started due to lintiteng
video traffic also in case of a low link quality to the currently associated n&twor
node.

1000 T T T T T 4000

2000

Frame Inter Arrival Time [ms]
Jitter

0 05 1 15 2 25 3
Time [ms] s

Figure 3.15: Frame inter-arrival time and jitter of video data at the vece&iith
network feedback.

In contrast to previous work, here, the mechanism is used while the gemm
nication link in the multi-hop network uses more than one relay node deggendin
on the location of the mobile robot. It shows the behavior of a video stream
which is used for mobile robot teleoperation in two different setups. Ifitse
setup, the robot moves and transmits sensor and video data to the uker wh
more and more relay nodes are included into the used route. While theenofb
communication relays increases, the usable bandwidth decreasestdae&if
duplex characteristics of the link and topology aspects. When the experisne
performed without using the intelligent shaping mechanism, the comntiarica
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breaks down as soon as more than one hop is used for the communasattosn
available link capacity is tremendously exceeded. The second test sefsithe
video shaping mechanism which as proposed here with adjusting thedfresh
parameter! according to the network setup as described above. The mechanism
is running locally on the mobile robot which is sufficient for this scenartdsT
guarantees a suitable utilization of the bandwidth which is really available con-
sidering the dynamic network topology and the occurring changes in liaktgu

and link availability. In this setup, the proposed mechanism throttles down the
bandwidth required by the video stream by reducing the image quality.

3.2.5 Summary

In the first test scenario the proper functionality of the proposed adagtial-
ity mechanism is tested in this teleoperation scenario with real hardware unde
different network load situations. In situations with a very high link load due
to additional other network traffic, usually the packet loss rate and thieepac
inter-arrival time is affected in a way that reliable and proper teleoperatinot
possible anymore. By adjusting the image quality of the video stream it is pos-
sible to provide a stable video frame rate for the operator. In fact, thainémy
bandwidth for the video stream is used efficiently in terms of providing aovide
with a stable frame rate suitable for mobile robot teleoperation.

In the second test scenario the expected behavior of the implementéd-mec
nism was shown in a real world setup where a mobile robot is remotelyotieatr
by an operator. It is used to navigate in an outdoor area which is ndiablzc
via direct line-of sight communication between operator and mobile rathois,
other nodes have to be used as communication relays. It is shown thagtthe
work feedback mechanism in combination with an adaptive video qualitykee
the video frame rate longer at a constant level and the long communicatpn
outs can be avoided which really increases the teleoperation capabilities.

These experiments show in a real-world ad-hoc network scenariothdat
proposed mechanism is able to enhance teleoperation capabilities while a mo-
bile robot is commanded via multiple communication relays. The easy setup a
compatibility of the mechanism to existing standard protocol stacks andlaeaila
standard hardware makes it a powerful tool while only a minimum ofrpatar
tuning is necessary.
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3.3 Three-Dimensional Perception with Range
Cameras

The application of a 3D-ToF cameras in mobile robotics entails specificragsna
on the raw data pre-processing. In the following, sensor analysisrai#diby pro-
cedures, data filtering, and a task specific camera parameter optimiaegipre-
sented in order to process the data for autonomous behaviors, dissiggance
systems, and the for user interfaces elements. For the following seati®htD
19k cameras is exemplarily used for the analysis and tests. For otherasam
these results might be slightly different and small adjustments for the atdibr
procedures might be required.

3.3.1 Calibration

Typically the PMD cameras deliver uncalibrated line-of-sight distandeswdo
not represent the orthogonal distances to the image plane of the carhesa
at first the optical properties of the camera - the intrinsic, projectionnpara
ters - need to be determined according to the before described pindrokra
model. Based on these parameters the received distances candmetband
transformed to Cartesian coordinates. In addition, there exist diffepatific
effects and characteristics of this type of camera which make it negessao
a depth calibration. Thus, calibration of 3D-ToF cameras is a two-stepeeso
which consists of photogrammetric calibration (like it is done for normaitalig
cameras) and depth calibration.

For the calibration in this work, the methods from [175, 176] are combined
and a photogrammetric calibration with a chessboard was done. Kah[ti#sin
used an extra array of infrared LEDs to improve corner detection béasboard
to determine the desired camera matrix, which is not necessary heneldnto
be able to use standard camera calibration tools with a printed chessleoard h
an upsampling for the image resolution with pixel interpolation is performed.

From calibration results gained, a significant deviation of the real fieldef
values from the data sheet values of the camera could be found. Afigidw of
29.6°(horiz.)/22.4 (vert.) corresponding to a focal length of 12.11mm could be
determined. The calibrated focal length matches the actual, corresitphfpcal
length of the lens of the camera. The data sheet originally stated a hotizeldta
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of view of 40°, what is incorrect.

From the PMD camera the raw distance matfixtogether with informa-
tion gathered by the performed photogrammetic calibration sphericedioapes
D, (i, j) for the pixel indiceq, j) can be derived as follows:

(i, 5) arctan —Z_p‘:
Ds(i,5) = | ay(i,5) | = | arctan % (3.9)
Di; Di;

The spherical coordinatd3, are necessary to calculate the required Cartesian
coordinatesD... For the orientation of the coordinate frames used in this work it
can be calculated as follows:

l’(l,j) D’i;j : Sin(al'(imj))
D.(i,j) = y(lvj) = | Dij- cos(aw(i,j)) ’ Sin(ay(ivj)) (3.10)
Z(iuj) Div.j . COS(Otl-(i,j)) . cos(ay(i,j))

Inside the camera another small static distance error is introducedpabals
small part of the measured distance which results from the distancedretiigp
and lens center is not constant for all pixels. For the center pixels it itz f
length. But the farer the indices of the pixels are away from the centdarter
is the resulting error. Nevertheless, for the PMD 19k and the presepptida
tions with this camera this static error is currently neglected. For the PMD 19k
the worst case error is belolwnm and much smaller than the actual achievable
accuracy with this camera. For instance at edge pixel (160,12Qnass opti-
mal optical center at (80,60), the distance correction value woul@ 5635mm
compared to the used value tf.11mm, such that the disregard of this correc-
tion in the extreme case of an edge pixel introduces an er@6d85mm. If the
application or different camera setups demand for the correction oftttug the
corrected distance valub’ (7, j) for each pixel indicegi, j) can be calculated
as follows:

Dl(i’j) =D;; — \/f2 +((F = ca) - wp)2 + ((§ — cy) - hp)? (3.11)

w,, denotes the physical width of one pixel of the camera chip/gnthe corre-
sponding height (for PMD 19Kv,, = h,, = 40um).

During photogrammetic calibration the camera also shows typical distortion
parameters. As the effects for the small field of view are relatively sarall
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the process of eliminating the distortion would cost additional processing time
for the applications in this chapter it was not considered. If another apiolic
requires a distortion correction, it can be done comparable do theagtpfor
standard cameras presented in Section 5.2.2.

For the depth calibration at first a pixel offset can be determined which is
induced by small differences of signal runtime in the signal path of th®PM
camera. For standard environmental conditions it should be constdmiaa be
compensated by a reference measurement against a white wall farttes pix-
els of the camera. This can be done by provided tools of the camera &nd it
possible to set the determined value as a global calibration shift value by the
application programming interface (API) of the SDK.

In addition, cyclic effects in a characteristic curve, which were alsorobse
by [175, 176], were detected. This effect occurs due to the factitbahodulated
signal passed to the PMD chip as reference is slightly different fromigimeals
emitted by the infrared LEDs of the PMD camera. This difference regoits the
fact that the LEDs in general do not emit light proportional to the voltagdied
to the LED. This property of LEDs is often referenced in literature as "lirigg
effect”. In order to estimate and correct this resulting characteristiecamd
other smaller measurement errors, in the work presented here essemr of
a polynomial for each pixel is applied to the test setup (planar white wall as
reference target object during depth calibration)[13, 177].

All in all, through calibration, mean accuracy, which is limited by physics
[141], can be improved, and the accuracy values given in the data fhehe
central area can be reached. Unfortunately, calibration has to bateepehen
parameter settings are changed. The calibration for a specific ramgegftion
times is very time consuming, when nominal distances are calibrated loy han
Thus, precise automatic calibration equipment is desirable. Other spedifica-
tion approaches which can improve the gathered distances are forciagtest
sented in [178],[179]. It will depend on the targeted applications, wbiditbra-
tion has to chosen be concerning accuracy, effort, and calibration tmmegsing
limits. For the applications presented in this work the calibration processes de
scribed proved to be sufficient. Newer implementations of the PMD calikera
the PMD CamCube 2.0 with new chip designs promise to have an improved dis
tance measurement quality by compensating parts of the physical/eledisica
turbances, like for instance the wiggling effect. The quality of these neveca
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implementations need to be further investigated. Nevertheless, the (e sgn
proaches might even reach better results with the raw data of higher duatity
newer camera implementations.

Annotation to Modulation Frequency

As already mentioned the modulation frequency can be changed foautteras.
Hereby the range where ambiguity occurs can be modified. An inacteeses-
length will lead to a higher measurement range, but also do a higheigbeinc
measurement uncertainty and vice versa [141]. Tests with the PMDhtfkes!,
that the change is in principle possible but require a careful recalibratibe re-
ceived distances. Especially interesting is, that for higher modulatigonéreies
than the defaulk0M H z, the camera showed significant different, unpredictable
behavior for changed integration times. Thus, in this work always thauttef
modulation frequency is used.

3.3.2 Filtering

Due to environmental conditions, disadvantageous reflectivity, or ldegeh
range inside the captured scene, erroneous distance measurearemiscar,
which need to be filtered out before using the data. In order to do thig-diffe
ent standard filters like e.g. mean, median, or gauss with specific dionercan

be applied to the distances. This can be done both on spatial basis (use neig
bor pixels for filtering) or temporal basis (use multiple subsequentdsanThe
applied filters need to be carefully selected and designed in order nottoot dis
the targeted outcomes of the measurements with a PMD camera. Withtrespec
to filtering, the PMD cameras have the advantage that most of them algerdeli
an amplitude and intensity value besides the distance. These values csedbe u
to assess the quality of the received distance measurement on a pdrgsise

In the following two approaches are introduced which were used in thi& wor
besides standard filter methods.

Bad Pixel Removal

A very simple way to filter out bad measurements, is to define a lower and up
per limit for intensity or amplitude values for which pixel measurementsilsho
be eliminated or interpolated with neighbor pixels. As the amplitude represents
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the amplitude of the modulation signal this value is the best choice for filtering.
So pixels with a too low the amplitude can be regarded as erroneous ard eithe
filtered out or the distance value for this pixel is interpolated. For the apiglica
example presented in this chapter erroneous pixels are eliminated.

Motion Artifacts

For dynamic scenes (for a moving camera or changing environmentsjon
noise occurs in the stream of range images from the camera. This ppisara
especially at edges of objects, such that it is difficult to determine the desttn
this edge pixels (cf. Figure 3.16). In an approach analyzed by [th&3f move-
ment artifacts are detected with an additional video camera and gradigat e
detection methods. In this work an approach is proposed to filter out #nse
facts based only on data received from the PMD camera.

Analysis of these erroneous distance measurements due to motiordshetve
the problematic edge pixels often own a high intensity value, while having a low
amplitude. This fact can be used to detect these erroneous pixels eamddoer
parts of the motion noise based only on the received data from the PMBraam
Algorithm 2 shows how the filter is realized. At first a selection valug(s, j)

- a weighted difference of intensity value and amplitude value - is calculated,
wherek is a constant weight factor. \q(4, 5) is larger than a defined thresh-
old Q:nreshold, the pixel ati, j is regarded as erroneous and the correspond-
ing measurement is filtered out. During tests with the PMD 9% 10 and
Qthreshota = 100 turned out to deliver good results. Figure 3.16 shows the re-

Algorithm 2 : Detection of erroneous edge pixels.

foreach pixel indicesi, j do
Aq(i, j) = Lij — k- Aij;
if Aq(l,j) > chresh,old then
pixel D;_; is noisy;
eliminate pixelD; ; from range image;
else
| keep pixelD; ;;
end

end
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(a) unfiltered image (b) filtered with mean amplitude (c) problematic edge pixels
as threshold (red) are filtered out

(d) top down view of distances without filter (e) top down view of distances with edge filter

Figure 3.16: Example for filtering. (d and e) distance measuremeetspate
from top projected in 2D plane; camera is placed on the right. In (e)
one can recognize that eliminated pixels lie in the back, highlighted
by a red ellipse (cf. [13]).

sults of filtering. Figure 3.16a is the unfiltered amplitude image. In Figuréts.

the same scene is filtered with an amplitude threshold of the amplitude mean. In
Figure 3.16c the detected problematic edge pixels (red) by Algorithm igine
lighted. Figure 3.16d and 3.16e shows a top down view of the measistadcks

of the same scene (camera captures the scene from the right). e Bigéd the
problematic edge pixels are not filtered. Figure 3.16e presents tHeafsuap-
plying the proposed filter. The erroneous pixels, which mostly lie in the back
are detected and eliminated by Algorithm 2. Large parts of the motion artifacts
can be filtered out with this algorithm. Although the results of Algorithm 2 sat-
isfies the need for this work, some of the erroneous pixels, which hahégh
amplitude, are not detected by the algorithm. If further filtering of theselpis
necessary, other approaches can be integrated, which most lyrbbeb to rely

on information from further sensors systems in order to detect the amallint

of remaining erroneous pixels.
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3.3.3 Task Specific Optimization of Integration Time

Integration time is the most critical internal parameter of the PMD camata an
can be changed during runtime. It describes the time period in which ingom
photons are detected for one measurement cycle, in order to dése shift
and the corresponding distance. Figure 3.17 exemplifies the influétioe iate-
gration time on the overall range image. As already mentioned if the integratio
time is selected too low, the amplitudes of related pixels decrease and déstance
for distant objects cannot be measured correctly. On the other hathe, iifite-
gration time is too high, oversaturation is observed and measurementedail,
Therefore, a major challenge in obtaining appropriate range images isdto fi
adequate integration time values for particular scenes.

Figure 3.18 points out the relation between integration time, distance neeasur
ment, and measured amplitude. For ten reference distances the etkdistaince
by the PMD camera with changing integration time and the measured amplitude
are plotted. From this figure it can be clearly seen that for each rangeahte
specific integration time interval can be selected in order to receiveatatie
tances. This integration time intervals are notably small for short distaeee m
surements. This demands a careful adaption of integration time espdoially
short distances<{1m).

While for some camera types a kind of adaptation of the integration time is
realized in hardware (e.g. SR3000), for the PMD 19k and most oti& &am-

(a) 500u s (b) 10.000u.s (c) observed scene

Figure 3.17: Influence of integration time, distance is coded by color.
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(a) Mean distance vs. integration time.  (b) Mean amplitude vs. integration time [177].

Figure 3.18: Measured mean distances and amplitudes for an objentdiffer-
ent reference distances to the PMD camera dependent on integration
time.

eras it needs to be solved by software. In [181] a proportional ciertrfor the
Swissranger SR2 is proposed, which takes the mean intensity value ofabe im
to adapt integration time to a constant preset value. They derive a nbnsta
lation between intensity and amplitude values. According to measurements with
the PMD 19k for scenarios with near an far objects, which are typicdlifgrly
dynamic scenes in mobile robotics, this relation cannot be assumeddufeF
3.19). Especially for near objects, the best distance measuremehigsed with

a low integration time, resulting in a high amplitude and low intensity for this
near object. For increasing integration time the amplitude for the close object
decreases while the intensity increases. This leads to erroneous distaace
surements. Figure 3.18a points out that the optimal integration time adaptatio
input would be the correct reference distance. As the measuredatistatues
might be erroneous, and thus can not be applied directly for adaptdtitwe o
integration, here in contrast to the intensity average value, the amplitudeisnea
used to modify the integration time proportionally. Figure 3.18b in combination
with Figure 3.18a support this approach, because the results indicategbad
distance measurement can be achieved for high amplitude values.drtAig

3 the steps of the proposed adaptation method are given. The idea isaysalw
control the integration time, such that a constant mean amplifiydis reached
independent of the measured distances and intensities in the obseemedksc
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denotes the gain of the proportional integration time controller.
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Figure 3.19: Measurement plots for two scenarios - one with a closetdbjae
lines) and one with a far object (red lines) at reference distances.
Green background indicates correct distance for close object.

If the integration time is selected high by the algorithm in order to optimize the
amplitude for objects at a higher distance, and then a much closer oligesm
into the field of view of the camera, instantaneously oversaturation, aethha
lower amplitude will occur. The presented controller will first try to comgata
this with an even higher integration time, which will not lead to an improvement
of the amplitude due to the oversaturation. As soon as the integratiom (irmé )
is larger than a maximum,, .., the integration time of the camera is reset by the
algorithm to the minimum integration time,;,,. Hereby, the controller can adapt
the integration time again in order to optimize the amplitude according;tdn
order to avoid an oscillating behavior of the controller due to oversaturatidn
hereby an unreachable;, A, has to be selected according to a desired minimum
distance. The speed of adaptation of the integration time is very much ioéden
by the framerate. The higher the framerate is, the higher the speedmtbtidn
can be designed.

The adaptation of integration time was verified in various test-setups. Figure
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Algorithm 3: Integration time update loop.

foreach received framealo
/I Calculate mean amplitudé;

/I Calculate deviatiom from desired mean amplitudéy;
e=Aq— A
/I Adapt integration time;
Tt+1)=7t)+k-e
if 7(t+ 1) > Timas then
| 7(t+1) = Tomin;
end
set new integration time(t + 1);

end

3.20 presents two example results for the working adaptation procgesol-
jects were placed orthogonal to each other, one with a near distafceofand
one with a far distance &fm. For the test run the robot with the mounted PMD
camera rotates with an angular velocity of 1&r second at first 90from the far
object to the near object (cf. Figure 3.20a) and theh @&grees back from the
near object to the far object (cf. Figure 3.20b). In both scenariosjng from
near to far objects, as well as from far to near objects, the amplitudesgew
to the selectedl, = 50 and correct measurements are obtained. Figure 3.20a -
the scenario from far to near - shows that the algorithm is also able to hiwedle
problem with the instantaneous oversaturation and the correspondingdowe
plitudes. It quickly resets the integration time in order to converge to thetedlec
Aq = 50.

A consequence of the controller design based on amplitude input is, that th
controller will in general adapt the integration time such that for the clasest
jects the best distance measurements are achieved. In consequsnogltt
even lead to a fading out of objects being far away. However, this exaetéts
the demands for the application of a PMD camera for the navigation task in
robotics. For this task close objects are the objects which require the tteosst a
tion and accuracy as they might for instance represent obstacleseordathiger
for the system.

85



3 3D-Perception and Communication Networks for Teleoperation Systems

BN

100

amplitude avg
o
3
integration time [us]

N
r (‘/\/\f'*’7~\f\,/\ (/ T 2
Y

0 L L : lo
0 2 4 6 8 10 12 14 16 18 20

time[sec]

(a) Adaptation while rotating from a far object (2m) to a near object (0.5m).
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(b) Adaptation while rotating from a near object (0.5m) to a a far object (2m).

Figure 3.20: Results of two exemplary test runs for the adaptation ofratteg
time algorithm.

Dependent on the dynamic character of the application and the availaivle fr
erate of the PMD camera also multiple frames with different selected inigra
times can be combined to a PMD image of higher quality. The selection criteria
which pixel would be used for the final combined frame would be the lsighe
received amplitude of the specific pixel indices. For current implentientof
PMD cameras this is not suitable for mobile robot applications.

3.4 Application: 3D-Map User Interface Elements
based on PMD Data

Mapping is a major issue in teleoperation systems in order to allow the human
operator to externalize memory, in order to maintain situational awareaeds

to allow for robust autonomous features for the robot. In the followingraap-
plication example first an approach is introduced to build three-dimeris866a
degree point cloud panoramas at a specific robot’s position usingarsider-
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ing the constraints of the PMD camera. Then these panoramas are eodoin
global map with an hybrid approach using PMD data and laser range tiatke
Finally an informative, qualitative user study is conducted in order to findre
principle applicability of these type of visualizations for user interfaces.

3.4.1 Frame Matching

For the fusion of multiple range images from a 3D-ToF camera in this work
the Iterative Closest Point (ICP) Algorithm for scanmatching is usedetCitp-
proaches e.g. probabilistic would also be possible (cf. Section 3Hu6)JCP
showed better results in current research work for 3D point cloudhimatc

The ICP algorithm was first published by Besl/Mckay [171]. The principle
idea of this algorithm is to find the closest point pairs for two given frarties,
model frame)M and data framé), and thus search a nearest neighbor ppint
in M for every pointpg, of D. After creating this correspondencg the error
function

e
E(R,t) =Y _ ||[pm; — (Rpa, + t)|” (3.12)
=0

has to be minimized in order to find a transfo(R, t) between both point
clouds with rotation matrixk and translation vectdr The algorithm consists of a
loop of the described process, runs iteratively, and ends on a thdeshor value
or time constraint. Acceleration can be reached by integrating more intelligen
search methods finding nearest neighbor points, i.e. kd-tree dattusési[170].

Optimization of the error function (Equation 3.12) and therefore calcgatin
the transform matrix can be done by single value decomposition or Honit's
quaternion based method [171][170]. The ICP algorithm will be useddrich
lowing to create 3D panoramas.

3.4.2 3D Panoramas

A major drawback of current implementations of 3D-ToF cameras is tineir
ited field of view compared to other sensor due to limited camera chip res@utio
and required active illumination units. Laser range finders typically hdiedda
of view of 180 or larger, while 3D-ToF cameras have horizontal field of views
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in the range between 2&nd 52 dependent on the applied optics and illumina-
tion units. Larger field-of-views of sensor data visualizations in the userface

can support a human operator in maintaining situation awareness dwing\th
igation task. For the PMD cameras an extension of the field-of-view, areblj
creating 360 panoramas can be achieved by rotating the sensor and merging
multiple images into one. The sensor can either be moved by a pan tilt unit or b
the robot itself like done here. In contrast to panoramic image visioex@ample
mountain or city panoramas, in this work panoramas represent distdooaa-

tion colored with the gray scale image from the camera, such that the ud#eis

to estimate distances, change viewpoints, change visualization moderalhd fi
get a better understanding of the local surrounding of the robot.

In a first approach the iterative closest point scan matching algoritGm)(l
was implemented here for a pair-wise matching of PMD frames in ordes-to r
trieve independent 36@BD-Panoramas at specific positions. With the application
of the ICP algorithm and the usage of PMD distance data only, after a rotation
of 360° the panorama could in most cases not be fully closed. This is a typical
problem of pairwise matching of multiple point clouds and is referenced in lite
ature as loop closure problem. For each pairwise matching a small stahing
error is introduced which accumulates for each additional matching.come
mon approach is to distribute the global matching error over the whole data s
and hereby minimizing the global error [170], when loop closure is detedn
this work the closure of a 36egree can be detected by odometry or by match-
ing images with characteristic features, as long as there is only a little drift fro
rotation center point. In the test setup here, a SIFT-feature [168] agsom was
used and the rotation closure was detected by observing counts ofasiftde
matches between first and actual frame through maximum seardh.shesved
that the rotation closure can be detected based on SIFT-features afiplicude
image. However, in this work the error distribution is not investigated in more
detail as for the current work an hybrid approach with an additionat lasge
finder has the additional advantage to enable a referencing of the ZiDapaas
to the global reference frame.

The independent local 3D panoramas described before can beategnto
a consistent global map of the environment. This supports the humaatopt
maintain situation awareness through the availability of a 3D representation of
the entire work environment of the robot and the ability to take arbitrary-view
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points inside this 3D representation of the environment. As already medtione
the current implementations of PMD cameras have a very small field of vie
compared to a standard 2D laser range finder. Thus, a hybrid systetiréing

a 2D laser range finder and PMD camera to build a 3D map of the enviritnme
is proposed here. The localization of the robot with respect to an existing tw
dimensional map is done based on two dimensional laser range findearth
the 3D-map data is gathered by a PMD camera. In the test setup useithdere
underlying localization of the robot in the environment is done by a SICKSLM
200 laser range finder and a standard monte-carlo localization algofTthen.
2D map for monte-carlo localization was built with the 2D-SLAM system of the
Player Framework [182]. But also other occupancy grid maps [@&F]based on

a footprint of a building can be used.

In order to gather these 3D-map of the environment the human opé&exr
defines a set of waypoints where the robot should record a 3D paaaad a
panorama scan angle betweeri 808d 360 for each of these waypoints. At these
waypoints specified by the operator, the robot then records the 3D RitéDndth
rotational steps of 15 degree. For each frame from the PMD cameradthm-
etry, the gathered pose from the monte-carlo localization, the laser ddtthe
PMD data is stored. Based on this data for each of the waypoints a 3Dgpaao
is calculated, and included in a global 3D-map for the human operated was
the localization information. Compared to the approach to generate 3Dgano
mas only with PMD data and the ICP algorithm, here for global consistercy th
single PMD frames are not fused directly with the ICP algorithm. For global
consistency and to speed up the system the single frames are fusdabake
estimated rotation by the localization system. Although, the monte-carlo local-
ization system seems to be very accurate to the human observer, tegezisho
that for the configuration used here, always a certain estimation ersonee
degrees exists. Figure 3.21a shows this rotational estimation errorefdagar
range data (blue lines) between two subsequent data sets and Figlbett82
corresponding error in the 3D-panorama.

Thus, since the localization is still erroneous, the ICP algorithm is applied to
the laser range data for refining the localization and hereby the rotatioa valu
between two subsequent data sets. Hereby, the registration transforfer
the PMD range data is minimized. Figure 3.21a and 3.21b show the paaora
registration before the ICP correction and 3.21c and 3.21d after thection. In
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(a) Localization error visible by dis- (b) Corresponding displacement of
placement of two subsequent laser ~ 3D-data points.
range scans.

(c) Subsequent laser range scans aftefd) Corresponding 3D-data points af-
ICP correction. ter ICP correction.

Figure 3.21: Example of correction of localization inaccuracies for tuloss-
quent data sets. (a) and (b) without ICP correction based on laser
data; (c) and (d) with ICP correction based on laser data (cf. [177]).
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Figure 3.22: Image and generated 3D map of the test environmehbfiefthree
different details of this map (right).

comparison running ICP on laser-range data is much faster, begdaser scan
only consists of 181 points whereas a PMD range image has aboudlihias
after applying the filters.

At this point 3D scan-matching with the ICP algorithm seems to be an over-
head here, because the robot and the PMD sensor only rotate in onBexisr
future work with additional degrees of freedom, for example movingstresor
in the pitch axis or driving the robot on not flat surfaces, the ICP algoritis
generic approach is advantageous and thus is selected here.

Figure 3.22 shows the environment and the generated map for the éater d
scribed tests. In addition on the right of the Figure 3.22 details of the nep ar
displayed in order to show that objects are recognizable although tHatreso
of the PMD 19k camera is very low compared to standard visual cameras

After recording panoramas and integrating them in a global map, a post-
processing of the pointcloud can be executed. Since a pinhole camédehwas
assumed when calculating Cartesian coordinates for a range imagpasreg-
ist, where the point cloud is denser then in other regions. Different rdsttan
be used to optimize this, reduce the number of points which need to be,stored
and to extract surfaces from the point datasets. With the octree celingeeco
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Figure 3.23: Representation of the 3D-map as octree (depth 6), sigth leh
18.75 cm for each cube, an a minimum of 30 points per cube.

sition for instance the whole environment cubic volume is divided reaelsi
into eight sub-cubes up to a certain resolution depth. For an environnoenta
bic volume with side lengti2m and an octree depth of = 6, a side length
for the leaf nodes at depthof % = 18.75¢m results. In this work an octree
decomposition method is used for two tasks. On the one hand, a normalizatio
of point density, a filtering of outliers and thus an optical correction of thiatp
cloud is realized. This is achieved by setting a maximum depth of the octdee an
minimum point count for the cubes a highest tree depth. On the other hand
decomposition with a selected maximum depth for the octree depending on the
desired resolution is applied to reduce the overall number of points in ihé po
cloud. Thus, the number of elements in the example map shown in Figzze 3.
are reduced from 934510 points to 2231 cubes, while a cube of sidi [£8F5

cm is defined as occupied and visualized if a minimum of 30 point of the 3D ma
points are inside this cube. Figure 3.23 displays this alternative repa¢isarof

the point cloud 3D-map of Figure 3.22. Dependent on the applicatidnasaim-
plified visualization might be sufficient and would save a significant armotin
memory. For the navigation task alone such an abstracted octreeematém

of the 3D map, might even be advantageous for the task performance.

3.4.3 User Studies

In order to enable a basic assessment of how well a human can copialitBD
maps build from PMD data a qualitative user study for the navigation andtobje
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recognition task, was performed. The ability to orient and perceive getiraps,
different map representations, and viewpoint preferences arstigated. It was
tested how good structures, objects, and the overall environmenteceatbg-
nized and how well people were able to determine the position and orientétion o
the robot only based on this type of map data. The target of these testetthe
evaluation of the graphical user interface itself, and the robot corigofithms.

In the following some of the test results are given.

Metrics

In the user studies as objective task-oriented metrics the primarily usesne
were, task completion yes or no, and for the object recognition tests aso th
level of task completion, by means of the amount of correctly identifigelotd

In addition, the people had to fill a questionnaire for each single test tum. T
questions were specific for each test run and targeted for subjeatings of the
test participants of their decisions, estimations, and preferences. fiollthveing

the important metrics will be introduced for each specific test. It is impottan
notice again that the tests were designed to gather qualitative results dod not
quantitative comparisons.

Setup for Test Runs

(a) Egocentric. (b) Near Exocentric. (c) Far Exocentric.

Figure 3.24: The three selectable viewpoints for an example scene.

As hardware setup for the test runs a mobile robot with differentiabddine-
matics equipped with a PMD 19K camera, and a“1&G&er range finder was
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Figure 3.25: Screenshot of the graphical user interface for the tests

utilized. For the navigation tasks the robot had a safety behavior includech

did not allow the human to operate the robot against an object. In the igst en
ronment with a size of 12 m x 14 m a small maze, and various distinctivetsbje
were placed. The test participants sat in separate room, such thabthidynot

see and hear the mobile robot while they were operating it. A picture of the tes
environment can be seen in Figure 3.22. The 3D-map also seen is this Kigs
constructed from 5 panorama acquisition points and has a total of 9p4it8.
The octree used for one of the tests is presented in Figure 3.23 ancenas g
ated as described in the sections before. For the tests with selectable mewpo
three viewpoints were available (cf. Figure 3.24): an egocentric viewymnear
exocentric (1m behind, 2m above robot, tilted F}.Biewpoint, and a far exo-
centric viewpoint (3m behind, 3m above robot, tilted 28.6-igure 3.25 shows

a screenshot of the graphical user interface for the tests.

Test Participants A group of seven test participants with various study back-
ground independently performed all the tests. Six test participants watesamd
one was female. The average experience with operating a robot anditihs
playing 3D computer games was low.

Test Procedure  Atfirst the robot, the sensors, the user interface, and possible
ways of interaction were explained to the test participants. Then the tettpar
ipants were given time to get familiar with the user interface, system reagtion
behaviors and control modes of the robot. When the test participanesressly,
they performed successively the four different test runs in therasldescribed

in the following sections. After each test run they filled a questionnaire wih sp
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cific questions to the test run and its configuration. The whole test wasdezto
with a video camera in order to evaluate afterwards the way people intethct
the system. All tests had time limits.

Orientation Test 3D Map (Test 1)

Task The basic idea for this test was to let the human operator solve the "kid-
napped robot problem". The robot was placed inside the 3D point ctaplat

a specific position and the test participant should find out where the i®hbt
cated it the test environment. Therefore, he/she could rotate the roplaicie in
order to investigate the surrounding of the robot. Finally, he/she shoulkdthia
position inside a given 2D-map. The results of this should give an idaat abar

well people can abstract and reflect the 3D point map generated byethenped
approach to a 2D map and how well the quality of the generated map is feom th
egocentric viewpoint.

Results  Only two test participants could identify the robots position nearly
correct. This is also reflected in the answers to the question how surke @eep
about their position. For a scale from 0-very unsure to 3-very suratbmge
rating wasl.14 with standard deviation df.3780. The analysis of the recorded
video showed the different approaches of the test participants to taelgedhb-

lem. For instance one person made notes about about observedesstam
other participants tried to make use of hand gestures in order to match tine 3D
formation with the 2D map. The biggest problem for the test participantaesge

to be the impression of ambiguity of distances and structures in the map due to
the egocentric viewpoint.

Human Controlled Navigation and Object Detection (Test 2)

Task Inthis test the test participants were asked to directly steer the robot from
a known start position in the map to a goal position. They were provided with a
2D-map with the current robot position and 3D map with the viewpoint atthche
to the robot’s avatar. The test participants were asked to select thedrnecf
viewpoint relative to the robot from the three available viewpoints. Therskc
task in this test was to find specific objects (chairs, beckrests, andainelésy
boxes) in the test environment an to mark their position in a 2D map. If prtbb
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was detected, the test participants were asked to optimize the robot’s pasition

to select the optimal viewpoint. The goal of this test was to get an idea hod/ go
the test participants can identify objects in this type of 3D map or if inconsisten-
cies, noise, and limited resolution disturb the perception too much. Additionally
the test should give an idea how far the rotational panorama generatistilact
position has negative influence on the object detection, because thésahjec
only seen from these points.

Result  All participants could successfully complete the navigation task. In the
3D-map seven objects of the type chair, beckrest, and freestandingphlal be
found. In average.29 (std?? 1.2536) could be classified correctly by the test
participants0.71 (std: 0.4880) were classified wrongly, an8l00 (std: 1.1547)
objects were missed in average. The questionnaire showed that thertist p
pants were always very sure about the robots position and they hastalonfear

of collisions while operating the robot in the 3D-map. Thus, the test partitipa
very much trusted the 3D-map, the user interface, and the behavics adhot.

The observations during the tests also showed the importance of the aaldition
2D-map to reassure the global position in the environment for the hurhde w
navigating. For the navigation all test participants except one prefereselxo-
centric far viewpoint for navigation. Only one used the exocentric niesrpoint

for navigation. For the object detection task the preferred viewpoinilalision
looks different. Here for 26.1% of the objects the egocentric viewpanB4.8%
near exocentric, and for 39.1% the far exocentric viewpoint waepdf Look-

ing at the corresponding distances between robot and the object, iecsaeh
that for most of the egocentric viewpoint selections these distancesbekne

1m. This might be due to the fact that it is advantageous that the egoodatric
point in these situations is close to the point where the PMD data acquisition took
place.

Human Controlled Navigation with Octree Representation (Test 3)

Task For the navigation test with octree map representation test participants
were again asked to steer the robot like in Test 2 from a given start positi@
given target position. Again they were asked to select their prefeiesgooint

from the available three viewpoints.

12std - standard deviation
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Results  For this type of map representation the test participants replied in the
questionnaire that they mostly do not fear any collision and trust the map an
the user interface. They also fully agreed that they always were avfates
robot’s position in the environment. Two test participants preferred the ee
ocentric viewpoint. All others preferred the exocentric far viewpoine Video
recordings again showed the changing attention of the human operaieee
the 3D-map and the 2D-map in order to reassure the global position afttbe r
The test participants were also asked in the questionnaire about theirrpdef
configuration for the navigation task. Table 3.4 shows the answersisoqules-
tion. The preference for the octree 3D-map results mainly from thetfaattthis
type of representation, simplifies the environment to an abstract egpiagion as

a convex hull. Thus, with this abstracted view the decisions about rolartoto
for the human might require less cognitive effort, than a complex 3Dt ptoad.

Table 3.4: Preferred configuration for navigation.

egocentric  near exocentric  far exocentric

viewpoint viewpoint viewpoint
point cloud 3D-map 0% 7.1% 21.4%
octree 3D-map 0% 14.3 % 57.1%

Orientation Test with Live PMD Data (Test 4)

Task The orientation test with live PMD data followed the same approach as
test 1 with the static 3D point map. After all the test participants completed the
other tests and thus knew the environment, the robot was placed at adlefin
position and they were asked to find out again the robot’s position in the test
environment only by means of rotation of the robot and mark it in the 2p.ma
For this test they were presented live PMD data instead of the 3D pointandp,
thus only the limited field of view (horiz. field of viewt 30°) of the camera was
available. The live PMD points were color coded according to the distdace,
enable a better depth perception of the test participants.

Results  For this test four test participants could identify the robot’s position
in the environment. The other participants who marked the wrong position of

97



3 3D-Perception and Communication Networks for Teleoperation Systems

the robot in the 2D map were able to recognize the objects identified in the tests
before, but were not able to correctly match this with the structures oflthalg
environment. This again validates the hypothesis that it is very difficulthfer
human to correlate the 3D structures from the egocentric view of a PMERream
without any other references.

Summary

A first series of user test was carried out to show the usability of the 3Dgea-
erated with the PMD camera for navigation and object recognition. In ti® tes
different representations were used (octree and point cloud).dfartre, in one
experiment the PMD camera was used as single live sensor feedioatkhe
remote environment for navigation/orientation experiments. From thetests,
it could be confirmed, that navigation of a mobile robot with 3D maps built with
the presented approach, and understanding of spatial relations irvirenement
is possible with this limited information (distance only) from the remote environ-
ment. In particular the octree representation and the wide exocentricoir@sp
enhance robot control for the navigation task, while the point cloud is s4tl th
detailed, such that the human operator is able to recognize and clagsifysob
During the orientation tests the test participants had to determine the robot’s
position in a 2D map according to a live range image stream from the remote
environment or a 3D point cloud map. Many of the participants failed thig tas
what showed that either the the cognitive effort for this matching is too bigh
the 3D information is just not sufficient here. Thus, for the used PMizce
a user interface for navigation with PMD range images should be extdmded
other sensor information (e.g. standard camera) providing a laejeésdi-view
and a higher resolution. Besides that, range image presentation shdutthiee
processed, for example it has to be found out, what improvementsoasible,
when the point cloud is used to construct surfaces.

3.5 Conclusion

In this chapter contributions are presented which can improve a teleiopesgs-
tem through the adaptation and optimization of the two core system components
communication and environment perception.
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Network parameters can significantly degrade the performance op&keo
tion systems. As the control loop in such system is closed over a humae, so
of the issues can be compensated by the human. It is necessary toyideatif
important, crucial characteristics and parameters of the communicatitens
dependent on task and mission setup. For the exemplary applicaticarisceh
this thesis, wireless communication would be optimal - at best with ad-hoc ca
pabilities. For mixed reality and especially for augmented reality user icesfa
the video image from the remote side is also the major component. In §enera
a video stream has high demands on the bandwidth. Bandwidth is a limited re-
source in human-robot teams. An advantage in this case is, that syistdes
such a team in general do not behave egoistic like it is the case in consatner
works. This allows for an optimization with respect to the communication of the
whole human-robot team. The presented traffic shaping concegisuak of this
fact, through the reduction of the requested bandwidth in order to keegmtine
communication alive. The proposed concept enables to increase thesieldon
performance in an multi-hop network, as it stabilizes the framerate ofeovid
stream and avoids stagnating video streams which might lead in worsthease
operator loose the sense of orientation.

PMD-cameras offer interesting potential to capture 3D-images for mogile
hicle applications. Specific parameter adaptation schemes are praopaseer
to improve image quality. This thesis addresses in particular adaptationgréinte
tion time, calibration of data, as well as filtering schemes for bad pixelstiagge
for the mobile robot navigation task. The proposed methods providexfisig
cant improvements of the measurement quality and hereby the threaslonal
environment perception. The application example presents how magplgog
rithms can be applied with some limitations also to data from a PMD camera in
order to realize assistance for a human teleoperating a mobile robots@hiity
of the gathered environment representation could be validated with anafive,
qualitative user study.
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4 Sliding Autonomy through
Haptic Guidance

When designing autonomy and assistance systems for human-rolvatiiue,
the interaction roles of the humans involved in the systems need to belarefu
considered. In general for a navigation task the human takes oveupleevs
sor role, the operator role or both at the same time with respect to the(afbot
Section 2.1.2). The actual role of the human very much dependswthiedele-
operation interfaces are realized (cf. Section 2.2), which autonomyeqts, and
which autonomy level transition concepts (cf. Section 2.2.1) can beasnép-
plied. If for instance direct teleoperation is used, the human is in the tmpera
action role. The overall teleoperation system is optimized for an optimalexe
tion of the user’s commands on the robot and optimal feedback fromethete
environment to the user. This effects especially the design of the usgaee
the dimensioning of the communication channel, low-level control featike
path-tracking etc.. If a fully autonomous navigation is realized the interacie
of the human is supervisor. In this case the human will take over monitarékg
and additional tasks like searching a received camera stream for tfingsr-
est. If the search task can also be done by e.g. computer vision algsritien
supervisor interaction of the human with the robot is only event drivgpical
events would be e.g. a found object, or a request for a new seaalflal].

In most cases the navigation task can not be realized fully autonomously in
a robust way due to complex, dynamic workspaces of the robots. @nathier
hand often two or more humans are needed to operate a robot forch sask
in a remote environment efficiently. One would navigate the robot andttiex o
one would search e.g. a high-resolution camera images for points céshtéf
one person should take over both tasks the workload would be high tateee
system. Another significant issue is the general problem of operatigsfrom
remote - the lack of understanding what the robot is doing and why it iggdoin
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it. This aspects are addressed by the human factor terms "commandgjrand
"situational awareness".

The presented concept in the following enables to overcome parts & thes
problems by realizing sliding autonomy through haptic guidance. Haptiaroe f
feedback for the human operator can be realized in different wajat. & input
controllers from the commercial entertainment sector provide quite sinapléc
feedback through rumbling of parts of the controller. These controffexisly
target for attention management. Other much more complex controllers.tike
the up to six degree of freedom Phantom device developed by Sehealbihe
discontinued two degree of freedom haptic joystick from Immefsilfow a
much more accurate force rendering to the human operator. In rdbtafres-
ence research (cf. Section 2.3.1) a lot of custom made system&daorid e.g.
in [33] or [76]. These system are developed to research bilaterapeiation
[49] in master-slave systems. Here a direct teleoperation control latyding
the human is closed over a potentially delayed communication link. Besides vi-
sual feedback the force reflecting component from the remote emegnt is a
major component to maximize the telepresence for the human operator.

In contrast to this, in the concept proposed here, the major target i® not
increase the telepresence of the human operator but the task peréernia
achieve this, situational awareness and common ground need to makianide
in parallel the workload needs to be reduced in order to enable a humalfilto f
both interaction roles - the supervisor role and the operator role. As tjoe de
sign issue is shifted from reaching maximum telepresence to reachirighovax
task performance the gathered information from the remote enviranmeeals
no longer be rendered directly to the human operator, and herebyrttreldoop
can be decoupled to some extend, information can be modified and atggine
and assistance system can be integrated. The haptic force rendeppdjésl &
this concept as element of a mixed reality user interface in order to nsakefu
a second important sense of the human.

For the proposed sliding autonomy concept the human operator atidirst
fines a certain set of points of interest he/she wants to investigate in thiésrobo
workspace. The system takes care of planning and controlling the sahotion
including obstacle avoidance and will navigate the robot along the points of in

Lhttp:/iwww.sensable.com/ (24.11.2009)
2http://www.immersion.com/ (24.11.2009)
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terest through the environment fully autonomously as long as the hupsaator

is not overriding the autonomous movements. The system’s navigatiotiarte
is presented to the human operator through a directed force renderetiap-
tic joystick and a graphical mixed reality user interface. As long as theatqrer
agrees with the system’s plans he/she just accepts what the systemgdstsug
ing. This means that he/she does not counteract to the forces, the jogptick
renders. If the human operator does not agree with the systems ptdre e
ther adapts the system’s plans with smaller adjustment of the joysticks position
or even completely overwrites the systems autonomous functions. Cedma
other approaches (e.g. [183] a four level sliding autonomy for &idgdask),
where the switching between levels of autonomy is a discrete event add aee
certain time and dialogue between human and system, the presenteptduree
allows for dynamic, smooth and immediate change in the level of autonaohy a
control. Figure 4.1 shows how the level of autonomy is determined by et le
of human intervention. If the human overrides the forces renderdiadoyystem,
he/she directly operates the robot. If he/she follows the suggestionssyftesn,
the robot navigates fully autonomous. The following section describestaild
how this can be realized by the developed concept.

Dynamic Range of autonomous

Level of \ s Function adaptation

Autonomy A

\

Sliding
Autonomy

\/

: Level of
omp : Human Intervention

Figure 4.1: Dynamic level of autonomy determined through immediatagsha
of level of human intervention.
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4.1 Concept

The proposed concept is based on providing the operator the robatstin-
tention through a force feedback. In the experimental setup shown ilatére
section, this is realized with a force feedback joystick. The differentutatied
guidance forces are fused to a combined force vector. The resuttiog i ren-
dered on a two degree of freedom force feedback joystick in directidheo
combined force vector. The resulting joystick positiag represents the current
planning of the robot including obstacle detection, collision preventionnawd
igation towards a goal. Thereby, the force calculating system together with th
joystick control is behaving like an autopilot for the mobile robot as long as th
human operator is not moving away the joystick from the system'’s stepjpe-
sition. Without this human intervention the robot would move fully autonomous
along its planned path.

The generated force and its direction is composed of three differegiesin
forces - an environmental force (EF), a collision preventing forde @hd a path
guidance force (PGF). The environmental force and the collisioreptang force
are further developments of concepts proposed by Lee et. al [184].

The environmental force represents a force, which acts in oppositetidin
of the closest obstacle in the sensing range of the distance sensorsaililie
robot. Compared to the system in [184] here also sensing radii belotv@60
be used.

The collision preventing force takes care that the robot always usesitbst
trajectory through a narrow passage. This is realized by balancing gsgbjfm
left and right turn angle without collision in a certain safety region of thetob
which is also an extension of the concept of [184]. This force for irtstavould
guide a robot, which should pass a door, through the middle of this door.

While the two already described forces represent the collision prevestitn
planning in the local surrounding, the third force is inter-connected witblzag
path-planning system and implements a force in direction to the next waygjoin
the path-planning system. Figure 4.2 gives an overview how the thegtiffele-
ments of the system are interconnected and which data is exchangesveehe
the components. An important aspect is, that the rendered force pystek
F/, together with the force applied by the humBg on the joystick determine
a certain position of the joystick andy in joystick coordinates. This joystick
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position is then used to generate the inputs) for the robot which are trans-
mitted to the robot control system through an IP-based network. Thamgets
feedback of the environment through the graphical user interfatteh@nhaptic
feedback. The haptic feedback also presents the robot’s currentiamteo the
human operator in a very natural and intuitive way. The almost sameavadiginof
the robot’s frame of reference, the viewpoints frame of referenddlze joystick
alignment very much supports to maintain situation awareness, commondjr
and especially to reduce the workload of the human operator. They ifidyid
small translational shifts such that there are no mental rotations necbyshe
human operator and thus less effort from the human operator {tiose.3.5).

intrinsic desired
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Figure 4.2: Implemented concept of haptic guidance system.

4.1.1 Command Generation
Input - Command Transformation

In order to map the inputs of the human operator through the haptic dettiee -
force feedback joystick - to the motion control commands of the mobiletrob
a transformation was introduced which is similar to the car-driving metaipho
[184].

For a better illustration in Figure 4.3 the angular positions of the joystick are
projected in a 2D plane. For the transformation to motion commands this has
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move
forward

Deadzones
determined by
physical actuation

move L limitations of robot
backward ¥

E]rn left turn rig;;t
Figure 4.3: 2D-Projection of mapping joystick positieny to motion commands
velocity v and turnratev.

no significant relevance. The deadzones mark the areas of the joyssitions,
where no movement of the robot is resulting due to physical limitation in actua
tion of the mobile robot. Equation 4.1 shows how the joystick positiangare
transformed to motion commands velocitgnd turnratev. ¢, andc,, denote the
scaling constants for velocity and turnrate.

velocity V=Cy Y

turnrate  w=c, - (4.2)

Joystick Position Control

The realization of some of the force components of the guidance systdm a
especially the path guidance force requires, a here so called positiofoncgd

of the joystick. This is implemented with a simple position controller. For the
system model of the joystick the following second order system in statespa
with £ as system state andas system input is assumed for simplification:

,and u = (5) (4.2)

§=f(&u) ,where ¢ =

ST S TR S
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The applied system input of the controller is proportional to the force rendered
by the joystick. In order to generate a position control the following contridle
designed:

u=—-K-§

j__klokzo
il 0 ks 0 ka

The designed controller behaves like a spring damper system on botltkoys
axis. As for practical reasons no detailed dynamic model is requirtrgkdfaptic
device used here and the sampling and control frequency are higigleiap-
prox. 100 Hz), the constanis, k2, ks, k4 can be determined experimentally.
The joystick axis are build symmetrically, such thkatcan be selected equally
to ks andk2 equal toks. Network effects are also not relevant for the controller
as all force relevant calculations and controller are implemented direicthea
haptic device controlling machine. In Equation 4.3 the equilibrium of the con-
troller would be at zero position of the joystick. A specific setpaint () of the
controller can be introduced as follows:

(4.3)

e 8w R

r — X4

w=-K-|Y" % (4.4)
x
Y
If there is no forceF'y applied to the joystick by the human, the controller pre-
sented here will take care that the joystick will always keep the desirgtiqggos
(z4,yq) and respectively the motion commands for the mobile robot are gener-
ated.

4.1.2 Guidance Forces
Environmental Force (EF)

For the environmental forc&rr for each distance measurement point a force
vector is calculated, such that forces are directly emitted by the obstadles in
defined sensing range, ... This is to some extend comparable to the repulsive
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4 Sliding Autonomy through Haptic Guidance

force component of the potential field approach [185].

The extension of the approach in [184] presented here can also benithea
non 360 degree distance range measurements of the robot. If leS6thdagree
sensing angle is available, the standard approach would lead to thetleffettte
obstacle reflecting forces would move the joystick in the areas wherensorse
measurements are taken. For instance if a 180 degree laser raregerimahted
on the front of the robot, the environmental force components wouldya di-
rect in —y direction. Thus, most probably the joystick will get in a negative
position and consequently the robot will move backward (cf. Figurg Bat

is not desirable for the system. In order to avoid this, a hold force to thstigiy
zero position with the joystick position controller as presented in sectionié.1.1
applied in the areas/directions where no distance measurements are taken
From the all the single reflecting forces the maximum emitted force is taken an
not the average, because for the average the range of the resultieg fauld be
too small and too blurred to be presented to the human operator. Figislecivs
the principle and the different parameters to realize the environmemntal fo

Laser Distances

{(d;, ®)}i€{1..n}

Figure 4.4: Parameters and principle of environmental force - the legharea
marks the sensing area defined By,, where the environmental
force is considered. The blue area is the free area according to the
current laser range measurement.

Each time a laser measurement withscan points is taken, for each tuple
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di, ®; with index: € 1..n of this scan an emitted fordg, is calculatedd; is the
measured distance of a laser ranges scan at indmd®; the angle of the scan
point: defined clockwise from the heading vector of the robot. For a laseerang
finder as used in the experiments presented here with a total scan angi¥ of

®; can have values in the range fron90° to +90°. The emitted force’;, from

a scan point is determined as follows:

do—r sin ®; .
e o if®; >0
Fr, o cos ®;
Fr, = (FL“ ) = _ (4.5)
Liy di—rmas | SR P, i3 <0
Tmax g
cos ®;

The radius .+, defines a circular area around the robot in which distance mea-
surements should be considered in order to generate an environrfaotal
Figure 4.4 gives an overview about the principle of the environmeata&fap-
proach.

Based on the emitted forces by the scanned obstaclesahdy components
Fgr, andFgr, for the resulting environmental force vectbf: » can be deter-
mined as follows:

k4 - minj ({0, F1, = } if y>0and®; >0

Fer, =q —k4-minj_( {0, F, .} ify>0and®d; <0
0 otherwise
k1 - -minj_q {0, Fr, ify>0

FEFy _ 1 \/ﬂ 0{ Lwy} . y= (4.6)
—ko-y—ks-y if y<0

As Fp, . and Fr, , are always smaller thad if the measured distancé
at angle®; is smaller tharn,,.., the minimum of allF'., , and Fr, , and0
gives the most significant value in the area of relevance defined,by. The
additional0 in the set from which the minimum is taken, makes sure that only
an environmental forc&’r ¢ larger than zero is generated if an obstacle is in the
considered areal{ < Tmaz)-

The joystick reference frame is always co-aligned with the robot eafsr
frame such thafd; for the joystick force calculations is in the same reference
frame and no further transformation is needed.
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4 Sliding Autonomy through Haptic Guidance

Collision Preventing Force (CF)

The collision preventing force is an additional guidance force compomlich
considers also the current moving direction of the robot. It helps to theembot

in the middle of narrow passages in order to prevent future collisiongabtiot.
This is achieved by keeping the maximum clock-wise turn afkgle and counter
clock-wise turn angl@...,, without obstacle in the defined prevention region the
same size .

Dew Do

et
Ds jeft| Ds right
«—>

Dijert | Dirignt
T <

Figure 4.5: Parameters and principle of collision preventing force - tié fed
area marks the sensing area defined-y where the collision pre-
venting force is considered.The blue area is the free area according to
the current laser range measurement.

In order to achieve this, the angl®s icr¢, Ps.right, Pi iefr ANAD; rigne are
needed (cf. Figure 4.5). These angles are measured to the lefttwedight from
the central robot axis in forward driving directioB, ;e s« and® 45+ represent
the segment of the avoidance region or respectively the maximum widdhveh
covered/needed for the robot in order to pass a narrow passage.

For the here assumed approx. circular shape of robot (cf. laterideg ex-
periments)®, ;.r: and®, ,;4n: are equal and can be determined as follows:

. Trobot
Dy 1eft = Ps right = arcsin - 4.7
cf

110



4.1 Concept

Trobot denotes the radius of the robot ang the radius of the region in which
the collision preventing force should be applied. Any other robot shapée ap-
plied to the concept as long &s ;. r+ and®, ;41: represent the angular segment
of the collision preventing region which is needed by the robot to passghrau
narrow passage safely.

Dy 5 @nd Py i are the angles to the left and to the right of the moving
direction of the robot where the first time the measured distdnisesmaller than
the avoidance region radius;.

Based on thi®..,, ®..., and the desired new orientation of the rodgt ..,
can be calculated as follows:

q)cw = cI)l,m'ght - q)s,m'ght

Decw = Piriept — Psieft
Doy + Pecw
2
Finally, from ®,,cqn, Pcw and ®..,, the collision preventing force compo-
nents can be calculated:

q)mean -

(4.8)

ks - Prmean—Pccw y if y > 0

FCFI o Pmean .
0 otherwise
drons—d .
k()' . Sfront "%max if vy > 0andd < dman
FCFy — dmax y= front (4.9)

0 otherwise

They-component of the collision preventing forég: r is calculated from the
current distance of the obstacle in front of the rogt,.: and a safety distance
dmaz- It it responsible to slow down the robot in case of a near obstacle directly
in front of the robot in order to enable the collision preventirgomponent to
act.

The collision preventing force is through its design inherently a very heelpfu
and supporting element for the human operator in many typical navigstien
narios (e.g. drive through narrow passages, sharp turns)ughrbhe additional
consideration of obstacles which are in most cases not in the field of vidveo
current region of interest of the human operator it can significantlyaedhe
risk of collisions.
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Path Guidance Force (PGF)

The environmental force and the collision preventing force are dedigaee-
active elements in the local, nearer environment of the mobile robot, veimigh
occur if the robot enters an area with detectable obstacles. In contrémssi®
reactive elements, the path guidance force actively triggers a moverhére

robot based on a global path-planning as long as waypoints to passitadtF
and CF hereby are local, reactive forces and PGF is global and émtdeewith

a longer time horizon.

The PGF is realized with the joystick position hold force as introduced in
section 4.1.1. This hold force enables the sliding autonomy as withouamum
intervention the robot drives the most desirable path according to ttensjerce
calculations, the sensor and navigation data. The desired position of #tiekoy
(z4,ya) in order to head for current next waypoiif; is calculated as follows:

Tqg = k7 . A@ (410)
ks if dwp > 1, dwp > diot ANAAO < Oy
Yd = ks oy dwp if d’u)p S 1 xdwp > dtol andA© < @tol (411)
0 otherwise

The difference between the heading of the robot and the heading ®ward
the next waypointA© determines the desired positian of the joystick inz-
direction (cf. Eq. 4.10) corresponding finally to an angular velaciof the robot.
Thus, the new is proportional to the relative angle between robot next planned
waypoint.

The translational speedand respectively the desired joystick positignis
calculated from the distance to the next waypeaip} (cf. Eq. 4.11).y4 is only
different from zero in case the heading of the robot is in direction of #hé n
waypoint up to a certain tolerancA© < ;). As soon as the robot is close
to the currently selected waypoint.{, < 1) the robot is slowed down in order
to allow for a softer switching to the next waypoint. This is reached by usiag th
4th root of the distancé,,, in the surrounding of the waypoint. If the waypoint
is reached up to a certain tolerantg; the next waypointV; ., is selected or if
this has been the last waypoint from the global path planning no fufther- is
generated.
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From the calculated desired joystick positiahy, y4 ), the corresponding hold
force Fpar is calculated (cf. Equation 4.12).

T —xq
F _
Fpgr = < PGFw) i (4.12)
Fpcr, T
Y

Combined Force Rendering

In order to avoid a lot of network effects and to reach a high controjueacy,
the whole force calculations, command generation and closed loop jogstick
trol is realized on the system situated on the operators side. The low-tdnal r
control (e.g. speed controller), localization and all the sensor datprpoessing
is done on the robot system (cf. Figure 4.2). Thus, the operatomsysteeives,
waypointsW; to a certain goal posg,..:, the pose corrected by the localiza-
tion systemp., the odometry posg, range measurements from the e.g. a laser
sensorr; and combines this to a force and a visual feedback to the operator. The
rendered forceF, together with the force applied by the humBp results in a
certain joystick position which is transformed to the control input () and
transmitted to the robot. Through this network effects can be minimized.

The different force rendering components environmental féige, collision
preventing forceF-r and the path guidance fordé-«r are combined as fol-

lows:
Fe Fpgr,tmax (For, . FEFR,)
Fe = )=\ Frer +max2(FcF Frry,) (4.13)
y Y y
Fcy

2

In Equation 4.13 the result of the maximum function is defined as the maxi-
mum of the absolute values of the arguments. From Equation 4.13 it czeebe
that For and Fgr are combined with component wise absolute values’ maxi-
mum of the force vectors instead of using the mean. This is necessaatise
the highest value from these forces also represents the most critiGlagitin
the sensing area of the robot. If for instance in this case the mean is thken,
deflecting character of the rendered force to the human operator Wwautcheen
reduced, what is not desirable for this kind of system. For the combinafio
the path guidance force and the force resulting from the combination eftrie
ronmental force and the collision preventing force this is different. Iffivises
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4 Sliding Autonomy through Haptic Guidance

are combined also in the same way like described before (componenmais-
mum) this would lead to continuous switching between the path guidance force
and the combined environmental force and collision preventing fofds.wWould

be very confusing for the human operator. Thus, the combined fatces cal-
culated by the component wise mean of the path guidance foseg- and the
component wise maximum dfcr andFgr.

An important aspect for consideration is, that the concept will notajuae
that the robot will not collide. Thus, the human operator can alwayeaeln-
tentionally a collision. If this is not desired and additional security systerdsee
to be implemented (e.g. do not allow a translational velocity if the robot ieclos
to an obstacle than a certain safety distance).

4.1.3 Augmented Reality User Interface

The visual component of the user interface is realized as augmentiésgi tser
interface with the framework presented in Section 5.3.2. Differentfaxterele-
ments can be visualized on demand overlayed on the camera imageddcem

the mobile robot - a two-dimensional minimap, the planned path, a compsess
and the current laser data. The registration is done as suggested imSe2tio
with a combination of pre-calibration of intrinsic and extrinsic camera param
ters, and the continuous adjustment of the extrinsic camera parametargtth
the robot’s localization system. Although the calibration would be suffictara f
good augmented reality overlay, a displacement in the overlay in thenssiet

of the user interface (Figure 4.6) is visible. This results due to the fadthére

a viewpoint slightly above and behind the robot has been selected. Riesmits
literature [52, 92] and own experience with such teleoperation systeongesh
that an exocentric viewpoint (slightly above and behind the robot) is the bes
choice for such type of tasks. In addition the virtual camera field of viesve;
approx70°) has been increased compared to calibrated field of view of the phys-
ical camera (here: appra¥°) in order to give the human a wider field of view
of the virtual elements. This field of view increase has no effect on teday
without the viewpoint displacement described before. Occlusion is awudlbd

for this implementation of the graphical user interface.
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Planned|Path]

[Robots|Rosition]

laserDatal
WVisualization]

Figure 4.6: Screenshot of the realized augmented reality user irgerfac

4.2 User Studies

At first a set of user studies with a simulated robot and a simulated envinan
was performed in order to have reference tests with less uncertaintiewithaa
real robot in a real environment. Afterwards the first gained expegiand results
of the simulation user experiments were applied to the system and test series
with the real robot (cf. Figure 4.7) were performed. The aim of theeexnents
was to evaluate the developed concept in different configurations veiiece to
the navigation performance of the user. In order to minimize learnirggsfiall
participants were given a certain preparation time to get familiar with therayste
and test the system. In addition, the order of the test runs with the diffiei@tes
was altered for each test participants equally distributed in order to avaddia
results due to a static order of test modes for each test participant.

4.2.1 Metrics

In order to evaluate the effects of the different assistance system aatidate
the hypothesis of improving the navigation performance of a humarmtgrevith
the developed concept different objective and subjective evaluatdnanwere
used. According to the definition of HRI metrics in [99] task-oriented mefoc
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the navigation task are used to measure the system performance.
The effectiveness measures how well a the navigation task was cochipl¢be
test run. Here the following metrics were used:

e Task completed or not
e Deviation from the planned path

e Number of collisions
As measure for the efficiency of the system the following metrics were dilize

e Total navigation time

e \elocities and velocity profiles

In addition, backward movements were recorded as special incidents.

Besides these quantitative measurable performance values all tésppats
had to fill a questionnaire after the experiments. The participants had ttheate
different elements of the system. In addition, they had to perform @salftation
of the test situation for each of the test modes: They were asked forf¢heiof
collisions, their feeling of control, the ability to recognize obstacles, how intuiti
the user interface is and how good they can maintain the overview of tharsze

All these metrics also allow for an indirect measure for the situationalexwar
ness of the human and common ground between human and robot.

For the analysis and comparison of the different performance métecer-
age values and the standard deviations are given. Boxplots froniptescstatis-
tics are used for visualization of the data. Boxplots allow to display differenc
between groups of data without making any assumption to the underlyirgista
cal distribution. They enable to intuitively visualize the dispersion and skssn
in the data. The red line in the boxplot shown here denotes the medianlukhe b
box visualizes the lower and the higher quartile around the median anblyhere
50% of the whole results. The whiskers extending from each end of this bo
marks the most extreme values within 1.5 times the interquartile range dishe b
box. The red plusses indicate outliers of the maximum whisker rang@effar-
mance comparison additonal notches in the boxplots are used as vipa#iésis
test for a significance level of 5% (assumption for the notches/significkavel
normal distribution). If the notches do not overlap it can be concluddu96%
confidence that the true medians do differ.
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4.2.2 System Setup for Experiments

For the system tests and the user experiments a mobile robot Pioneerffeidid X
MobileRobots was used. It has differential drive kinematics and an approximate
circular shape. It was equipped with a standard laptop running Linupast

ing system, a SICK LMS200 laser range finder, a sonar array andyarebwork
camera with approx45° field of view. The whole communication to the op-
erator station was realized over standard WLAN (IEEE 802.11q). Adwwre
abstraction layer the Player framework [182] was integrated with a wna@vief
approach [186] for a global path planning and the adaptive monte{oaaliza-
tion (amcl) [187] for localization based on a partially known map. During the
test runs these components proved to be more than sufficiently rabtisica
curate for the purposes here. The selected Player framework alses dbo a
seamless switching between simulation of robot/environment and thehgs p
ical robot/environment during system development and experimehésfdrce
feedback joystick to test the presented concept was an ImmersionskQ00
Joystick*.

The mixed reality user interface as already described is based on tamsof

Graphical User Interface

Visual « 3D-Sensor and camera Mobile Robot
Feedback visualization

« Augmented Reality Sensor data, planned
Overlay path, camera image

« Camera Image

¢ Laser Range
Measurements

* A Priori Map
Haptic Rendering « Wavefront Global
« Environmental Force Path Planning

Commands
* Collision ing Force ¢ Low-Level Control

Haptic
Feedback

s
(iverwriting « Path Guidance Force
utonom:
Y o« Joystick Control

Operator

Figure 4.7: Test system setup.

framework developed in the context of this work (cf. Section 5.3.Rg Tised
framework enables to quickly realize three-dimensional graphicalintszfaces
in the mixed reality spectrum from virtual reality over augmented virtuality and
augmented reality (AR). Here the graphical user interface compdimesdlized

3http://www.mobilerobots.com/ (24.11.2009)
“http://www.immersion.com (24.11.2009)
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as AR interface with slightly modified viewpoint accepting a small AR registra-
tion error due to the misalignment of virtual and real camera viewpoint.

4.2.3 Simulation Experiments

For the first set of experiments the mobile robot and the environmenet sisu-
lated with the Stage [182] simulator. Stage simulates the basic physicatiespe
of the robot and sensors and allows to easily apply the same algorithros as f
the later experiments with the real robot in the real environment. The diedula
hardware was the same as the later used real hardware. For the simesaua-
iments no camera image from the robot was provided to the participastsath

a small 2D Map with the robot’s position and the planned path (cf. Figure 4.6
were superimposed on the 3D user interface for the operator.

Task

The task of the test participants was to navigate a robot with differentasses
function configurations through a narrow maze, following a given paltutated

by the global path planning module of the system. The robot’s speed witesdim
to 1.07. Each participant had to operate the robot in five user interface cenfigu
rations for two type of environments, such that each user had to petéor test
runs in total. The user interface configurations are the following:

e no assistive forces (NF)

e two forces (EF, CF) and 3D path

two forces (EF, CF) and compass rose

three forces (EF, CF, PGF)
o three forces (EF, CF, PGF) and 3D path

The two environments had the same base map. For one configuratidn all o
stacles were mapped and for the other configuration there were sdmewm
obstacles, which the operator could only percept through the lasefizéticn
or the respective forces rendered on the joystick when he/she wamnexthe
second environment configuration represents more a real wordsceas there
is in general only part of the map known and dynamic obstacles oceue tHe

118



4.2 User Studies

a priori unknown obstacles were placed statically at selected placesdénto
avoid that the test participants get familiar with the map, different rotatiods a
reflections of the base map were used, such that the path keeps thevisianue
enabling the human to memorize the map.

Test Participants

Ten participants performed the experiments as described beforg vildre re-
cruited on a voluntary basis from students and post graduate studémespa-
ticipants were male and one was female. They had different study tmacid
but most of them studied computer science.

Results and Discussion

The tests with the simulated robot and simulated environment were pedorm
to have first results in order to optimize system parameters for the reld-wo
tests and to improve the test scenarios and procedures. The resuitedra
very good insight in the teleoperation system with the different interface co
binations. Both test modes (fully known environment and environméhtum-
known obstacles) show comparable tendencies for the differentgcoafions.
For the scenarios with unknown obstacles the effect of the differentinterface
configurations is much higher on the performance. Here the resultaielide
superiority of the proposed concept for real scenarios with unkrabstacles.

The user interface configuration with the compass rose is not discirssed
detail as the observation during the experiments showed, that this itedat
ponent is not suitable for this experimental setup. The test maze wasasow,
such that sharp turns at the different planned waypoints were req@ense-
quently there are high changes in the angle for the guidance compasksenpa-
sition of the waypoints and the test participants had no chance to prepanésfo
change. To efficiently use this component in a narrow environmentcethity
planned path is required. Nevertheless, the performance resulis@agvaen for
completeness in the figures.

Figure 4.8 shows the performance results for both test modes withigimalay
unknown obstacles. In the following the results of the scenario with unkrodw
stacles are discussed as this are the relevant results for the furthemiempéeion
of the real-world experiments. Table 4.1 provides the correspondergges and
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standard deviations of the performance results.

All test participants completed the task successfully. Looking at the rdrive
paths by the test participants and the deviation from the optimal path (Figures
4.8e and 4.8f), it can be observed that with the configuration with assesta
components the participants keep much closer to the optimal paths. Araenpa
metric one-way analysis of variance (ANOVA) with the Kruskal-Wallis tefst o
the deviation from the optimal path indicates that the configurations EF/CF+3D
Path p = 0.0041), EF/CF/PGF § = 0.0343), and EF/CF/PGF+3D-Path
(p = 0.0052) are significantly different (level of significancg: < 0.05) from
the configuration with no force. All test participants could immediately follow
the optimal path very closely with the configuration EF/CF/PGF+3D-Path. This
presents the robustness of the force guidance system and how intugtiveeth
face is. In this configuration there is only an average deviation4if percent
(std:6.70) from the optimal path compared 76.38 percent (std75.95) with no
assistance systems.

It could be observed that in test runs with the assistance forces tha-oper
tor immediately had a better understanding of the environment, the sdrroun
ing of the robot, the robot's behavior and dynamics. Without force Haekl
components there was a continuous switching of attention focus between 2D
Minimap and the 3D-visualizations. In addition, there was often an uninteition
heading towards obstacles what leads to large course corrections wfithcei
feedback. This can also be seen in the boxplot for back navigatioffrifpire
4.8d). Here the Kruskal-Wallis test indicates that the force assistaméigea-
tions with 3D-path are significantly better than the configuration without force
(EF/CF+3D-Pathp = 0.0029; EF/CF/PGF+3d-Pathi = 0.0011). The config-
uration EF/CF/PGF witly = 0.0559 closely misses the 5% level of signifcance.

For the number of collisions (Figure 4.8c) the same trend can be ausdrie
Kruskal-Wallis test indicates that the force assistance configurations With 3
path are significantly better than the configuration without forces (EF/OF+3
Path:p = 0.0003; EF/CF/PGF+3d-Pathp = 0.0037). The configuration
EF/CF/PGF withp = 0.0527 closely misses the 5% level of signifcance. The
configuration with two forces and the 3D-path is in average a bit better tlean th
three forces with 3D-path. This is mainly due to the fact, that the global path
planning ignores unknown obstacles such that the path guidance fudcia
3D-path misguides the operator to some extend.
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One of the most interesting performance parameters is the time for task
completion. For the navigation time (cf. Figure 4.8a) the configurations two
forces with 3D-path and three forces with 3D-path showed the best tiones f
task completion. For a level of significance & the Kruskal-Wallis test in-
dicates that there is no significant difference between these two testsmode
(p = 0.6672) but to the other test modes no force (EF/CF+3D-Path:0.0019;
EF/CF/PGF+3d-Pathp = 0.0019) and three forces (EF/CF+3D-Path: =
0.0172; EF/CF/PGF+3d-Pattp = 0.0139). Looking at the average values for
the navigation time a performance increase of more than 50 percetekas
achieved comparing the configuration with no force (al/gn.7s; std: 60.82)
and the three force and 3D-path configuration (&8/g1s; std:23.83). The re-
sults for the average speed (Figure 4.8b) is a combined value fronawigation
time and the driven path. These results are presented here to havearisom
of the achieved average speeds compared to the maximum possibie(kpee
simulation experimentst.02).

In all configurations the 2D-minimap at the top left of the screen and the in-
cluded 2D-path as user interface elements were available. Neverthibe8D-
path turns out to be a very important element with respect to all recqreled
formance parameters. The observations during the experimentsrisifyat this
element facilitates the understanding of the generated and hereby timeocom
ground between system and operator. The 2D elements in contrasitameffiv
ciently supporting this as they require more mental rotations between theediff
frames of reference and also switching of the attention focus of thatmpeBy
focusing on the 3D-path and hereby on the integrated display the attentias fo
maintains in the same frame of reference like the robot, the input devitthan
rendered forces.

In some cases operators were even unchallenged with three foteshsit
they took less care and had a higher risk of collisions. A reason why tifegeo
uration with the three forces and the 3D path is better but not significantly bette
than the configuration with the two forces and the 3D-path is that with the EF and
CF force only unknown obstacles could be better felt by the operatprcdly
participants with the three force configuration decreased the speed ialaitic
eas. Here a force feedback device able to render a higher rangece$ fmight
change the results in a positive direction for the three forces apprBaate peo-
ple quickly learned how to use the three forces and its advantages incereffi
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way and even amplified the speed of the system in the suggested direation. A
other interesting observation during the experiments was that many ofghe te
participants were talking much more during the test runs with three foras a
3D-path configuration. This is a good indicator for a lower workload.

Table 4.1: Average and standard deviation (std) of performancéts€best re-
sult bold) for simulation tests.

No Force EF/CF EF/CF/IPGF EF/CF/PGF

3D-Path 3D-Path

Time task completion [s] 170.7 87.4 128.1 85.1

(std: 60.82) (std: 23.74) (std: 35.05) (std: 23.83)
Average speed [m/s] 0.3099 0.3850 0.2755 0.3962

(std: 0.081)  (std: 0.1084) (std: 0.045) (std: 0.123)
Collisions [count] 6.8 1.2 35 2.2

(std: 4.80) (std: 1.23) (std: 3.92) (std: 2.10)
Backward nav. [count] 5.2 2.0 2.9 1.7

(std: 3.26) (std: 0.67) (std: 1.29) (std: 0.67)
Driven path [m] 51.44 31.52 34.52 31.24

(std: 22.00) (std: 3.25) (std: 6.53) (std: 1.92)
Dev. optimal path [perc.] 76.38 8.32 18.58 7.40

(std: 75.95) (std: 11.01) (std: 21.81) (std: 6.7)

The results of the self-assessment of the test participants during thanest
are shown in 4.9. For all the asked questions the configuration with &l thirees
is rated best. A very interesting result is that also for the question abdieiglireg
of control of the operator the three force configuration was rated(bésavg:
3.6; EF/CF avg:3.8; EF/CF/PGF avg4.2;), although in this configuration the
actual level of control of the robot is the lowest.

In the rating of the user interface elements (cf. Figure 4.10) all elentents
sides the compass rose got very good rating. Although there was directly
statistically significant positive effect of the PGF measurable comparéeto
other force elements in the performance results, all participants judgedth
plemented PGF as very helpful. In the oral comments from the participapés
cially the combination with the 3D-path was very much appreciated. Thes@b-p
as user interface element was rated highest.
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Figure 4.8: Performance results simulation tests.
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Figure 4.8: Performance results simulation tests (continued).
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4.2.4 Real-world Experiments

For the real-world user studies the setup like described in Section 4.2.@sed.
Compared to the simulation tests in addition a camera image was projected cor-
rectly registered in the 3D user interface. The camera image delivenyaigh
sensory feedback from the remote environment and hereby alporgsio main-

tain situational awareness for the operator.

Task

The task for the real world test was again to navigate from a given siaitign
to a given goal position. For the tests a partially known map of the environme
was available and the test environment had a certain amount of unkoluster-
cles. The test scenario was built up in a way that the participants had tatevig
through a very narrow maze section and a section where they had pzae for
navigation. Figure 4.11 (a) shows this map which as recorded a prithrettest
and Figure 4.11 (b) shows a photo of the maze area to get an imprebsiotithe
environment. For safety reasons the robot's speed limit was dedraa8e5 ™
compared td.0"* in the simulation setup.

Each participant had to perform the test run in four user interfaceguoafi
tions. The user interface configurations the real world tests were thevinfo

e no assistive forces (NF)

e two forces (EF, CF) and 3D path

o three forces (EF, CF, PGF)

o three forces (EF, CF, PGF) and 3D path

The test configuration with the two forces (EF, CF) and the compassvase
left out in the real world tests as the observations in the simulation tests dhowe
that in such narrow scenarios and with the quick, sharp turns at the gisg-
points, this configuration has no real advantages. The concept withehayed
compass rose would be advantageous in scenarios where a smodthgiatin.

Participants

Ten participants performed the real-world experiments as descrilie@eb&hey
were recruited on a voluntary basis from students and post graduatntsu
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@ (b)

Figure 4.11: (a) Recorded map of the test environment. The red<iridek the
start and goal positions, the green line a planned path by the global
path planning module, the the dotted blue line the area shown on the
photograph next to the map and the blue arrow the current position
of the mobile robot. (b) Photograph of the maze area of the test
environment (cf. [188]).

Nine participants were male and one was female. Some of them alsorpedor
the simulation experiments. They had different study background lost of
them studied computer science like in the simulation tests.

Results and Discussion

For the real-world tests first results and experience from the simulatjperiex
ments were used to modify and optimize system parameters and the st pro
dures. Due to this fact and to the different environment the absolutewafithe
results of the simulation tests are not directly comparable with the results from
the real-world experiments. Another aspect is that the results of thpeaments
have a much larger significance than simulation tests, because particigants
much more aware that they are now operating a real robot in a reabement.
This was an important observation during the experiments that peoplgththou
much more about the consequences of their commands comparedsimtha-
tion tests. Nevertheless, many of the gained results in the simulation exp&ime
are directly reflected in the results of real-world experiments. The |@vaeei-
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mum speed to one quarter of the maximum speed of the simulation testdty sa
reasons, also lead to the effect that the differences between thesdiffeon-
figurations were scaled down. In addition, the camera image as anettyaich
information source from the remote environment also scales down feeatli€es
between the configurations.

In the real-world tests again all test participants completed the task success
fully. For the deviation from the optimal path (Figure 4.12f) the KruskalHi&/
test indicates that the configuration EF/CF/PGF+3D-Path is significantly better
than no force = 0.0191) and EF/CF+3D-Pathp(= 0.0041) for a level of sig-
nificance of5%. For the configuration EF/CF/PGF it closely missesitielevel
(p = 0.0587). In the real-world tests the PGF showed its advantagenous with re-
spect to the deviation from the opitmal path. Some people were even better th
planned (optimal) path. They smoothed the reorientation curves at thpoumts.

For the occurrence of backward navigation (Figure 4.12d) the Kte\lallis
Test indicates significant difference between no force and EF/CF/BG#Path
(p = 0.0373), EF/CF+3D-Path and EF/CF/PGF £ 0.0498), and EF/CF/PGF
and EF/CF/PGF+3D-Pathy (= 0.0496). The comparison between no force and
EF/CF+3D-Pathy{ = 0.0762) closely misses the level of significance5db. The
configuration EF/CF/PGF+3D-Path shows again its advantagenous witctes
to this performance parameter.

The number of collisions (Figure 4.12c) is significantly reduced with tesas
tance systems. The Kruskal-Wallis test indicates that all force assistanfigu-
rations are significantly better than the configuration without forces (EFR3OF
Path:p = 0.0014; EF/CF/PGFp = 0.01923; EF/CF/PGF+3d-Pathp =
0.0001). An interesting aspect here is that also the absolute values of collisions is
really low. Especially for the configuration EF/CF/PGF+3d-Path in more Ban
% of the test runs no collision coccured and the maximum number of cddlsion
was one. One reason is that the test particpants in this configuration cutties
less than for instance in the configuration EF/CF+3D-Path.

For the navigation time (Figure 4.12a) the Kruskal-Wallis test indicates that
the EF/CF+3D-Pathy(= 0.02333) and the EF/CF/PGF+3D-Path & 0.0004)
are significantly better than the configuration with no forces. The cormfigur
tion EF/CF/PGF+3D-Path was even significantly better than the EF/CF/PGF
configuration p = 0.0041). In addition, the results for the EF/CF/PGF+3D-
Path configuration have a very narrow distribution. The average timéhéor
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EF/CF/PGF+3D-Path configuration 129.0s (std: 9.30) compared t0162.9s

(std: 25.13) for the no force configuration. These differences would have been
most probably even larger if the speed had not been limited t@.2f" for

these test. From the results for the average speed (Figure 4.12bb# saen that

the driven speeds are very close to the maximum speed. For the EF/ERPG

Path configuration an average spee®.df65~: was reached what corresponds

to 79% of the maximum speed. So in large parts of the course the test particpants
drove maximum speed in these configuration.

For all recorded performance parameters the configuration EF/CHBI
Path compared to the no force configuration showed very significanbirap
ments supported by the Kruskal-Wallis Test (tippe== 0.0004; average speed:

p = 0.0052; collisions:p = 0.0001; backward movementg: = 0.0373; driven
path:p = 0.0155; deviation from optimal pathp = 0.0191;) with a level of
significance of5%. This validates the approach presented by this concept. The
configuration EF/CF+3D-Path is always very close to the EF/CF/PGF+b-P
what shows the importance of this visual element by means of the pafme
parameters. Table 4.2 shows the averages and standard deviatioaslifferent
performance results.

The results of the self-assessment of the test participants during tharnest
are shown in 4.13. For all the asked questions the two forces cortfiguend
the three forces configuration got similar marks. Compared to the sinukstio
periments they lie closer together. This is mainly due to the fact that in many
cases the test participants assumed that they drove worse with the tloeg fo
configuration. Although the performance values later showed the thaplyc
drove better than with the two force configuration. Some participants alsmsta
that these did not really prefer this PGF. But also these participants incasess
performed better than without.

In the user rating of the different elements of the user interface (Figaw®
again all elements got very good marks. The two force configuratidntlae
three force configuration moved closer together like in the self assassie
configuration with the PGF was rated a bit worse than in the simulation test. This
was mainly due to the fact that the PGF was sometimes a bit irritating next to
obstacles. The laser visualization was rated a bit better than in simulation.
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Table 4.2: Average and standard deviation (std) of performancéts€best re-
sult bold) for real-world tests.

No Force EF/CF EF/CF/IPGF EF/CF/PGF

3D-Path 3D-Path

Time task completion [s] 162.9 143.0 150.9 129.0

(std: 25.13)  (std: 26.50) (std: 19.27) (std: 9.30)
Average speed [m/s] 0.1709 0.1940 0.1799 0.1965

(std: 0.023)  (std: 0.019) (std: 0.020) (std: 0.015)
Collisions [count] 2.8 0.9 1.2 0.4

(std: 1.03) (std: 0.99) (std: 1.32) (std: 0.52)
Backward nav. [count] 6.4 4.9 6.2 4.3

(std: 2.41) (std: 3.18) (std: 2.15) (std: 1.41)
Driven path [m] 27.38 27.48 26.86 25.23

(std: 1.92) (std: 4.10) (std: 1.84) (std: 0.93)
Dev. optimal path [perc.] 15.10 17.88 12.08 4.87

(std: 8.60) (std: 17.61) (std: 9.61) (std: 4.48)
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Figure 4.12: Performance results real-world tests.
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4.2.5 Experiments on Network Delay Tolerance

In order to get an impression about the human tolerance for systeysdeld re-
spectively network delays as major component of the overall delgeriexents
with artificial network delays were performed. For this test the user axterf
configuration with all three assistance forces (EF, CF, PGF) and the#bwas
selected.

Task

The task and environmental setup for this test was the same as for the rea
world experiments described before. One very trained user peztbthe task
with the real robot six times for each of the constant delay®&o$, 200ms and
500ms for the network traffic. For this test one test participant was sufficient a
not the user interface and its components should be evaluated but ¢be afff
the network delay. A real network delay betwekeand2ms in addition to the
artificial constant network delay was present with the described sysam.s
The robot’s speed was also limitedd®5~* for these test runs.

Results and Discussion

As expected by design, the overall system was stable and no negé&tiots eff
the delay on the different control loops of the system could be identified.

For each test mode with the different delays the driven trajectories lenk v
precise. With increasing delay, the optimal path is often oversteered ftrtie
respectively the waypoints. Looking at the maximum speed ™ a delay of
500ms leads to position error in the user interface of mex5cm. This leads to
the fact that with increasing delay in all narrow or otherwise complexsae=g.
where many orientation changes are necessary the speed is significaetigd
by the operator. Straight path segments were driven without signifiteamges
in the speed. The operator used a very typical strategy when there ysidela
the feedback from the remote side. He/she steers, stops, waits forpetext
system feedback such that he/she can trust the presented data adaihem
gives new commands based on the stabilized information from the wasepha
The user also had the impression that he can control the robot lessepnéth
increasing network delay and the overall feeling of safety and contnbise
with the increasing network delay.
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Figure 4.15 shows the task performance results of the tests with theediffer
artificial delays. The closely correlated metrics time for task completioraand
erage speeds show a statistically significant difference which are abfrioon
the notched boxplots in Figure 4.15a and 4.15b). For the other metrindertey
of the effect of increasing network delay can be seen from the results.

This test was mainly done do check the robustness and transparerbg fo
human operator of the concept with respect to network delays. Thestrodss
of the system could be validated. The system proved to be robust agaimnst
stant network delays. Only the typical effects of network delays on tekatipn
systems like e.g. the oversteering could be seen in the results. Everetfeete
should be less critical when applying the proposed concept. The geidames
and the 3D-path with its look ahead components allow for a better situational
awareness on all three levels - perception, comprehension, andtfojt the
futures status. The very close results for the number of collision (Fig&c)
and the occurrence of back navigation (Figure 4.15d) for the differetwork de-
lays are a good indicator for this. The increase of collision betv?®éms and
500ms can be easily explained as the systems safety distance for all delays was
constantly20cm and the risk of a collision rose for an position errorl@f5cm
with a speed 00.25 7 significantly. For longer delays this safety value needs to
be adapted.
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Figure 4.15: Performance results network delay tests.
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4.3 Conclusion

Compared to other haptic systems like shown in [76] or [49], which airhifgin
transparency and stability of a closely coupled master-slave systemen tord
maximize telepresence, the concept which is introduced here pursiifésrant
goal. Here the concept is designed task and performance orientie foaviga-
tion task. The major design goal was not to maximize telepresence, bptito o
mize the overall system performance for the given task by applicatioesofts
and models from human factor and cognition theory.

Based on this, a sliding autonomy concept with force feedback comfone
and an integrated mixed reality graphical user interface is designedfofde
component of the user interface renders the robots intention of furtreements
to the operator and allows for a dynamic override of this plans. This impitane
a real sliding autonomy and facilitates to maintain common ground between hu
man and robot. The mixed reality graphical user interface integratestb&ed
information from the remote environment in one single context and allonef
easy verification of the robots intention with respect to sensor data by tharhu
operator. This very much supports to maintain situation awareness ame:ttial
rotations are minimized.

The concept is evaluated with a user study. As expected the best ayeag
formance was reached with the configuration environmental fordlésion pre-
venting force, path guidance force and 3D-path. In average aippatedy 20 %
performance increase could be reached. Sometimes even valugd%fkerfor-
mance increase could be achieved. The user tests confirm that the &secnot
confusing and the participants attest to the forces to be very helpful.

The quantitative performance results already give a a good indicatarfet-
ter situational awareness. Especially the significant decrease in theenafnb
collisions and backward navigations and the decreased time for tasket@mnp
support this. The need for the visualization of the planned path, might bela
cator that this visual element is part of the process to maintain commondaro
The principle in this work that the human controls the level of autonomy bpke
ing to the suggestion of the system (not changing given joystick positionsnea
full autonomy), by adjusting the joysticks position (semi-autonomy) ordim-c
pletely overwriting the suggestions of the system (direct teleoperationjrwech
supports the hypothesis of a decreased workload, when using thesys$te ob-

136



4.3 Conclusion

servations of the test participants during the performed experimentateithis.
People started to talk more and some even got a bit unconcentratedictigpe
participants who have already operated robots before very muckd@aied the
guidance force and quickly learned how to use it in an optimal way.

An interesting finding in the tests is, that the 3D-path as visual component of
the user interface has a major positive effect on the performanesob$erva-
tions and behavior of the test participants indicate that the operators ised th
a reference to validate the forces rendered on the joystick and thesohove-
ments respectively. The 3D-path enables a subconscious feelingraivaledg-
ment of the operator’'s own inputs to the joystick. In addition, the posititeref
of the 3D-path maybe also be achieved a bit due to the fact, that the used joy
stick has very limited forces (max. appradx.Newton). A haptic device which
can render higher forces might reduce the effect of the visuabBgda bit.

The experiments show that at least for the sharper turns (e.g. pddmnge force
switches to next waypoint) additional feedback addressing anothse ¢bare:
visual) is a must. Here also audio feedback might be an option for fuethkgng.

The sliding autonomy concept introduced in this chapter, enables to sig-
nificantly increase the teleoperation performance. The guidance doro@o-
nents (environmental, collision preventing and path guidance forceggiheir
strength in the presented user tests. The sliding autonomy concept eoudd-b
dated to be implemented flawlessly. The quantitative test results and atisesv
during the tests also provide valuable indications, that situational awarands
common ground is improved and the workload is significantly reducéslalso
shown that still the optical elements like the virtual path and the camera image
itself play a key role for the humans in many aspects. In future work the-intr
duced concept can easily be extended with minor changes to three dimans
sensor data e.g. from a PMD Camera, and to 6-DOF force feedleatted like
e.g. the Phantom This allows to apply the concept also to scenarios where a
real three-dimensional operation of the robot at a remote envirariikere.g. an
insertion task with a remote manipulator arm.

Shttp://www.sensable.com/ (24.11.2009)
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Interface

The graphical user interface for the robot’s operator has significgrgct on the
overall performance and successful completion of a task or a middissions

with complex environments and conditions like the exemplary applicatioctsear
and rescue often require that mobile robots are navigated either with direc
assisted teleoperation by humans. For human-robot teams humansagsor

need to be enabled to coordinate and command the team in the remote -environ
ment. Both interaction role requires well-designed user interfacesngrssis-
tance and autonomous features like e.g. adapted path planning, pkihgracd
obstacle avoidance as support functions for the human operator.

A major challenge for the design of these user interfaces is not to oeérwh
the human with a large amount of information from the mission environprent
sented side-by-side in various visualizations (e.g. in worst case rajwlihout
any direct relations. The operator in this case faces additionally to histhexla
task the difficulty that he/she has to perform many mental transformagioths
has to integrate all this information in a mental model about the situation at the
remote place of the robot. As a result the operator often only focusea®el-
ement of the graphical user interfaces. Often this is the camera imagettie
robot, because it delivers the richest information about the remate $c@n in-
tegrated and for the human natural fashion. Mixed reality, where ptitie oeal
world (e.g. camera images) and virtual objects are merged in a codhbser
interface, can be beneficial for providing a good multi-sensor interfefc [44])
that combines video data, a priori information, sensor data and hgewerated
input.

The guiding idea for the presented user interface concepts is to realize an
integrated user interface with advanced mixed reality technologies. Stesh in
grated user-centered interface concepts offer a high potential in nzaxinthe
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overall teleoperation performance compared to state of the art sideleywo-
dimensional user interfaces, because they take into considerationrniantas
a major design parameter (cf. Chapter 2). A lot of modern display t#obies
exist to render these graphical user interfaces. This includes sthdidpiays,
hand-held devices like mobile phones or PBAstandard and pocket projectors,
see-through and closed HMBsstereo displays with and without polarization
classes, large-scale stereo projection systems, ... . In this worlasthdidplays,
stereo displays and stereo projection systems are considered. é&sthny of
the presented approaches can be easily transfered to any other tishpiagiogy.

5.1 Enabling Technologies

5.1.1 Three-Dimensional Elements in User Interfaces

Using three-dimensional models for visualization of a remote worksglace's
various advantages. First of all, the real workspace is three-dimeisimd
therefore, the representation of this space in 3D on the operator disptayrés
natural for the human, such that it enables to improve the feeling of esdepce
and the task performance. Often it is necessary to walk around in thie[@®-r
sentation of the remote environment virtually such that the complete situaiion ¢
be recognized and understood. As often the remote operation not@mgms
one machine, but also the environment (e.g. when controlling robotstedy) it
might be necessary to also represent changes in or with respect tovihene
ment (e.g. movement of a mobile robot in the workspace). A largauataf data
from the remote space does not necessarily improve the perforrnbac®pera-
tor, indeed overload of the operator with data can also decrease toepanice.
Only adequate processing and presentation enable a user to fully tamdiettse
information content and make use of relevant data for further actibfis [
3D-models for improved user interfaces are more and more intrddinte
industrial processes. This includes for instance all variations of thepGtam
Aided Design: the design and construction itself, component selectigrigat
simulation of the complete product, even Computer-Aided Manufacturitly w
the help of 3D-models. Other examples are e.g. the use of an augnnealiyl

1PDA - Personal Digital Assistant
2HMD - Head-Mounted Display
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system for maintenance, [189], virtual reality for remote control anthtenance
[190] or the application of 3D models for airport control [191]. Thegstems
mainly use one 3D-model on a single system. Even if the interfaces edeoms
various systems each system holds and modifies its own model.

With today’s available hardware and high bandwidth communication tech-
nigues, also distributed 3D-models can be realized. The most promigplg a
cations for these technologies are collaborative workspaces, whegdepcan
work together on one 3D-model and interact with this model and with ethen.o
The Studierstube project [192] is investigating this for scientific visualization
Multi-screen stereo projections or CAVE-like systems (Cave Automatic Vir-
tual Environment [193]) require either special multi-head graphiakstations
or distributed 3D-models on workstation clusters. [194] presents the®kyes-
tem for 3D video conferencing, where a real-time distributed scenbgsapal-
ized with Corba and OpenGL.

Some years ago these systems could only be realized with expensiial-spe
ized hardware. But even CAVH-like environments - as applied in this work, a
three-plane stereo projection - can nowadays be achieved by usidgustd?Cs
and standard network equipment. This is possible due to the perforimanease
in commercial off-the-shelf products. It allows for using highly detailedcte-
dimensional models on a low-cost basis in a wide range of applicationsiand
merous devices, as no special hardware requirements are pitesredl An ex-
ample for such systems is CaveUT [195], which is based on standemgbeents
and the UT2004 game-engine. Another low-cost CA¥iE presented in [196].
This development in the computer market offers new possibilities fogumsinti-
plane projection screens for application areas of telematics, e.g. fopeke
tion of mobile robots, coordination of human-robot teams, for tele-maamtee
of industrial assembly lines, or for the implementation of learning units in tele-
experiments.

CAVE™.like systems have already entered the car design process, architec-
tural planning of shop interiors, buildings, or even complete streetseariter-
tainment sector, e.g. virtual museums or city tours. Compared to thpBeation
areas, the application scenario which is targeted in this work demands adHitio
properties. The mentioned areas normally apply a rather pre-calculatsst
dimensional model, whereas the proposed telematic applications reqdyre a
namic model, which can be changed online by the user or a sensarpdajing
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the virtual world when teleoperating a mobile robot according to curremser
readings. Moreover, the user has to be enabled to interact with the medel,
switching a button in the virtual world or marking an area, which should eot b
visited. Finally, the three-dimensional model shall be coupled tightly to thie re
world, which means pre-processed sensor data has to be updatadgrated
into the model and user-released interactions with the virtual model harig-to
ger the actuators. Systems, which handle sensor data or control tatsstare
often already available. Therefore, the ability to integrate the virtual reaigd
user interface with these existing systems is highly required.

On the other hand, some requirements are not as hard as they mighobiesir
application domains like e.g. construction. Even though detailed modeteeare
essary, very realistic virtual models are often not required for telersedicarios.

In this application area a high level of immersion into the remote scene is nor-
mally not planned. Details in the models have to be shown as long as they play a
role in the technical process or give the user visual cues in order trstadd the
situation. Moreover, as the virtual model is often used to augment thieoanv
ment model e.g. with colored sensor data, warning symbols and sealism is
anyway not given. The synchronization requirements are also rsbtcasy as for

e.g. the video-conferencing system in [194], where all displays énchineras
have to be kept synchronous.

In the area of teleoperation of mobile robots, the usage of 3D-models has
also proven its potential for enhancing the system performance. Ranaggsin
[70] a 3D model is used to teleoperate a single robot and the perfoamianc
crease is evaluated. In [23] we demonstrate the application of 3D-mémtels
tele-experiments with mobile robots and [21] presents the first appesactihe
context of this work to operate a multi-robot team with a mixed reality user in-
terface on a stereo projection screen.

5.1.2 Mixed Reality

When the first virtual reality (VR) systems were developed, the goaltavase-

ate an artificial world either based on real physical scenarios or fittiamere

the user totally feels present and immerse in. Soon, this virtual worlds wer
merged with real worlds. Milgram and Kishino [197] defined this as mixed r
ality (MR). They defined reality-virtuality continuum (cf. Figure 5.1) whichs
two extremes: the real environment, and the virtual environment. Eeatized
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reality in-between can be called by the generic name mixed reality. Mixéd rea
ity can be split up into two more specific parts, augmented virtuality (AV) and
augmented reality (AR). In augmented virtuality virtual environments age a
mented with some real world elements, and in augmented reality the focns is o
the real world representation which is augmented by virtual, computerrgted
elements.

T Mixed Reality (MR) 1

Real Environment Augmented Reality Augmented Virtuality Virtual Environment
(AR) (AV) (VR)

Figure 5.1: Reality-Virtuality continuum as defined by Milgram (cf. [197])

In this work the proposed concepts can be often used as augmentedityirtu
as well as augmented reality. Thus, in general the mixed reality term idesed
If a section relates to special needs and application of augmented realitpthe
specific term augmented reality is used. Although in mixed reality systems all
human senses can be addressed, in this work the focus is on visuah&deand
on haptic elements (cf. Chapter 4).

Azuma et al. [198], [199] give an overview of the major charactesséiod
challenges of an AR system and the major application areas. AR syst@ms co
bine real and computer generated objects correctly aligned in reabements
and run interactively and in real-time. The "correct alignment" - also ¢adg-
istration of real and computer generated objects in real time and the intiyac
require sophisticated technologies to handle problems like the computatfenal
ficient overlay of a real world with virtual objects, management of agiols of
virtual and real objects, and tracking of position and orientation insideethle r
world. These technological demands are in general more crucialfgmented
reality than for augmented virtuality.

Augmented and Mixed Reality in Robotics

In the field of robotics augmented reality systems are currently mainlytinves
gated for programming, maintenance, service or training tasks. Milgtaah
[200] show an approach for telerobotic control of a manipulator arplyapy
augmented reality. Pettersen et al. [201] present an example, haweater
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reality concepts can be utilized for a more effective way of industriabtrgbo-
gramming. Compared to the industrial robot applications, the requirsnfien
augmented reality for mobile robot teleoperation differ and are oftere rcloal-
lenging. The industrial scenarios are in most cases more static, predledind
can be calibrated in detail, while the environment for mobile robot missions is
often a priori at least partially unknown, changing over time, and theadpehas

to rely on the accuracy of sensor data. Thus, for mobile robot telatiperre-
quirements are more similar to requirements of portable mixed reality as=sta
systems for humans in outdoor environments, e.g. the tracking rewgrits in
order to register virtual and real objects. The Tinmith project [202]zed at the
University of South Australia is an advanced example in this area. Nelest)
there are significant differences between the human portable and thperde
tion system, resulting from the remote control scenario. The operatisaiot
directly in the working environment is always limited by the capabilities of the
sensors on the robot and their representations. These limitations sigihjfica
duce the feeling of presence and the situation awareness of the opetaitdr
are key-elements for successful mobile robot teleoperation.

In [203] an interface called "Virtual Synergy" combines a three dinuerzs
graphical interface with physical robots, agents and human collabsifatothe
use in urban search and rescue. Milgram et al. [204] present anlédpration
interface for unstructured environments. Halme et al. [205] appliedigmented
reality interface for outdoor driving tasks of a remote operated veHicl@son
et al. [206] show an approach to apply augmented reality for teleoperatia
robot for sewer pipe inspection. In [207] a PDA (Personal Digitaligtast) is
used to operate a mobile robot, which compares an image-only, a sergcand
image with sensory overlay screen. [69] uses video images with seosaray
for the control of a mobile robot in the 2005 RoboCup Rescue competRieit-
sema et al. emphasis in [208] the potential of augmented reality for splaotcs
applications. Green et al. [209] show an augmented reality approa@rftorm
collaborative tasks in peer to peer interaction. Daily et al. [210] devdiape
augmented reality interface to give humans feedback about the nawigjaitio
tention of robot swarms. The authors of [211], and [212] proposaugmented
virtuality interface for the exploration task, where live video or snapshages
are embedded in a virtual model of the planetary environment. Nielsdn[B2]
suggest the developed augmented virtuality interface for their egol@riatiigm
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to operate mobile robots. Cooper and Goodrich [213] investigate anentgth
virtuality interface for UAVS with respect to enabling an operator to perform
the navigation and visual search task simultaneously. Atherton et al|. f244
pose an multi-perspective augmented virtuality interface for multiple rabats
Mars scenario. Wang et al. [215] propose and evaluate an inte246 \vhere
the camera image from the robot is gravity referenced in order to isenedoot
status awareness in uneven terrain.

User Interfaces in the
Mixed Reality Continuum

B, =TT
£ N .

Real World Reality Virtuality Virtual Reality
(e.g.cameraonly)  (cameraimage overlayed with  (virtual world augmented with (visualized sensor information
computer generated virtual objects)  real world elements, e.g. without camera images)
camera snapshots)

Communication K
Network

| 7%
‘ Operated Mobile Robots *

Figure 5.2: Reality-Virtuality continuum in the context of mobile robot tel@ope
ation.

The presented example interfaces can be located in the reality-virtuality con
tinuum as shown in Figure 5.2, which has been adapted to the application of
mixed reality to mobile robot teleoperation. All these interfaces show thepote
tial but also the challenges when applying mixed reality in robotics. Obvipusly
for the various tasks that occur in mobile robot teleoperation differeatis ap-
pear. In this work a generic concept and framework is developedier to allow
the selection of the location insight the continuum dependent on the demands
The consistent, robust and efficient application of mixed reality techiesam-
ables an increased performance of the teleoperation system. Addititmag-
sulting mixed reality user interfaces can be easily adapted to the actuahtasks
requirements.

SUAV - Unmanned Aerial Vehicle
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5.2 Advanced Augmented Reality Overlays

Nowadays even mobile phones have GPS for localization, and orientatisors
which enable to some extend augmented reality applications with the embed-
ded cameras. But still most applications with accurate registration aridrigac
rely on marker tracking, or other computer vision approaches utilizingitten
stream from the embedded cameras. In most cases the occlusidenpisinot
handled at all, because it would require detailed spatial knowledge cdtered
scene.

Here, robots offer already more spatial information of the obsereedesfor
the application of augmented reality in user interfaces for the operationloifen
robots. The navigation sensors needed for localization, path planmidgbesta-
cle avoidance for instance can be used to realize advanced featuaegfoented
reality user interfaces. In the following methods are presented how #Hukvse-
tageous preconditions can be used to meet the demands of dynamiatiegis
and tracking, and how to three-dimensionally model the camera images ba
on distance measurements from laser range finders or time-of-fagitras, for
the specific needs of graphical user interfaces for remote operdtiobats. In
addition, it is shown how these basic methodologies enable directly the osage
3D stereo systems and an accurate occlusion handling for the useaéeterf

5.2.1 Registration and Tracking

For the three-dimensional user interfaces in this work a scene gragedsas
data structure. Hereby, all objects in this three-dimensional world eaeged in
atree, and each node can have its virtual representation, child ntdek) addi-
tion, it can hold its own homogeneous transformation matrix which reptetiee
relative position and orientation to the parent node. The root nodesesrethe
basic world coordinate frame. Thus, the child nodes inherit the tramstions of
all the parent nodes along the branch to the root node. This type oftdattuse
is very advantageous, for modeling robots, its sensors’, and othaeets. For
instance a robot with a laser range finder and a camera would beer@ess
follows: the robot node is child node of the root node, and its transfoom@ 'z
represents position and orientation of the robot’s reference point imtheon-
ment; the laser and the camera node are child nodes of the robot mubtea
transformationsl’;, and T« correspond to the relative position and orientation
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of the sensors to the robot’s reference point. This enables to apply feeedif
tracking and calibration data available in a robotic system directly to the corre-
sponding transformation (e.g. data from robot'’s localization systéfz t@xtrin-
sic camera calibration té, etc.). If all information and objects are organized
spatially correct in this scenegraph structure, an augmented reality ¥itve o
scene can be achieved by setting the viewpoint of the three-dimensarurr
ing to the virtual representation of the origin of the physical camera, ghere
setting the projection matrix of the view to the calibrated intrinsic parameters
(cf. Section 3.1.5) or modeling the camera image as three-dimensiojeat (cf.
Section 5.2.2) based on the calibrated intrinsic parameters of the plossicera.

The quality of the registration for augmented reality overlays dependseon th
calibrated relative positions and orientations and tracking of the diffetgatts.
With respect to setting up mixed reality and specifically augmented reality user
interfaces for mobile robot operation and coordination, two classedbjetis
which require registration and tracking, can be distinguished:

e Global objects which spatially refer to the global world coordinate frame
(e.g. virtual path, way points, 3D-snapshots,...).

¢ Relative objects which spatially refer to the robots’ reference points (e.g
visualized distance measurements, distance references, cameea,impag

These objects have different requirements on the accuracy of tcad&iobal
virtual elements in the augmented reality user interface do not need ighry h
accuracy as they are only used to mark specific locations in the worldhrand
coarse orientation of the operator in the environment. In addition, thgeetsb
are in general not very near, and according to the mathematical fioojecodel
the registration error in pixel gets smaller the farer the objects are froethe
era. Thus, a robot localization which reaches an accuracy of somtienegers is
sufficient to achieve the required registration results for augmentdty réiaw
from the robot’s camera.

The local virtual elements superimposed on the camera image like fondesta
visualized distance measurements from a laser range finder requérg accu-
rate calibration, as these elements are also used by the human opar&ioalfo
navigation (e.g. drive around obstacles). As these sensors andrtiera have
static spatial relations relative to the robot their position and orientation can be
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calibrated very accurately with standard methods and hereby a vamaseceg-
istration for these local virtual elements can be achieved.

5.2.2 Modeling Camera Images

There exist various ways to implement the overlay of the real world ana c
puter generated objects for augmented reality views. While some systms u
e.g. semitransparent displays where the human can see the realdivedtly

and objects are superimposed by this semitransparent display, ngoseated
reality implementations use an indirect approach, where the real emararis
captured by a camera. This camera image is then presented to the hutman w
superimposed virtual objects. As this work focuses on teleoperatidp,tios
indirect approach via a camera is feasible for these scenarios.

Almost all camera based augmented reality system implement the ovérlay o
camera image and virtual objects by simply setting the camera image as back
ground on the display and rendering the virtual objects on top of this. lhithe
jection properties of the virtual camera are set to the intrinsic calibrationoflata
the physical camera and the virtual camera is placed and oriented likiytbie gl
camera an augmented reality view results. For some of the user intedacel-
oped in the context of this work, this standard approach has also bednAis
significant disadvantage for remote operation tasks is, that the virtuapwoiat
always needs to be attached to the physical viewpoint of the real casmthraim-
age stays fixed in the background. For mobile robot teleoperation usefatces
this is equal to a limitation to the egocentric viewpoint. Literature, experiments
and experience showed that especially for the navigation task of mobibésra
single fixed egocentric viewpoint in the user interface is not the bestelifaic
is avoidable.

Thus, in this work a different approach to setup an augmented realityezas
developed. Based on available calibration and other sensor informativeex
dimensional geometry can be calculated and the two-dimensional camage
from the real environment is reprojected on this geometry. Thereldy,arthor-
ough application of the calibration data a texturized three-dimensiona&sepr
tation of the camera image results which nevertheless enables the sdityeofua
augmented reality view like the standard approach, if the viewpoint to thel/irtu
representation of the physical camera’s position.

The first realization of this would be to use the intrinsic parameters to calculate
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a simple calibrated rectangular projection plane at a selectable distarssd Ba
on the intrinsic parameters (cf. Section 3.1/3), fpy, Tmaz: Ymaz, and the
selected distance of the projection plaf)g..., the vertices of the quad dor this
projection plane can be calculated. The intrinsic parameterandc,, together
with dp.ne Can be used to shift the vertices according to the properties of the
physical camera. The camera image is set as texture to the resultingropittte
whole shape is placed according to the extrinsic calibration of the canigtmeF

5.3 shows the augmented reality result of this kind of implementation anéa sid
view of the realized three-dimensional model. Here the data from therkasge
finder is superimposed as red band.

(a) Realized augmented reality overlay. (b) Side view of same model.

Figure 5.3: Reprojection of camera image on calibrated projection plane a

dpla'ne = 10m.

While spatial matching of laser range finder visualization with the camera im-
age is very intuitive and easy in the augmented reality view (Figure 5.3ajyin
exocentric view (e.g. Figure 5.3b) this requires a significant effornfthe hu-
man operator. Thus, the three-dimensional modeling is further exdendie
following. Robots which are operated from remote are in general egdipjfith
distance measurement sensors for navigation purposes. Thesedistirma-
tion from the remote environment can be also used to construct geosnetrie
projecting the camera images and hereby create a much easier undiziotta
representation of the remote environment inside the user interfaceheéyramd-
vantage of this modeling is, that the user interface can be used instamfneo
on a 3D steroscopic display in order to support a better depth perceftiba o
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remote environment by the human operator. Here also a stereosdimgicie
achieved with the camera image due to the three-dimensional modelirgydrase
range sensor distance information, although it is actually a monoscapieraa
image.

Figure 5.4 shows a schematic overview of the processing. Two wingese-
quences are realized which run independently. First the distortion ébrieage
from the camera is corrected with the calibrated distortion paramete&e(dion
5.2.2). The result is then written to the texture buffer. In the seconadesee first
the retrieved distance sensor data is pre-processed (e.g. distahdesimntion
correction, filtering). The result together with calibration data for the aresusd
the camera are used to build a three-dimensional geometry objecteafing
the distance profile of the remote environment. All coordinates of the esrtit
this object are then transformed from the distance sensor coordiaate fo the
camera coordinate frame. These coordinates and the intrinsic pararoktee
camera are used to calculate new texture coordinates for each of thesef
the geometry object (cf. Section 5.2.2). The scenegraph attacheslrerttiering
loop holds only the references to the texture buffer and the array ofréext
ordinates, and hereby also runs independently of the two processjogrses.
This is actually the key feature which enables this kind of three-dimensioral
age modeling running without any significant delays with full resolutiond an
high frame rates on standard computer hardware. In this work a 2Drkasge
finder and a 3D PMD camera are used as examples to validate the applicability
of this approach.

Distance i Transform to Calculate
G Preprocessing Construct e oo

Data Clssnseioats SDICR ety Coordinates Coordinates

Render
Loop

Camera

| Correction of Image Distortion Write to Texture Buffer
image

Figure 5.4: Process of three-dimensional modeling of two-dimenksiomege
data based on distance sensor data.

Figure 5.5 shows exemplary results of the implementation of this approach
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with a two dimensional laser range finder witR0° degree horizontal field of
view, a resolution ofi° degree and a camera with a horizontal field of view of
~ 68° degree and a resolution 640 x 480 pixels. The geometry (Figure 5.5a)
is calculated based on calibrated position and orientation information of #re las
range finder and camera, and the calibrated projection parameteesazrtiera.
Additionally, a virtual floor is added to the geometry based on the distariee da
of these sensors as it better represents three-dimensional typidabderrain

for mobile robots. This is in particular important when the robot is opereted
exocentric view (Figure 5.5b). Figure 5.5¢ shows the resulting autgdeaality
view when the viewpoint position of the interface is set to the virtual reptase
tion of the physical camera position and orientation.

(c) Augmented reality view.

Figure 5.5: Three-dimensional camera image modeling based on 2&8ncks
data from a Sick laser range finder. The full laser range data is vi-
sualized by the red band.
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The same approach can also be used for a distance sensor whigrglaliv
matrix of depth values. Figure 5.6 shows the exemplary results for a D
era with a resolution 0204 x 204 pixels, 40° horizontal and vertical field of
view, and the same network camera as for the setup with the laser radge fin
Here the integration time for the PMD camera is seb®0us. Distances are
corrected with calibrated projection parameters, distortion is compensated
no filtering is applied. Based on the received distance information andathe c
bration data, a geometry object can be calculated in various ways. IreFdgib
for each depth value a quad is calculated with the side length dependerd on th
actualz value of this depth pixel and the field of view of the PMD camera. Thus,
it looks like a closed surface from the cameras viewpoint. Figure 5.6dsthe
result of putting the texture on this geometry object. For this setup the field of
view of the PMD camerad()° degree) is smaller than the field of view of the
network cameras 68° degree). As a result image information might get lost in
the augmented reality view (Figure 5.6¢). Here, an additional billboard tivith
image in the background covering the entire field of view of the camerdean
used to avoid this (Figure 5.6f). Figure 5.6e shows the resulting augohezality
view with billboard. In this figure also the robustness of the camera imagke mo
eling approach presented here is obvious, as no transitions betweeatuilfal
textured depth image geometry are visible. Instead of the billboard alsbicam
tions with 3D modeled camera images from a laser range finder for thénmiss
areas of field of view would be applicable.

The results presented illustrate what is achievable with three-dimensional
modeling of the two-dimensional camera image based on distance skxiaor
The introduced approach has a lot of advantages for user interfiacesbot
teleoperation:

e Better spatial representation for the human operator of the remote envi-
ronment correlating distance and image information especially for any ex
ocentric viewpoint.

e Support of different viewpoint concept for navigation (egocenéxocen-
tric) and any other viewpoint while still having the augmented reality view
available.

e Support of a any field of view of the virtual camera, e.qg. if the field of
view of the camera is smaller than that of the laser range finder, the virtual
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(a) Distorted image. (b) Geometry calculated from PMD data.

(c) Augmented reality view. (d) Side view of 3D model.

(e) Augmented reality view with billboard.  (f) Top down view of 3D model with billboard.

Figure 5.6: Three-dimensional camera image modeling based ondkptfrom
a PMD CamCube.
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field of view can be extended such that the augmented reality registration
is still correct but nevertheless more distance information from the laser
range finder for instance is visible.

e Direct support of stereo display devices. As additional effect, aiquas
stereo image is achieved with the distance information without actually
having a stereo camera. Hereby less bandwidth on the communication
link and less computation power is necessary for the teleoperation system,
while having almost the same result as with a real stereo camera.

e Multiple usage of transmitted distance data.
e No loss of image resolution and/or information.

e Solution of augmented reality occlusion problem without further effort
(cf. Section 5.2.3).

e Dependent on mobile robot application - the concept enables to quickly
realize gravity referenced displays [215] [216].

Calculation of Texture Coordinates

Textures are quadratic images with a side length.qQf = 2™, such that for a
camera image as used for the examples with a resolutiéd®k 480 a texture
with side length;.., = 2'° = 1024 pixel is required. In order to achieve the re-
sults as described in the section before, a mathematical model is regiicd
enables to calculate texture coordinates for each of the vertices ofrathiese-
dimensional geometry. Usually texture coordinates are given as twtesterec-
tor (s, t) for each vertex of a geometry.denotes the horizontal position of the
texture coordinate normalized to a range frorto 1.0 and¢ the corresponding
normalized vertical position. The graphics APIs then use these coteditmal-
locate and interpolate the texture pixels to the surface of each primitive lgiang
of the geometry object. This affine texturing does not take into accoyrdegth
value of the vertices. Thus, for geometries with different z-valuesefdmple
Figure 5.7) affine texturing witlis, t) coordinates is not sufficient.

For such geometry affine texturing would in an undesirable result likd-&g
ure 5.8a. In order to avoid these effects perspective texturingifniré-5.8b) is
required which takes into account the z-values of the vertices. Fopgetige
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Figure 5.7: Projection quad with plane normal not parallel to camera ajésv

(a) Standard texture coordinates applied to geom-(b) Projective texture coordinates applied to ge-
etry in Figure 5.7. ometry in Figure 5.7.

Figure 5.8: Application of projective texture coordinates for correptaojection
of the camera image.

texturing four-element texture coordinatgst, r, ¢) have to be used. The addi-
tional r is only required for three-dimensional textures, and not requirecsand
to r = 0 for the work here as the camera image is two-dimensional.gTje-
rameter i) for affine texturing. For perspective texturing it is used to incorporate
the depth of the vertex in the texture mapping process. More details on-the ba
sics, the implementation, and the meaning of texture coordinates and the textu
interpolation can be found in the standard openGL references [2t7details
on the basics for projective texture coordinates are given in [218].

Based on the requirements and constraints of the graphic APIs andysie ph
cal fact of the sensor systems, the following equations can be derivedler
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to achieve the results shown in the section before. First the extrinsic ealibra
tion of the camera and the distance sensor are used to determine thertransf
mation Tsc in order to transfer each of the geometry’s veriewith coordi-
nates(zs;, ys,, s, , 1)T from the sensor coordinate frame to the camera coordi-
nate frame (Equation 5.1). These coordindtes, , yc,, zc,, 1)” are then trans-
formed with P, to texture coordinates based on the projection properties of the
camera (cf. intrinsic parameters Section 3.1.5) and the requirermanisxture
coordinategs;, t;, i, ¢;)T . Equation 5.2 gives the resulting mathematical trans-
formation which can be applied to any vertex of a geometry in the userangerf
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foas foy, ca, ¢y denote the intrinsic parameters of the camera in pixelandhe
side length of the entire texture image. As the texture buffer typically is atiadr
with a side-length o2™ due to technical limitations, the camera image in general
has smaller dimensions than the texture image. This needs to be consatered
texture coordinate calculation. However, if the actual camera image idstdr
the texture origin, the transformations given in Equation 5.2 alreadpperthe
necessary scaling and translations of the texture coordinates, sual fluather
processing is required here.

The described texture coordinate calculation enables a generic calcudétion
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texture coordinates of three-dimensional objects for the teleoperatemins
terface, such that also other objects besides distance geometries t=tulne
ized. These textured elements can be used to support the operatort@akzee
memory e.g. with textured grid/elevation maps or octree maps like deddribe
Section 3.4.2. For storage purposes an extension with tiling and condisig
rectifications of the texture elements might be needed as extension.

Image distortion correction

As most of the visual cameras introduce a distortion on the receivedeinaag
rectification of each image is required in order to achieve good augmezakty
overlays. A typical example for an distorted image is shown in Figure Sée-

tion 3.1.5 explains these distortion effects. Applying the normalizationfems

to each received image would be very time-consuming and inefficienttheo
proposed user interfaces here a look up table is calculated based astontash
parameters of the calibration results at system start, because distontionepa
ters in general do not change during runtime. This look up table allowseatdir
matching between distorted pixel coordinatesy, and normalized pixel coor-
dinatesr,,, y.. According to the distortion model given in Section 3.1.5 for each
normalized pixelz.,, v, displayed in the user interface the corresponding source
pixel indicesz 4, y4 from the distorted image can be determined and stored in the
look up table. Hereby, a computational very fast normalization is reali&ad
example result of this approach is shown in Figure 5.6e with the texturesimag

5.2.3 Occlusion Handling

Augmented reality or more general mixed reality user interfaces allow gettin
up integrated user interfaces, which can reduce the cognitive recgnteron

a human operator through minimization of mental transformation. Neslegs,
these interfaces are very sensitive to inaccuracies in the overlay. A prajdem

is the correct occlusion handling between real and virtual objects. $&theob-
lems are not adequately addressed by the user interface the humatoopeght
get confused and the advantages of the user interface, might becsigtiifire-
duced. An example for incorrect occlusion handling is shown in Figiee. 9 he
transport robot is superimposed on top of the right robotic manipul#taagh

it is actually located behind.
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In the context of this work two approaches are developed and investifyate
robotic applications which enable an accurate and correct occlusiattifgn

e Masking- Use knowledge about structures and available distance sensor
data to mask the virtual objects superimposed on the camera image.

¢ 3D image modeling Realize inherent occlusion handling through three-
dimensional modeling of the camera image.

Occlusion handling by masking. The masking approach has its strength in
scenarios where most of the objects are well defined and can bedd#iaké is
e.g. typically in industrial scenarios. Here, a correct occlusion hamtirknown
and tracked objects can be achieved based on this fact. The wholenengimb
can be modeled as a virtual model and machine data is used to continuously
update this virtual model. Figure 5.10a shows the virtual representatitire o
industrial demo setup in Figure 5.9a. This three-dimensional virtuakiraddhe
work environment can be rendered off-screen such that virtjattsbwhich do
not appear in the augmented reality interface are used to correctly rtizesk o
objects which should be superimposed on the camera image recewedHe
scene. In Figure 5.10b the virtual objects which are modeled and ttabkée
should not be superimposed are marked gray for illustration. Thgsetslare
rendered in a masking color (here: black) in order to create an deagelusion
mask of the virtual scenario (cf. Figure 5.10c). Finally, the rendeiréglal image
of the world is mixed based on this occlusion mask with the image captureé by th
camera providing the real-world image from the scene. In the examgieodack
pixel of Figure 5.10c is replaced by the corresponding pixel from tmaera
image, such that a augmented reality view with correct occlusion handlieg lik
in Figure 5.9c results. The masking approach in not limited to pre-defindd
tracked objects in the work environment. It can easily be extended im twde
incorporate additional information about the work environment. If aditamhal
depth sensor like a PMD camera is available, the depth information carelle us
to create supplementary masking structures. Hereby an occlusiofingacan
be achieved which also covers dynamic objects in the work environmichw
can not be modeled and tracked fully and easily (e.g. cables, hum#resrork
environment) .

The presented masking approach fits very well in scenarios (e.g. tele-
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(a) Distortion corrected image. (b) Augmented reality view (c) Augmented reality view with
without occlusion handling. correct occlusion handling.

Figure 5.9: Augmentation of camera image with no occlusion handling and o
clusion handling based on masking with known environment.

maintenance and tele-monitoring of industrial plants) where the location of
the cameras can be placed at locations providing a good view of the diesire
workspace and where the camera placement opportunities do not linpibthe
sible viewpoints for the human operator. Although it is limited to applications
where the viewpoint is fixed to the virtual representation of the physicaéca,

it provides very robust and very good results for these scenariosweithde-
fined environments. The application of the rendering capabilities of 3phiga
APIs allows for avoiding the application of additional specific occlusiordliag
algorithms.

(a) Virtual model of scene.  (b) Objects of the model not to (c) Masked virtual model for
superimpose marked gray. augmentation.

Figure 5.10: Masking with virtual model for occlusion handling.

Occlusion handling by 3D image modeling. For mobile robot teleoper-
ation the second approach is much more suitable which makes use ofdhe thr
dimensional modeling of the camera images based on the distance emeasts
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of the robots’ sensors (cf. Section 5.2.2). In such scenarios theamyironment
is in general very dynamic, unstructured, and most of the objectsrdmown
at the beginning of the mission. In addition localization in such applications and
hereby tracking for the augmented reality registration cannot be eaaliyee
at a comparable level like in industrial scenarios (e.g. the robot asetfor the
masking example provide sub-millimeter accuracy for the tool positiorjeH
the three-dimensional camera modeling based on distance data pra\sdés
able alternative as it provides implicitly occlusion handling.

A further and even more important advantage of this approach is, teat th
viewpoint inside the interface can be changed. For teleoperation sz&ftamo-
bile robots the ability to change the viewpoint can significantly improve situation
awareness, which is one of the major bottlenecks of remote operatiohaist
In addition, the visualization can be directly used together with a stereo display
in order to enable real three-dimensional visualization. Figure 5.1dasshn
example for correct occlusion handling with a camera image three-diomaally
modeled with depth data from PMD CamCube camera. The wrist of the Virtua
robot arm correctly disappears behind the shelf and the mobile file ¢abime
occlusion handling also works with the camera image modeled with the laser
range finder (Figure 5.11b), although it cannot provide the occlusimling
quality like the PMD camera setup for all scenarios due to its two-dimensional
scanning nature. Figure 5.11c shows the same scene as Figurdrbribldn ex-
ocentric viewpoint. It illustrates very well, that also with the changed viewtpoin
the occlusion handling stays valid and it is visible, that the virtual robot Bgtua
stands in the shelf.

(a) Image modeled with PMD (b) Image modeled with laser(c) Image modeled with laser
data (AR egocentric view). data (AR egocentric view). data (AR exocentric view).

Figure 5.11: Examples for dynamic occlusion handling based on déstsmsor
data from PMD camera and laser range finder.

160



5.3 Mixed Reality User Interface Approach

5.3 Mixed Reality User Interface Approach

5.3.1 Design and Characteristics

Typically the camera image is the major element of user interfaces fopteleo
eration. Camera images from the remote scene provide a realisticar{aen
and deliver a lot of spatially integrated information from the remote work-en
ronment of robots, but still require further elements for orientatiomk&aet al.
[219] evaluate the usefulness of video streams for a remote obgerverin-
taining spatial comprehension and tracking of the remote scenario validgte
the hypothesis that the use for a video stream without any other spatiedmeé
about the camera or movements is very difficult if not impossible This és ev
more the case if communication limitations are present, and cause droprouts
delays like it can typically occur in robot application scenarios. Thusygmen-
tation of the video stream with other spatial references and tracking iafam

is mandatory.

Here, mixed reality technologies can be used to enable user interfaggs wh
supplement camera images efficiently with additional information. In tase
camera images are not available or have low quality, e.g. due to bandwatth
lems, virtual environments based on map information and sensor datheca
used as fallback. Moreover, even if the images are available, the vistiaiof
normally non-visible sensor data, e.g. distance measurement, careaigdeo
images and enhance the information display as demanded for spatjaiedwm-
sion and tracking of the remote scenario.

The mixed reality user interface framework developed in this work footro
teleoperation enables and realizes the following key characteristics aindes:

One integrated, common world model

Data from various sources (e.g. entities’ positions, camera images ohsta-
cles, paths, a priori information, etc.) are modeled, and displayed toutman

in an integrated fashion. Real world elements represented by videmsterad
sensor data are combined with virtual elements into this common model. Virtua
objects are for instance built based on available map information, syredes
from sensor data, or faded in as extra information. All objects are ladaad
aligned according to their physical spatial relations and properties.ridepeon
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gathered information all elements in the model are maintained up to datbyler
correct spatial relations are kept, all available information is integrate3iD a
mixed reality world, and thus the requirements for mental rotations forttrean

is minimized. This integrated model can be applied to both considered ititgrac
roles in this work - supervisor as team coordinator and operator ofa.rob

Natural Visualizations

Natural visualizations for the human is a key issue for efficient operatian
robot. Objects which have geometric properties should be modeleddangor
to the representations to which the human is familiar with. On the other hand
cognition behaviors of the human can be used to give intuitive, artificidbgee

to the human operator. For instance if an object detected by a sensoown k
a priori is an obstacle in the current moving direction of the robot, thislghou
be intuitively visible to the human operator, e.g distance sensor data cesete
to superimpose correctly aligned virtual geometries to a camera imageh wh
visualize the limitations of the workspace in a certain area (cf. laser vistiatiza
as red band in Figure 5.5). Modeling of a 2D camera image as a 3D digjsed
on depth sensor data (cf. Figure 5.6d) can also support this mominaignition

of the remote environment.

Support Multiple Viewpoints

The current task and the current interaction role of the human have m#je
ence on the selection of optimal viewpoint and hereby the optimal system pe
formance. Thus, the operator is enabled to take over arbitrary vietgpaithe
integrated 3D world model. Still it is needed to provide standard viewpoigts (e
centric, exocentric, top-down) for the operated systems to the humaa usér
interface, to make these viewpoints easily accessible, and to enablesgmgset

of viewpoints. These elements give the human the possibility to undo vietvpoin
related actions, which is a significant design driver in HCI.

The integrated model considering spatial relations and projection pieper
and the support for multiple viewpoints also enables to use the user ierfac
in the whole spectrum of mixed reality, in particular also as augmented reality
user interface. It is even possible to move from an augmented realitytuiaw
augmented virtuality view during runtime by changing the viewpoint.
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Information Tracking

Different ways exist to enable the user to keep track of the informatidrtfam
remote situation, and to allow for the reduction of the usage of the short-term
memory of the human operator. For example, the human is suppor&id tBp-
resentation of the planned, driven paths and hereby can determinevitrage
of the area for exploration. A map as a global spatial reference fohelbther
elements is supported and can be realized in various ways. The op=ratadd
local snapshots to the model in order to build up his/her own history of fisdin
landmarks, and events. These might be camera images, distanogrenesists
(single or arrays), 3D-representations of camera images basestanag sensor
data, etc.. An additional component which is important to maintain the @werv
of the whole scenario, mission and to plan the further actions, is a smaliewe
map. This overview map should be attached and centered to a certainolerld
ject according to the current application and task. All different visutitina of
the scenario use equal or comparable representations (e.g. edoregy) of the
specific elements keeping to the concept of "visual momentum"” (SecBdb) 2

Novel Display Devices

Many new display technologies can be applied to the user interface fot rob
operation. The way of realization the user interface in this work enableske m
use of the capabilities of many of these devices. The concept fits wellaric
e.g. on stereo displays, head-mounted displays, and also on latgessa@o
projection systems. Also a transfer to handheld devices is easily possible.

Adapt to the human'’s interaction role

Dependent on the interaction role, the task, the mission scenario, anciladke
infrastructure different graphical user interface interfaces peoaidptimized so-
lution for robot operation or team coordination. The principles and cheriatic
suggested for the mixed reality user interfaces hold for all of theseasosrbut
with different adapted attributes in the final implementation. Details on thesneed
and challenges can be found in [20] and [16]. In the later sectionsetiffénple-
mented interface designs are introduced, which all based on the prbposed
reality concept. The realization of this approach is adapted according sxthe
tual scenario requirements, and the actual role of the human in the team. T
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roles are considered - a supervisor coordinating a team of robotaseeator
controlling a robot inside the team.

5.3.2 Framework for Mixed Reality User Interfaces
Approach and Architecture

The design of graphical user interface for HRI requires the ability tokdyutest
an idea, change the operated robot(s), or change the display deSigesntly,
no software framework for 3D-GUI development is available whichesowith
the specific requirements of robot teleoperation.

In the context of this thesis concepts and methodologies for a softveame{r
work are developed enabling a fast and easy development of mizéty neser
interfaces for mobile robot operation. The software framework tireeflects
the listed features in Section 5.3.1. A prototype of this software franehas
been implemented as library based on Java and Java3D and is alreasly in u
for different user interface implementations. The framework enablegiickly
create 3D user interfaces which can be classified anywhere inside tialityr
continuum (cf. Figure 5.1 and [197]), dependent on the applicatieas)ehe
team setup, system constraints like communication and the selected rabots. V
tual reality user interfaces e.g. in [23] for the applications in low-bantivedvi-
ronments like tele-laboratories [220] can be realized in the same manadndik
augmented reality and augmented virtuality interfaces presented in latiensec

Usually a high level of knowledge in 3D application programming interfaces
(API) is required to implement this kind of three-dimensional mixed reabgru
interfaces. The developed software framework enables a quicksatéhe im-
plementation of three-dimensional mixed reality user interfaces fort teleop-
eration. Especially for students it is advantageous, that with a smoothtentry
the topic, a quick visibility of results without limitation in extending the system
can be achieved. Hereby, they can quickly realize and evaluate intgrestn
interface systems. This could be validated by the usage of the framéovdeb
projects, and master/diploma thesis of students, who were able to quidldy bu
their own representation of the 3D user interface without any knowletig8b
programming API. The design of the software framework also allow#i®ex-
tension of defining the whole user interface as XML file, such that nat exal
programming knowledge is necessary.
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The central element of this framework is a data structure which remese
all objects (e.g. robots, sensors, cameras, maps, paths, larsyméikh should
be represented in the user interface. For each physical objects Hesbrneadel
is defined which holds all important properties and current data of thecob
(e.g. position/orientation, distance measurements, camera image, catesa
calibration parameters). These models are ordered in a tree datarstriscich
that the parent child relationship represents their physical relatiorfge ayrobot
with a laser and a camera, the robot model would be the parent nodéasére
and camera model would be the child nodes of the robot model). Thide=rthe
models to inherit spatial properties. In the example it results in the facif that
robot moves, the attached laser and camera move accordingly.

Connectorobjects provide the necessary interfaces to the real hardware and
additional information sources. They are initialized with connection paense
(e.g. IP addresses, serial/USB interfaces, ports) and allccateoller objects
dependent on their available data sourésdelscan be registered to thesen-
troller objects. Controller objects update the data fields of each registered model
according to the update received over the connector object. The wagnhec-
tor and controller objects interact enables to quickly adapt the user iteetda
new systems. If the same kind of information is provided by a new syste#yn o
the connector object need to be changed according to the new system.

View objects define the visual representation of data inside the user interface.
Two classes of view objects exists: world objects which are part of theratt
environment representation and overlay objects which always keehadtdo
the current viewpoint. The overlay objects are objects which shouldyalatay
in the field of view of the operator (e.g. battery status, overview nidpjlelscan
be registered to views. View objects are setup only with parameters cdngide
the concrete visualization (e.g. color, transparency, filename). TEve abject
retrieves all other necessary setup parameters directly from the oludet after
registration. Based on this data the virtual representation of the data isebgilt (
the intrinsic parameters of a camera model determine the projection ggdore
the camera image rendering). View objects register themselves to thistereg
models for update notification. If the data fields of a model are updatedddel
object sends a notification to each register view. On notification the viewtobjec
collects its required data from the model and updates the visual repatisarof
this information.
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Figure 5.12: Interaction architecture for the object classes of theiniszface
framework.

Thecoreobjects manage the whole user interface. The root model and hereby
the whole model tree is passed to the core object. Based on this modehdree a
the views attached to specific models, the whole scenegraph for the teséada
is setup automatically. For each world view of a model the default viewpoints
(egocentric, exocentric and top-down) are provided and the wholgeieivcon-
trol system is setup. Dependent on the selected display technologyratetirey
view parameters all Java3D related processes are initiated. Figureketthes
the relations between the different object classes.

The present software framework encapsulates a lot of implementdfanh e
to realize a mixed reality user interface for robot operation. It enablesdiace
the workflow to three basic steps (cf. Figure 5.13): provide the physpeial
properties and relations, and hereby define a tree of models; caheaoibdels
to the information sources; attach visual representations inside the teséade
to the models.

The software framework has been designed to be easily extensiblendw
els, views, connectors, and controllers can be implemented by extehdibgsic
classes which provide the entire functionality for the software framesvéxkot
of different display devices, sensors, robots and other informatiorces are al-
ready supported. Examples for supported display devices are sfandaitors,
all stereo system which use dual head capabilities of graphics hardveaizon-
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Define Models Attach Connectors Attach Views
Aea e HaaeE e Models are attached to controllers Views are registered to models and
representing operated system provided by connectors. receive notifications on
elements, workspace objects, and Connectors are the interfaces state updates. Views represent the
their physical relations, to real systems updating visual representations of models’
and properties. the models. information.
Physical Properties Interface, Connection Geometry, Representaion
and Relations Parameters of Objects

Figure 5.13: Workflow for realization of an graphical user interfadé the user
interface framework.

tal interlaced stereo displays, 2.5D stereo displagad distributed scenegraph
systems like the large scale stereo projection system utilized in following sec-
tions. Currently supported robots are Merlin robots (indoor and ou}d®io-

neer robots, and all other robots supported by the Player hardwanaetinn
layer[182]. The following sensor connector implementations are foanms al-
ready available: MJPEG Network cameras, PMD cameras, Swissr8R$900,

Sick LMS 200 laser range finder, Hokuyo laser range finder, sarass, and

all standards sensors supported by the player framework.

Multi robot systems capable simulation or emulation environments are-a use
ful and necessary tool for the user interface development in ordi fiost sys-
tem analysis reducing setup time. The presented software framewaodaty
provides the interfaces to two simulation frameworks - Player/Stage @i&2]
USARSIm [103],[104]. Player is a robot device server to realize makt or
sensor-network systems. Stage can be used together with Playermasiinca
late large populations of robots in a 2D environment. USARSIm is based on the
Unreal Tournament 2004 game engine. It is a general purposenditi-robot
simulator which provides basic physical properties of the robot andithe-s
lated environment which closely match the real implementation of the rohdts a
the real environment. In addition, it is also possible to simulate camera gmage
from cameras inside the simulation, which is large advantage for usefairger
development. Compared to Player/Stage USARSIm is only a simulation without
a device server and controller concept like Player. Figure 5.14 shawgical
environment simulated with USARSIm.

“http://www.business-sites.philips.com/3dsolutions/ (22020)
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Figure 5.14: Typical environment simulated with USARSIm.

Extension with distributed scenegraphs

The application (e.g. human team members share the same integrated wor
model) or a specific display technology (e.g. computer cluster basgecpion
systems) might require that a three-dimensional model is sharestrily be-
tween multiple devices. This requires a flexible framework, which prevate

line, synchronous updates of distributed dynamic three-dimensiond¢lsdn
order to enable the application of a multi-plane stereo projection for rgiot o
eration and coordination, we developed a software framework to realiie-
tributed scenegraph with Java and Java3D matching the requiremerstscfor
applications. In the following the basic principles are summarized. Detatlseon
developed framework for distributed scenegraphs can be foun@jn [2

The used multi-plane projection stereo system consists of three projection
walls, each with a width of 2 meters and a height of 1.6 meters which results
in a total projection screen of 6 m x 1.6 m. The three walls are arranged with
an angle of 135 degree in-between. For the projection six video projemtal a
cluster composed of standard PCs are used. The pictures for thgdefhd the
right eye are polarized orthogonal and displayed merged on the poniscreen.

The users have to wear special glasses with the same polarization filtepato s
rate the pictures for the left and right eye again and to gain the stered. 8ffe
glasses are light weighted and should not disturb the user in its actudfiggte
5.15 shows a set of examples GUIs realized on our stereo projecstemsy

The six projection cluster computers and an additional control computer
are connected to the same Ethernet network. The control workstatioides
the interfaces between remote systems and human on one side and &ie thre
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(a) GUI for coordination of human-robot teams during a
search and rescue mission.

(b) GUI for coordination and control of a simulated
multi-robot Mars-exploration mission.

(c) GUI for industrial monitoring and telemaintenance
application.

Figure 5.15: Implemented graphical mixed reality user interfaces ge lszale
stereo projection system.
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dimensional stereo projection on the other side. It manages changestimeh-
dimensional model and broadcasts these changes to the clients.sSam$actu-
ators could be directly connected to this computer or can be linked via amalxte
network.

The basic scenegraph content to be visualized is distributed over therketwo
on system start (not limiting that new objects can be added or removeelzdm-
munication in the visualization network utilizes a multicast connection, which
has several advantages over conventional point-to-point conngecieery PC
which should own the common scenegraph joins an IP multicast growgt. Th
way, the control PC does not require prior knowledge of how many achw
clients are used, as the router in the network manages the connection tree in
real-time. Moreover, the control PC needs to send every packet ang; as the
router takes care of replication and distribution to (multiple) receivers &h
fectively reduces traffic on the network. With these conditions fulfilled pitee
sented framework enables dynamic broadcast of updates (e.ateupflposi-
tions/orientations, viewpoint manipulations, node manipulations, sensbupga
dates, insertion/deletion of objects, execution of pre-defined methtuds far
the 3D visualization. Figure 5.16 gives and overview of the system setup.

Operation Center Networked
Projection PC Cluster in a Multicast Group SYStemS/TeamS

vYY VYV VYV

PC1  PC2 PC3 | PC4 PC5 | PC6 %
LR LR LR i

Left eye and Right eye image projectors for each wall

= Control PC ~
li Three sided CAVE stereo system Creates, distributes, and updates
the Java3D scenegraph inside

the multicast group

tecccccccccccns
Optional Multicast Connection

Control Inputs Data and Commands

Human Operator(s) External
Networks

Figure 5.16: Setup of three-sided projection screen for operatiorc@omiina-
tion of remote systems.

If changes in the 3D visualization are made, nodes in the underlying Dava3
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scenegraph have to be manipulated. However, multiple PCs are usbdad-

ing its own representation of the scenegraph. Thus, a direct maniputdttba
graph on every PC is not possible. That means each node has to kieéden

in a unique way. To achieve this, two hashmaps are used on each Pse. drlee
created at the start-up of the visualization process from the (alreadipdistt)
3D-Scene content and are updated, when objects are added oredkniach
node in the graph is assigned a unigue number, which is the same all ever th
network; one hashmap holds the nodes as keys, the other the nuBbeate
control PC can determine the number of the node to be manipulated bingnter
the pointer of that node in the first hashmap, while the clients in the network
can get back a pointer on that node by entering the correspondingenuifiiis
enables consistent identification and modification of nodes all over theretw

For updating of the visualized 3D scene, the control program broedcasr
the multicast network: This packet consists of a header, determiningetieed
operation, and the payload, i.e. all the necessary data to execute ¢natiop.

The latter consists in most cases of the number identifying the node in the-sce
graph to be manipulated and the data to be changed in that node. Hothever,
framework comprises a utility class to be used to broadcast updates, sttétds
the user from the technical details. Node manipulations can be broaditgste
method call with appropriate arguments.

In the context of this work we have developed a flexible framework f@r 3
models that allows updating the model online, supports interaction, and inte-
gration into existing systems as it is required for the proposed scenkries.
though the framework does not provide synchronous mechanisengsér does
not percept any asynchronism due to the applied multicast technoldgy eare-
ful selection of the hardware. In the presented approach a suakeasie-off is
taken between flexibility, light-weight and real synchronism.

5.4 Realization of User Interfaces

Based on the considerations of Chapter 2, and user tests the mixed rpality a
proach has been implemented in specific user interfaces for validatichel
following, first the team coordination interface is introduced. Afterwardtereo
augmented reality user interface for teleoperation of a single mobile i®poe-
sented. The mixed reality components of both interfaces have beenrfurta-
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grated to a generic mixed reality user interface. There the viewpointearoh
better adjusted by the user to the current needs and many user inedgawnts
have been further integrated to more natural representations for anhoper-
ator. This interface can be easily combined with the necessary 2D-dieimien
the team coordination user interface in order to enable also the superpear-
tion. The presented user studies give an insight in the needs and potéitiel
application of augmented reality technologies for remote operation tasks.

5.4.1 Team Coordination User Interface

In [18] we have analyzed the requirements for information display in tamte
coordinator (supervisor and operator role) and teammate (peer @arator
role) user interfaces based on literature and own experiments. Feoriasked
human-robot teams we used the following categories

e Situation/environmenbverview of complete environment and knowledge
of local environment of the team members.

¢ Entities/team memberactual status and capabilities of each entity, com-
prehension of the entities current behavior/mode and compreherfsion o
the relations in the team (e.g. sub-teams).

e Mission/tasksknowledge of the goal and the related task allocation, as
well as the workload and progress of each team member.

Based on this analysis we have developed a map centric mixed reality user in
terface dedicated to the team coordination task. It enables a human tostake o
the supervisor and to some extend the operator role. This user interftuartly
introduced in the following. Detailed information on the different developime
steps can be found in [21], [16], [19], [18], [15], [14], and [8Bigure 5.17 shows

a screenshot of the resulting mixed reality user interface. The nunndenackets

in the following text paragraphs correspond to the label numbers iné&Bai7.

Situation/environment. The main view for the environment is the integrated
3D model (1). Two other views of this model show an overview of the gete
scene from above (2) and a side view (3). The center field showsraamages
from the robots (4). The main view can be switched to different viewpoétitsve
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5 Graphical Mixed Reality User Interface

(overview and zoomed), entity-view (movable like a virtual robot) ancchtd

to the real entity (following the entities movement). The user can store view-
points and move back to these later. The environment model includemnhot
information about the building structure, but also task-related informasang.
exits or dangerous areas. Therefore, the model is not only a vieweamthiron-
ment, but also documents the situation of the team in the remote environment.
The information is arranged in layers, which are displayed in a treetgtau(s).

If new information was gathered in the environment the team membesutan
matically update the map or send a team message. The team message®sdre s
according to their priority into a table (6). The priorities are set accordirigego
task. Here, messages that concern human life are set to highe#yf{gay. de-
tected fires, victims), messages that concern the robots safety gennaibrity

(e.g. battery nearly empty) and messages for information only hawestquvior-

ity (e.g. an invalid waypoint). The supervisor can add new objects dicgpto

the team messages. He/she can also create 3D-labels (1a), whiclepande
information and can be used as a memory functions for later use ahfer team
members.

Entities/team members.  The pose of entities are visualized with avatars in
the 3D model of the environment, e.g. (1b) as well as their assigned sety-
points, e.g. (2a). The most important information of each team meisiseown
summarized (7): mode (waypoint or teleoperated), name, connesttiirs, bat-
tery status, and mobility. More details are given in the tabbed panes which ca
be opened on demand (7a). Currently there are panes for prafteesassigned
path, general information and the capabilities (sensors, equipmenialsfomc-
tions etc.).

Mission/tasks.  For this user interface, the overall task is exploration and se-
mantic mapping of a partly known environment, i.e. the main task of eaah tea
member is following a given set of waypoints autonomously and inforoub
detected fires, victims, dangers and obstacles. Maps generated witd 8l-A
gorithms might also be included but are not considered in the presexpied-e
ments. The 3D model changes the color of the underground, sucthéhttam
coordinator gets a good overview which area was investigated alrehidyfeB-
ture requires a relatively good self-localization of the robots; otherwiseght
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imply wrong assumptions to the coordinator. In cases, where the rofeotoa
able to localize themselves correctly, this feature should be switched tfeor
robot should transmit a probability for the correctness of the positioighndan

be color-coded. Each team member has a progress pane, which #foad-
vance in the waypoint following (7b). The pane shows if a robot is waitorg f
input, if it has stopped, or if it is following the waypoints. As it can be seen in
Figure 5.17, a hint is given what to do next and a related button is sHeavmex-
ample, if the robot has stopped, because it found a new object, amiztion text

is shown and a button allows the user to directly send a command to the robot
to continue on its old path. The extensive visualization of the progresddshou
give the user always best feedback about the robot’s currentisituavorkload,
and progress. This should support a reduction of the time, whereitheoetask
assigned. The general information tab keeps the most important iatiomof
each team member as a history, such that the team coordinator catortfisr
record.

5.4.2 Augmented Reality Operator User Interface

In the last section a user interface for team coordination has been iogdu
which focuses on the supervisor interaction role and on a high-levehtmpen-
teraction. Still many application scenarios require the direct or assistretam
of a robot as part of such a team at a remote workspace.

The augmented reality user interface has been mainly designed for khef tas
secure and fast navigation of a mobile robot in an unknown envirohcheing
an exploration and search task. The operator should be able to undeasic
memorize its local surrounding fast, detect obstacles, determine théanget
point, how to go there and immediately detect if the robot is approaching-a da
gerous situation. The basic idea for the implementation of the stereo AR user
interface is to support the operator of the mobile robot during missiotuéxs
with additional information from the real world correctly registered in thegema
such that the demand for mental rotations for the human operator isa@dline
integration of the additional information as virtual 3D elements in the cameraim
age should minimize the need for changing the user focus, which isszegds
typical user interfaces where the different displays and camera iaragdaced
side by side. Additionally, for a better depth impression and spatial utatheliag
of the remote environment, this user interface is realized for steredizsstian.
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Figure 5.18: Examples for display elements of the stereo augmentiyg usar
interface - top (from left to right): system status diagrams, HUD
orientation display, 2D map; bottom: 3D pitch-roll display, 3D map
and floor projection of compass rose.

The stereo augmented reality user interface here is a camera centrin-use
terface. A stereo video stream from a mobile robot is augmented witkattyrr
aligned virtual three-dimensional representations of sensor dataaddeom
the robot. This integrated stereo AR user-interface is present on adeate
projection system to the robot’s operator. The user interface elementd &an-
plemented in 3D and optimized for stereo view. These elements could bedlign
and displayed adjusted to the users needs. It is possible to change gosftion
the elements online and to hide single or all control elements. Figure 5dL.8 an
Figure 5.19 shows some example control elements, which can be sdfierctiee
interface.

The main component of the teleoperation interface is the stereo videdtieom
robot. It represents the work environment of the teleoperated maibletr This
stereo camera view is therefore the base element as backgroundAd® theer-
face. All other data presented to the operator are visualized as threesilimal
virtual objects. This information is integrated, and therefore correctjistered
and overlaid, into the stereo camera image.

The following exemplary information elements can be shown in an integrated
fashion in the user interface:
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Figure 5.19: Waypoint/planned path visualizations, distance refererares
highlighted obstacles (here: e.g. red barrels - cf.[221])

e Orientation (yaw angle) of the mobile robot
e Pitch and roll angle of the robot
e Status (e.g. battery, network link) of the robot

e Distance measurements from ultrasonic senors, correspondingsiblpos
obstacles in the sensor field of view of the robot

e Distance reference

e Planned path and waypoints and navigation support to reach the next way
point

e Maps as global frame of reference for the operator with robots’ectirr
positions

Waypoint systenThe interface includes a waypoint management system. The
user can plan a path by selecting waypoints in a 2D map. These waypants ar
then placed in the correct three-dimensional position in the field of vieweof th
robot. Additionally, the path connecting the waypoints and the distance to the
next waypoint is visualized. The yellow signs in Figure 5.19 represesttivay-
points. Waypoint "Alpha" for instance is the next planned waypoint.
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Orientation visualizationThe orientation of the robot as state element of the
robot can be visualized as classical display, as Head-Up Display (lél¢Djent
comparable to those in modern aircrafts and as compass rose prajectbd
floor in front of the robot (Figure 5.18). The compass displays alsaalize the
direction and the deviation to the direction to the next waypoint. The compass
element is mainly relevant for navigation purposes.

Artificial Horizons.The artificial horizon can be visualized as classical display,
as lines in the center of the screen comparable to HUDs of modern sraaf
a mobile robot model, and as a 3D visualization composed of two 3-sidgd Po
gons. These visualizations of the robot’s pitch and roll angle are mainlgriipt
for a safe teleoperation of the robot. They should help the user to pireeioss
of the robot by overturning.

Maps. As a frame of reference with respect to the environment a two-
dimensional (Figure 5.18 top right) and a three-dimensional map E&igur8
bottom center) have been implemented. They include a priori knowntsteyic
show the robot’s position and field of view, range sensor informationthed
planned waypoints/path.

Distance/Obstacle informatioi distance reference component is projected
on the floor in front of the robot (Figure 5.19 center, green lines dgitsyl This
should support distance estimations of the operator. The distance nereasiis
from the ultrasonic sensors are utilized to highlight obstacles (Figurergd 9
barrels) in the near surrounding of the robot.

Status information and warning$he network, battery status, and the current
velocity is presented to the user by bar charts (Figure 5.18 top left)luesa
reach critical states, e.g. proximity of obstacles or low battery, the sporeling
warnings are shown in the center of the interface.

Figure 5.20 shows the complete user interface with selected compoments o
the stereo projection system and the used mobile robot during tests. Jteensy
has been designed in a way that the user can fade in and out the diffessible
graphical components according to the current needs and owrrgeés. The
user can even fade out all the augmentations to have the full stereowitieoit
any occlusions.

Independent from the performance for solving the teleoperation tfaslspe-
cial aspects occurring when using AR and stereo techniques need tmsid-c
ered. The quality of the overlay of the virtual 3D elements with the cameras o
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Figure 5.20: The realized stereo AR user interface on the stereo{iwojsgstem
and the teleoperated mobile robot.

the quality of the registration of the virtual and real world, is correlated to the
performance of the overall system. The intrinsic parameters (projegimame-
ters of camera) and the extrinsic parameters (position/orientation refatiie
point of reference of the robot) need to be determined carefully. Eitsrike

the waypoint navigation system, where the positions of the 3D element®tre n
relative to the robot, need a good localization of the robot in the globalefram
of reference. When using a large scale stereo projection system, ib isrgisr-
tant to select the placement (especially the depth) for the differeniniseiace
elements carefully to avoid unpleasant effects (e.g. headache oféheamd dis-
turbance of the stereo effect. More details about this interface and fieeedif
elements is given in [17]. A summary of results of user studies is alsepted

in Section 5.4.4.

5.4.3 Generic Mixed Reality User Interface

The two presented user interfaces in the sections before represespéwific
locations in the virtual continuum. The team coordination interface is fatuse
on the model/map of the environment and can be seen as augmented virtua
ity interface. By contrast the stereo augmented reality interface is videdae

and allows for a an integrated spatially correct superposition of virtuaiesiés.
Drury et al. [80] found that their map-centric interface provide a bétteation
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and status awareness while their tested videocentric interface is maréveffa
providing a good surrounding and activities awareness.

The listed features of this further developed generic mixed reality framew
in this section allows to realize both, and to seamlessly switch between both
concepts. Hereby, it enables to combine the advantages of both t®ac®ap-
centric and video-centric interface. Although the focus of this section ihen
central 3D world component and its features, it can be easily integrated w
the important two dimensional elements for team coordination - the megsagin
system, the entities’ status overviews, and structured information lis&gcfion
5.4.1, and [14], [19]).

The graphical user interface is realized as generic mixed reality user inte
face. All objects and elements are spatially correct aligned in one thresndim
sional model representing all spatial relations, projections, and diorensf the
physical systems. Hereby, arbitrary viewpoints of the three-dimeakiepre-
sentation of the scene can be taken by the human operator, such thgpawf
augmented reality and augmented virtuality view can be realized. The itadgra
mixed reality user interface approach requires a careful calibratitireaklative
transformations, projections, and especially for the cameras a degeionirof
the intrinsic and extrinsic parameters. These parameters of the careetater-
mined by standard photogrammetic methods. This also allows for comkining
exocentric view with the spatial correct overlay of the real world carmaege
with computer generated representations of information and sensor data

Sensor data are fused into combined three-dimensional visualizatiordein o
to enable an increased natural perception and cognition. In the exgripjae-
mentation (Figure 5.21) of this interface information from available laasege
finders and cameras with overlapping field of view are combined to cereinus
terface element. Based on the calibration of the camera and the lasexntbeac
image is projected on a geometry build from the received distances ofse la
range finder according to the principles developed in Section 5.2. Fextduen-
tric viewpoint this enables an even better understanding of the remot®envir
ment and for egocentic AR view it enables a good occlusion handling oy
and real objects. The well calibrated three dimensional modeling of tfexetit
elements can also be seen when comparing Figure 5.21a and Figlioe Bazh
show exactly the same 3D model - only the viewpoint is changed. In Figdd
the calibrated position of the camera is chosen as viewpoint, such thatattor

180



5.4 Realization of User Interfaces

aligned augmented reality view results. From this viewpoint the deformdd an
projected camera image looks again like a typical two dimensional redeangu
image, although it is modeled three-dimensional based on the laserdatage
Another advantage of this modeling is, that the user interface can bénssed-
taneously on a 3D stereoscopic display in order to support a better degtpp
tion of the remote environment by the human operator. Here also a step#o
effect is achieved with the camera image due to the three-dimensionalinpd
based on range sensor distance information, although it is actually asgapio
camera image. When using this way of combined visualization of distartte an
image data, tests showed that the texturing should only be active on thsitten

of the realized geometry and from the backside the object should b@arams.

If the interface is not used in augmented reality view, standard texturiregevh
both sides of the geometry show the camera image causes confusiohtmrte
operator. This is due to the fact that with a non AR view, parts of the baekdid
the geometry might be visible. If this backside is textured with a image showing
the frontside of the object, it would lead to a wrong representation of thigipbje
because at this time nothing is known about the backside. Details on this way
of three-dimensional modeling the camera image with range sensoratatzec
found in Section 5.2 and [3]. Virtual models which exactly match the dimoess

of the real physical robots are used as avatars for the represemétienrobots
inside the interface. This could also be validated during the test runs \whexe
possible to operate the robot precisely through extremely narrowgessaly
based on the virtually modeled laser/camera data and the virtual refatisen

of the robot.

By default, for each of the modeled robots and sensors the viewpoiegis r
istered to a default viewpoint list. Thus, an immediate switching to any of these
default viewpoints including all egocentic and exocentric viewpoints is ddaila
on demand. To minimize the length of the action sequences needed byrtha hu
operator a set of default viewpoints for each modeled element of thHe vgaal-
ways on hand. These default viewpoints can be instantaneously eddasthe
operator by keys associated to this type of viewpoint: egocentric (viaw fhe
element’s origin), exocentric (view slightly behind and above elemeniggnr
and a top-down view on the element. Any of this viewpoints can be selected pe
manently or temporarily (as long as the associated key is pressed -iengdeas
[38]), can be modified, and again be reset to the default position. 8dtare to
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reset to a default viewpoint is very important, as for the human opesatting

a viewpoint to a certain position/orientation needs quite an effort, and nfiost o
the arbitrary changed viewpoints are only needed for a very shortTihigis in
accordance with the design rule that every action should be undoable [38

The natural cognition of the user interface for the human operator Eostgal
by various ways. The user interface is modeled three-dimensionaleasdh
world is three-dimensional. This can additionally be supported by stereo dis
play technologies. Research in cognitive science showed that deptheaye
through illumination, shadows, sharpness are a major componentdomrect
three-dimensional cognition of an environment. Thus, such depthareeslso
included in the user interface here, e.g. fog proportional to the distanttes
actual viewpoint. Hereby, like in natural environments the farer an olgethe
more it gets blurred.

The user interface provides the communication interface between hamaan
system. With the characteristics listed before mainly the feedback to thenhuma
is considered. But also the procedure of commanding and the inpigedawed
to be considered for the interface appropriate control inputs are estjiesides
standard devices like keyboard, mouse, and joystick also novel iepides like
the Wii Controlle? are supported. This input device based on acceleration mea-
surements proved to be a very natural and intuitive input device for kbepter-
ation task, and is very much appreciated by the users. If an additicedthdek
device for the human operator is desired, also a force-feedbadicjogsn be
used (cf. Chapter 4).

Figure 5.21a shows a screenshot of one implementation of the usdadeter
with a set of example user interface elements available. The nhumbeciels
in the following text paragraphs correspond to the label numbers iné-g@da.

Major element is the camera image projected on the three-dimensiomat geo
etry based on sensor data from a laser range finder (1). The laggr data is
additionally projected as red band (2) making use of the full field of viethef
laser range finder. An additional distance reference element (B)e=nan quan-
titative estimation of distances to objects. In combination with the robots’ avatar
these elements are primarily designed for robot’s surrounding aessen

Different types of maps can be visualized and faded in and out in thiénise
terface. In the example of Figure 5.21a a satellite image is used as basaf@D

Shttp://www.nintendo.de/ (22.02.2010)
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VP 5.00Vcam

wam {5)

Battery 11.4V

(a) Example elements for the generic mixed reality user interface.

(b) Augmented reality egocentric (c) Top-down view. (d) Side view.
view.

Figure 5.21: Screenshots of different views of the user interfaicéégrated
model.
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(floor in Figure 5.21) and a occupancy grid map is visualized as 3D{ivlap
cubes superimposed in Figure 5.21) in order to highlight previoustyrded ob-
stacles. An additional small tilted top-down view (4) attached to the driving di-
rection of the currently operated robot enables to maintain the overviesghbil,
mainly the location awareness can be supported.

Besides the system status information directly given by the integrated world
model, specific color coded status displays (5) allow for a good statuzaess
of the system. The actual color of the status elements directly indicates if the
status is good (green), not optimal (yellow), or critical (red).

The overall mission awareness can be supported e.g. by elementsbl@-a
coded 3D-path (6), 3D-labels (7), or labeled snapshots (8). The folthe 3D-
path can e.g. be used to indicate current progress on a plannedagiquigrath.
3D-labels or labeled snapshots can be used by the human operaton takzde
short-term memory through building his/her own geo-referenced listonter-
esting findings. In addition, a flashing point (7) can be used to highlidatiss
elements and hereby realize a component of the attention management.

The described set of interface elements of the prototype implementatian sh
how an optimized and spatially integrated user interface can be realized.

5.4.4 User Studies

The user interfaces shown in the previous sections evolved duringigamoaller
qualitative and larger detailed user studies. Details on published resultsecan
found in[17], [16], [19], [18] [15], [14]. In the following some dhe user studies
and results are presented which focus on the operator user interfaces

Stereo Augmented Reality

The observations and results of the user studies with the stereo augmeaitiyd
user interface (cf. Section 5.4.2) have had a major influence on tredogenent
of the other operator user interfaces. The objectives of these uskessiuere
to test the applicability and effectiveness of augmented reality, diffenamer-
imposed user interface elements, and a large scale stereo projectiem $ys
mobile robot teleoperation, and how these elements can influence theetgleop
tion performance as expected by theoretical consideration.
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Tasks. Two tasks were performed for these studies - a combined navigation
and exploration task and a navigation only task to test the superimposeal virtu
path. All test participants performed both tasks in separate test runisaahih

fill questionnaires. The robot is equipped with a stereo camera with dlfut
degree field of view, a standard web camera with about 36 degree fiidkeig a

3D compass, seven sonar range sensors, and a laptop mountedawmothd he
stereo projection system was the system described in Section 5.3.20kkere
wall with 100 inch diagonal was used. Three user interface confignsati@re
available: the augmented reality interface (cf. Figure 5.18) in mono tmdcs
version and a standard user interface with camera image, a 2D-visioslinha
map, and the heading of the robot. Before starting the test participarggyiven

time to get familiar with the user interface elements and the controls to operate
the robot while they were able to see the robot’s behavior.

Exploration. For the exploration task combining navigation and perception
a course with ten numbered gates was setup. Each test participantkedg@s
drive consecutively through these gates according to the numberbolimdaries
of the gates were placed at a distance such that it requires a certaiati@vig
effort from the operator to pass these gates without collision. In additierigst
participants were asked to find and identify specific objects alongside tleis gi
path. The found and identified objects should be marked in a given primagd
This task had to be performed with the three interface configurationsosidR,
mono AR, and standard. In order to reduce the influence of learniegtgfthree
different but comparable course setups were used and the ordkidn @ach test
participant had to perform the test runs with the different interface gorgtions
was altered equally distributed.

Virtual 3D Path.Objective of the virtual 3D path experiment, was to receive
subjective feedback by the test participants on the usability and effecBbF
path spatially correctly superimposed to the stereo camera image. diegedch
test participant operated the mobile robot along a superimposed vifuphth
with the interface in AR stereo configuration.

Metrics. The main element of the evaluation for this set of experiments are the
subjective, qualitative results. Thus, all test participants had to fill intoqures
naires after the test runs and observations during the test runs wgeslldg the
questionnaire people had to rate their attention to the different user irdesfac
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ements, their usefulness, the augmentation, the stereo perceptione apchtial
perception of the user interface. In addition, also parts of the expetsmeare
videotaped for later evaluation.

For the virtual 3D-Path test run no further performance values ves@ded.
For the exploration task again task-oriented metrics for the navigationemd p
ception task are used to measure the system performance. The followirigs
were used: task completed or not, time for task completion, collisions, eumb
of commands send by the operator, and the accuracy error of thetod@wn
into the printed map by the test participant. The accuracy error repisaberde-
viation of the position marked in the printed map from the correct positioneof th
identified object.

Test Participants.  The test participants were volunteers with an age between
21 and 31, mainly computer science students. During the test the partiipan
were in the room with the stereo projection wall without seeing or hearing the
robot. Furthermore, they were not allowed to see the robot’s envirohbafore

the test. However, the test participants knew the building before it wasugep
for the experiments (e.g. with obstacles, objects to find ...). All expariswere
performed with nine test participants - one third female, two third male.

Results and Discussion. All test participants completed the tasks success-
fully. Table 5.1 shows the mean and the standard deviation of the retpedfor-
mance values. The mean values for the time for task completion areiwg@tgrs

for all user interface configurations. Although the stereo AR mearbi& better
than that of the standard user interface there is no statistically significéet dif
ence according to an ANOVA test. The observations during the test hamgesl
some behaviors which are not directly visible from the pure values. Eantino
and stereo AR configuration the test participants had to approach thésolger
close in order to identify them. Some even had to approach objects multipke time
in order to see the objects from different perspectives before finalhghable to
identify it. For the standard user interface people could identify the objécts o
ten from a distance of some meters. This significant bias orginates meonty f
the fact that the AR user interfaces had a much lower resolution peeeléigid

of view (3.2-22¢L ) compared to the standard user interfa&é;g%). This

degree

problem in the design of the experiments was only identified after the completio
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of the test runs and analyzing the results. Nevertheless, it was niglaadhe
major results of this experiments lay in the observations, the subjectivggatin
the test participants, and the tendencies in the performance resultditioad
based on the results of these user studies much higher resolutionsdrious
all further developed user interfaces. For the collisions the averagderuof
collision for the AR configurations is more thd% lower than for the standard
configuration. The statitically significant difference can also be validatil w
a non parametric one-way ANOVA - the Kruskal Wallis Test. With a level of
significance 06% the Kruskal-Wallis test inidicates that the collisions with stan-
dard configuration are signifcantly less than those with mono AR configara
(p = 0.0125) and with stereo AR configuratiom & 0.0229). The means for the
number of issued commands by the operator are for both AR contigrasanore
than10% lower than for the standard configuration. Here again a bias exists due
to the different pixel resolution per degree field of view and thus therksdsre
statistcally significant difference. The mean accuracy error of th&edarbjects

in the printed map again is much lower for the AR configurations - 4pt.
The Kruskal-Wallis test indicates a significant difference between stdroda-
figuration and the mono AR configuratiopn & 0.0151) and between standard
configuration and the stereo AR configuratign-£€ 0.0041). The mean of the
stereo AR configuration is better than that of the mono AR. Still they are quite
close due to the fact that both configurations have the superimposeuceiséd-
erence, which proved to be a valueable element for good distance #stisna
and thus has been used and further improved in the successor udaceagécf.
Figure 5.21a).

Table 5.1: Performance results of exploration experiment - mearstamdiard
deviation (std).

Ul Configuration Time Collisions Commands Accuracy Error
[s] [count] [count] [em]
Stereo AR 363.9 (std: 84.8) 3.6 (std: 2.4)  500.2 (std: 144.7) 87.9 (stH)48.
Mono AR 388.4 (std: 57.4) 3.3 (std: 1.6)  486.0 (std: 143.2) 95.6 (st)27.
Standard 391.3 (std: 99.9) 6.2 (std: 2.4)  556.7 (std: 160.8)  158.1 (st@)55

In the second experiment performed by each of the test participafdisene
had to follow a virtual path defined with the waypoint system of the interface.
These virtual path and the waypoint symbols were augmented to the gideeo
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like e.g. in Figure 5.19. All test participants appreciated very much thisafia
navigation support. This is also visible from the questionnaire (Figureb}.22
Only two people did not give the highest grade for very helpful. Thexathges

of this element could also be validated in the sliding autonomy user studies in
Chapter 4.

Figure 5.22 shows the boxplots (red line: median; blue box: lower arftehig
quartile around median; red plus: outliers of maximum whisker rangéirhés
interquartile range) of the results from the questionnaire the test partisifised
after the two experiments.

One part of the questionnaire was related to the self-assessment of atten
tion/focus to specific elements by the test participants. Figure 5.22a shatvs
they drew major attention to the camera image, the depth perception due to the
stereo effect and the 2D-map. As expected all test participants ratedrtera
image as major feedback from the remote environment with high attentien. T
3D-map, the compass and the artificial horizon only received little atteriew.
test participants even declared that they ignored these elements completely
these results a further integration and realization of more natural cochbser
interface components was supported for the development of theiganieged
reality user interface.

The test participants were also asked how useful they rate the diffellent
ments of the user interface are. Figure 5.22b shows the results of thisf plae
questionnaire. Almost all elements were rated as useful or very hehsfpe-
cially the waypoint system. The only element which was rated quite low was the
obstacle high lightening with barrels. From the comments of the test partisipan
two reason could be derived. At first, this type of visualization hides tochnofi
the camera image though the barrels are partially transparent. Seaoodtyof
the test participants did not remember that they can fade out and in theediff
interface components. This obstacle high lightening was by design onlglthou
to be used and faded in, if required, e.g. when there are bad lighteaim-c
tions. This element has been completely changed in the generic mixed reality
user interface, and hereby significantly improved. The new obstadiédtiting,
and object distance to robot visualization with a red limiting band and/or a tex-
turized geometry based on the distance data, has been appreciateztynpnev
using this novel version of the interface as a very helpful tool for &ast safe
navigation. Another observation during the test runs was that the fdatadapt
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the user interface to the current needs during the fulfillment of the tasksod
utilized by the participants. This result is also considered in the generic mixed
reality user interface, all important changes (e.g. default viewpdints)e user
interface configuration can be directly accessed with one toggle keggberk
manently or temporarily (as long as the key is pressed) while keepinghalt ro
control functions operational.

In order to evaluate the technical implementation of the stereo AR user in-
terface, the test participants were asked to rate the recognizability ofibésro
position, their ability to orient in the environment, the registration between cam-
era image and virtual objects, the stereo perception, and the placefribiet o
elements. All these questions were in average answered with goodyoyaeal
grades (Figure 5.22c¢). This indicates that we were able to implemenh abéad-
ity stereo AR user interface. Two further principal questions were iftéree ef-
fect and the augmentation of the camera image are helpful (cf. Fige@d)$ Al-
though it is not visible from the performance results all test participates the
stereo effect as helpful or even very helpful. The augmentation isaswainly
rated as helpful.

In the final discussion with the test participants about the AR interface, they
stated that most desirable would be a higher resolution of the stereo video o
second high resolution camera with a small field of view to inspect certain re
gions of interest in the large stereo video. This was also considered iartherf
development of this stereo AR operator user interfaces. The geniegd neality
user interface framework supports high resolution camera imagesigittiram-
erates, and the use of multiple cameras in a integrated, calibrated faGiiian.
suggestions like a quick access to other viewpoints which were not avaitable
the tested version of the stereo AR interface have been also been indeigrate
the generic mixed reality user interface. The general opinion of the &estip
pants about the AR interface was that is suitable for this task. Derivingtheir
comments most of the test participants did not take consciously advaftdge
stereo presentation. The reason here might be that stereo view isl fiaituma:
mans and that the experiment scenarios were too easy to really takeagb/af
the direct depth impression. However, this is also a good indicator forlahe e
orate implementation of the stereo video and the overlay for the AR interface
because there were no disturbances for the test participants, repsrelieo. A
last question was which user interface configuration the test participamtdw
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Figure 5.22: User ratings and self-assessment results from guest®normal-
ized to a scale from 1 to 5.

chose for the teleoperation taski0% of the test participants prefered the stereo
configuration of the augmented reality user interface.

Technological Results. The implementation of such a stereo AR teleopera-
tion system is very challenging, because of the large amount of teclpaicah-
eters, which can significantly influence the system performance. Iotlog/fng
some findings of problems and solutions during the implementation of theoster
AR interface evaluated before are presented.

The first parameters to optimize are the background video characteristic
frame rate, resolution, and delay. With the given constraints (WLAN Wwadtt,
available computing power for compression on robot) from the setupedintte
of implementation of this version of the user interface, a stereo frameofate
more than 20 fps, a resolution of 320 x 240 (for the video, the projectian h
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1280x1024) could be reached. Stereo camera frame rates of les2Qhips
caused discomfort to some of the people who tested the interface. alieede
parameters turned out to be adequate for the navigation task. Nevssthittke-
tails in the environment shall be identified a higher resolution is desirablat, wh
has been implemented in the further developments of this user interface.

The accuracy of the camera calibration, i.e. the registration of the vishual
jects and the overlay, needs to be very high. The applied calibration nsettiod
Section 3.1.5) proved to be suitable.

The implementation of the AR interface as stereo system introduced further
challenges and requirements. Some of these requirements only eqh@dear
different test persons used the system. One example of these partigllgub-
jective requirements is the accuracy of the alignment of the two camedshe
While some users could compensate several pixels of deviation in theabertic
alignment of the two camera heads, others totally lost the stereo effemte-Th
fore, this deviation has also been measured in the calibration procegheand
corrected images are shown to the user. Moreover, it is difficult to egeclose
objects. Humans normally slightly adjust their line-of-sight for each eyped-
dent on the distance to the object he/she focuses on, but the paralkzlasaane
fixed with respect to each other. This is a limitation of the current setup as the
alignment cannot be adapted to the current distance to the focuset objec

Various problems which only occur when using the system in stereo could
be identified. For instance, using the HUD visualization of the artificial harizo
in the center of interface as it is common in HUD displays of aircrafts and in
mono interfaces, significantly disturbes the stereo impression of thatopand
is therefore not applicable in this type of stereo AR interface.

In addition, a function for the operator to adjust the brightness of the-back
ground stereo video to the environment conditions (e.g. contrast, lightal
remote control was implemented. This very helpful feature was a rebttie
already gained experience with this type of interface during the implememtatio
phase. It is now possible to adapt the brightness of the video and hdreby
contrast to the virtual elements to the current requirements and enérdgam
conditions.
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Comparing Augmented Reality and Augmented Virtuality

In order to validate the advantageous of the camera centric augmeatig re
(AR) user interface compared to the map-centric augmented virtuality (8&r
interface for the operator role the stereo augmented reality user irg¢cfaSec-
tion 5.4.2) is compared to a version of the team coordination user intefthc
Section 5.4.1). Therefore, during the user studies for the sterenemigd reality
user interface described in the section before, a test with the team catoodin
user interface focusing on a navigation and exploration task with a sinigte ro
was repeated with the stereo augmented reality interface. Thus, tesipaatsc
were different during the test runs, but the experimental task and setsicom-
parable. The objective of this test was to validate the hypothesis that tke ster
augmented reality interface performs better for the operator role thatedne
coordination interface as expected by design.

Tasks. The task for the test participants during the experiments was basically a
search task. They had to navigate through an limited area covered wititlgss

find certain objects, and to mark their position in a given map. All experisnen
were performed with a principal test setup as described in the sectiorebef
The test participants were volunteers, mainly students with different staick-
ground. The operators were located in a remote room without seeirepong

the robot. Furthermore, they were not allowed to see the robot’s emvéonbe-

fore the test. Part of the experiment was videotaped (operator aat) foblater
evaluation. Both experiments were performed with at least eight testipants.

Results and Discussion. As main performance indicator for this experi-
ment with the AR and the AV user interface the time until completion of the task
was taken. For the AV user interface the average completion timel@is
(100%) with a standard deviation &46.3, and for the AR user interface it was
464s (38.2%) with a standard deviation a0.5. The Kruskal-Wallis test verifies
that the results are statistically signifcantly differemt£ 0.0003) with a level of
significance leveb%. This significant difference in the completion time indicates
the expected better performance of the AR interface for an operatoadtits
role and leads to the assumption of a better local situational awarenetbe for
AR interface. The AV interface was designed to coordinate multiple robibis w
supervisory control and the focus in the design laid on global situatiovesiea

192



5.5 Predictive Mixed Reality Display

ness. A more detailed comparison on different mixed reality user ictsfean
be found in [16].

5.5 Predictive Mixed Reality Display

5.5.1 Predictive Concept

Three-dimensional, integrated user interfaces [17], [52] applyingdhieality
(MR) or augmented reality (AR) technologies proved their advantagepaed

to standard user interfaces where the elements are aligned side-bBsidill

you can typically either realize an exocentric viewpoint or an egocentge au
mented reality viewpoint at the same time in the same element. In addition, for
some teleoperation applications time delays can significantly disturb the human
operator performance, e.g. time delays in space robotics or timesdalaystem
setups with ad-hoc networks where always a certain time for re-rougagaito

be bridged. In space robotics one successful example to cope withothlem of
longer time-delays is the virtual reality predictive display which was intreduc

in the ROTEX project [222] and which proved to be advantageous. Aigtesl
virtual representation of a robot manipulator was used to operate &phys-
nipulator in space over a longer time delay.

With respect to the viewpoint in [223] augmented reality combined with an
exocentric viewpoint is realized for mobile robot teleoperation. The asiduag-
mented past images which are stored in a database during the robo&seray
with a virtual model at the current position of their tele-operated mobiletrob
The physical placement of the camera at the required position in ordehteve
this exocentric view would increase the size of the robot to an undesiriable s
With the system in [223] it is possible to gain this exocentric view without in-
creasing the robot size. Nevertheless, with their approach the autloses tioe
important live characteristic of the camera image received from that rbthere
is a change in the environment or if something unexpected happensatitistc
be recognized because the system presents only past images.

In the following the mixed reality user interface of the section before is ex-
tended to a short-term predictive mixed-reality display, which enables kéetac
both of these problems. The advantages of the exocentric viewpoictietgned
with the correct spatial alignment of all user interface elements at the Sara
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in an augmented reality user interface with a live camera image. In addition,
allows for a decoupling of the human control loop and direct teleoperbiam
and hereby bridging and hiding of short time delays from the user.

The presented work introduces an approach which enables to havielpatia
tant properties for the user interface - an augmented reality exocei@wcThe
concept makes use of the fact that nowadays a robotic system casigeet in
a way that it operates very robust autonomously in a limited workspaemdr
the robot. In this user interface the human operates a virtual robot ihafehe
physical real robot. The virtual robot is projected correctly aligned endéam-
era image from the physical robot, such that an exocentric view of tastgd
virtual robot and a correct AR user interface can be achieved. fiysqal robot
with its local autonomy including obstacle avoidance follows the virtual robot
with a certain distance. This can be implemented in two ways - time-based or
distance based. For the time-based approach a reference trajeqjeneisted
by commanding the virtual robot which is exactly followed by the physichbt
after a certain selectable time (cf. Figure 5.23a). For the distance-bppeoach
only a new goal position for the physical robot is defined by the virtubbto
The physical robot always moves to the virtual robot position if the distdre-
tween virtual and physical robot is above a certain threshold indepenéiéhe
trajectory of the virtual robot (cf. Figure 5.23b). By this approach lenan
operator always receives immediate feedback on his/her contrdisimpen if
the data from the robot is delayed. Nevertheless, he/she can alwessehe
robot based on the newest information from the remote environmeaddition,
wrong planned paths and movements can be canceled before exetugitmthe
predictive nature of the system and the the system gets more robust spttte
to delay in the complete teleoperation chain.

In the following the concept of the distance-based short-term predictige
interface is introduced in more detail, and why the distance-based appi®a
advantageous compared to the time-based approach. Details on theaigte-b
approach can be found in [4].

Timings

When designing a teleoperation system and its components the differerggimin
and delays in the system need to be considered. Figure 5.24 giveaeor
of a typical teleoperation setup. First of all there is a certain time for eztsos
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Figure 5.23: Schematic drawing of the predictive teleoperation approac

1 for data acquisition and pre-processinyt(;). Then there is a time which is
needed to communicate and to present the data to the human opéxatgr,

and finally there is a delay caused by the time a human needs to percept and
react to a certain presentation of informatiakt(). All these delays can cause
significant disturbances in the closed loop system with the human as cantrolle
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Figure 5.24: Teleoperation chain with most significant delays.

Thus, the proposed concept of a predictive mixed reality display entbie-
glect these delays up to a certain limit. As described before, the humastape
operates a virtual robot projected into the camera image which is retriexad
a physical robot with a certain delay. If the distance between virtualt rabd
physical robot exceeds a certain selectable limit, the physical robot@uatmusly
moves in direction of the virtual robot (cf. Figure 5.23b) as long as iskamuce
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is higher than the selected distance threshold. The local autonomy ofytbiegih
robot is designed in a way, that the robot can plan the path to reduce the dis
tance, that it can avoid obstacles autonomously, and that if the distanekews b
the threshold it always orients towards the virtual robot in order to keeglie
field of view of the camera. Figure 5.25 shows the timing of the differgstiesn
events at time. At time ¢ the (old) sensor data (e.g. camera image, position, dis-
tance measurements) from time- At is presented to the human. The human
generates through operation of the virtual robot a desired positiond@ttysical
robot fort + Ats, such that a total time difference between physical and virtual
operated robot oAty r = (Ats + At. +max tq;) results. Compared to our ap-
proach presented in [4] the physical robot no longer follows afteraglfibme the
virtual one exactly on its defined reference trajectory, but after ainatistance
and thus spatially. Hereby the prediction horizary and At r respectively is

no longer constant. Tests with the time-based approach proposed hojéd,
that following exactly a reference trajectory is sometimes confusing togée o
ator when he/she steers a lot, although the predictive approach wakedsll,

and was appreciated by the operators. In the time-based predictraaapgach
single correction step will be exactly followed by the physical robot aftertt¢h

tal delay of Aty 7, what caused this confusion. Thus, in the new distance-based
approach presented here, the predictive virtual robot and the physhmot are
timely decoupled to a certain extend.

At ¢

Aty =At,+AL: Aty
At; =At +At, At,
| | | |
| | | |
Time of Time of t Time of
image robot’s pose predicted
acquisition  acquisition scenario
Virtual position of Current Position of
physical robot time teleoperated virtual
(follower) robot (leader)

Figure 5.25: Timing of different system events for the predictive mivesdity
system.
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Setup

The different components and the data-flow in between the componertite

this extended approach are shown in Figure 5.26. On the mobile roboth lo
autonomy control system which works based on laser flaaad position data

p from the robot is implemented. The robot control system is able to steer the
mobile robot to a given waypoint with obstacle avoidance. The camemgeiia

the laser range finder dafa and the positiop are transmitted from the mobile
robot to the operator station with the user interface. At the operator station a
dynamic simulation model of the robot and the augmented reality interface a
realized. The user input$ to steer the robot (in the test setup a Wii Controller)
are processed by the implemented dynamic model of the robot. Fronrihenit
model a pos@(t + Ats) is calculated, which represents the position of the robot,
where the operator intends the robot to move to. This pdse- Ats) is then

send to the robot as new desired goal. All other previous goals are&leoed as
outdated by the robot, such that the robot heads and moves to the nelf thea

new goal is closer than a selected threshold distance the robot only toethés

new goal.
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Figure 5.26: Overview of dataflow and system setup for the user interfa

In addition, the pose(¢ + Ats) is also processed by the graphical user in-
terface. Together with the intrinsic and extrinsic calibration data, the integrate
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user interface visualization is generated based on the camera imtgevirtual
operated leader robdt R, at posep(t + Ats), the virtual representation of the
physical robol” R at posep(t— At1), and the virtual representation of the laser
datal. Details how the graphical component of this mixed reality user interface
is realized can be found in the following section.

For the implementation realized in the context of this work, a robot with skid
steering and a fixed mounted camera has been chosen. The kinematiaicas
of a robot of this type allow to turn the robot in place. Hereby, the physatzdt
is enabled to easily keep the virtual, predictive robot in the field of view of the
camera and laser range finder. Alternatives for the future are a panitifor the
camera and/or the laser on the robot or other robot configurations.

Graphical Realization

For the graphical user interface the generic mixed reality user intedfssibed
in Section 5.4.3 can be applied. Figure 5.27 shows the most importan¢eis
of the predictive mixed reality user interface from an exocentric viewtpfithe
physical robot. The red label (1) in the figure shows the avatar forelerobot,
and (2) the avatar of the operated virtual, predictive robot as wiregfram

Figure 5.28 gives two examples where the interface is used in egocaundyric
mented reality view. The calibrated systems enables to plan well aheaé a saf
way through a narrow passage (cf. Figure 5.28a). The humaatopean asses
easily if a robot is able to pass a narrow passage safely. The autorfoting o
physical robot will then take care to actually drive through this passafgys
Figure 5.28b is an example where the systems indicates a potential collésion b
tween virtual robot and the shelves in this scene.

Model of operated Virtual Robot

In order to enable a more natural behavior of the virtual robot, a dimexten-
sion [224] of the standard planar kinematic model of the robot is usesdahdard
kinematic model, y denote rectangular coordinates &dhe heading angle of
the vehicle in the plane defined by y. The control inputs are the velocity in
longitudinal direction and the angular turn rate. The dynamic extension of this
model is realized with the introduction of the speeds new state variable and
acceleratiorn as new input variable leading to the following extended system
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Battery 123V
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Figure 5.27: Graphical mixed reality user interface in exocentric viemthe
physical robot. Marked elements in the Figure: (1) avatar of the
real robot; (2) operated virtual robot; (3) visualized distances from
the laser range finder; (4) camera image projected on extruded laser
range data.

(a) Virtual robot, passing a narrow passage. (b) Virtual robot, showing a potential collision.

Figure 5.28: User interface with selected egocentric augmented reality vie
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model: Thus, the new state vectpand the new input vector can be defined as

&1 x
&2 Y it a
_ _ = = 5.3
=] & e,n{m}{w} )
&4 v

With the definition (Equation 5.3) the system can be written as:

£=f(&) +9(©)m, (5.4)
&a cos (€3) 0 0
- 54 sin (53) o 0 0
where f(¢) = ) and  g(©)=| o
0 1 0

This extended nonlinear model also enables an exact linearizationthsuehro-
bust multi-objective controller can be designed. This can potentially alsedx:
for the control of the physical robot. Details on this model an the cooredipg
controller design can be found in [224].

5.5.2 Discussion of Results

Tests of the user interface with different people have provided integefstad-
back and proved the potential of the concept. People had the impresseailyo
operate the virtual robot in the real world and did not think anymore tthau
real physical robot.

The advantage of the approach is, that the teleoperation control loopds-de
pled to a certain extend. This decoupling of the user input from directracfio
the robot makes the overall teleoperation control much more robastsgys-
tem delays and drop outs. The human operator directly sees the censeguwf
his/her control inputs and can even undo his/her commands as long\aguhé
operated robot is not farer away from the physical robot than thetseléhresh-
old for actuation. The trials with the system showed that it is possible to hide
short time-delays during the teleoperation control loop from the humaratgp.
In one set of test runs the predictive user interface was used fopeton
of a mobile robot in an ad-hoc network combined with an active traffipisiga
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Figure 5.29 shows the traffic profile of an exemplary test run. At §tance,
throughput reductions are visible and they are really present. Howt&eeob-
servations during the test runs showed, that the effects of reducee iqelity,
delays, communication drop outs, or bandwidth limitations were not direotly n
ticed by the user as the operation of the virtual leader robot is also pogsibie
out continuous connection. The local autonomy features on the rdkotctae
of moving the robot towards the virtual leader robot position while taking ca
of obstacle avoidance. Hereby, it allows to minimize the visibility of effects like
stagnant reaction of the user interface on user inputs due to the beb&eior
ad-hoc network. The observations of the operators during the testitim the
predictive approach showed the reduced visibility of the network effectthe
human, although the presence can be seen in the network analysissifivétie
the implemented prototype system for mobile robot teleoperation proveththa
approach is applicable and advantageous as expected and gavéevaisigihts
how the human operators use such interfaces.
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Figure 5.29: Exemplary traffic profile for operating a mobile robot witbdic-
tive user interface in an ad-hoc network.

Another result is, that for a good usability of the predictive user intedfaa
reliable short-time autonomy is a prerequisite to avoid confusion of the lfiser
this short-time autonomy is not robust enough or not behaving like theahum
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operator expects the robot to behave, people start trying to outfox tbecmy
instead of operating the virtual leader robot. This way, the operator triesae
the autonomy to do what he thinks being the best maneuver. As resulerfoe-p
mance of operating the robot is reduced. The tests during the deveibphese
have also shown that the implemented feature to reset the virtual ledmigisro
position just ahead to the virtual representation of the physical robotysime
portant. This feature is the most comfortable way to set the virtual leatiet r
back to a usable position in the field of view in case the virtual leader rob®t wa
"lost" somewhere on the map. "Loosing" the virtual leader robot caitydaap-
pen if the user moves the virtual leader much faster than the local auyoobm
the real robot is able to follow the virtual leader.

5.6 Summary

Remote operation and coordination of robots require a good awarehéss
local surrounding of the robots and the overall situation in the remotecemvir
ment. This needs to be considered when designing graphical useada®for
the application. Based on human-factors theory and continuous testsseith u
an integrated and user centered approach for graphical user ¢eteiig appli-
cation of mixed reality technologies is developed in this chapter.

The full range of the mixed reality is considered for the design of these us
interfaces. In order to enable high quality augmented reality views fat iy
eration, specific advanced technologies are developed, set upnalyded. Es-
pecially the concept to efficiently project live camera images on georatie
culated from any received live distance senor data from the robeide®signif-
icant advantages for the application of remote robot operation andication.

It allows for a better spatially integrated visualization of the remote envirohme
to the human operator. It directly supports the easy accessible usdiffent
viewpoint concepts (e.g. egocentric, exocentric, augmented realgyie ). In
addition, it can make full use of the advantages of stereo display dewities
out significant further effort, and efficiently uses the limited resoufoesemote
operation tasks.

Design guidelines have been developed during this work based on tliledleta
literature research and the results and experience gathered wherhagerop-
erated the robots with various interfaces. The developed design gugléine
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mixed reality graphical user interfaces are directly reflected to a saftiname-
work which enables a quick and easy setup and change of mixed readity us
interface. It also provides an easy access to people who are new tgptiis to

Different task and interaction role specific user interface realizatiools ey
iteratively during this work. A mixed reality team coordination interface is in-
troduced which has a three-dimensional model of the remote workozment
as central element. It meets the demands for information display forcthala
situation, environment, involved team members, task, and mission. Iticexld
an advanced information management, a messaging system, andisenaps
organized in layers are included.

As interface specifically for the operator interaction role an integratedcster
augmented reality is presented, where all user interface elementspeménsu
posed on the images provided by a stereo camera. The specific wersteied
out with the implemented augmented reality system validated the great potential
of the applied augmented reality techniques. These tests promise a gteat p
tial for taking advantage of the augmented reality user interface and itfispe
components in future interfaces.

Based on the various smaller qualitative and larger detailed user studies, th
specific implementations for the operator and supervisor interaction ede h
been further developed to a generic mixed reality user interface, wherkgew-
point can be adjusted much better to the current needs by the useraagdiser
interface elements have been further integrated to more natural eafatsns
for a human operator. The generic interfaces can be easily comtBrgpdo
display devices) or completely embedded into the team coordination irgerfac
as both interface approaches are built on the same principles. Thusbies
to have both, an optimized supervisor team coordination user interfaceran
demand an optimized operator user interface.

The way of spatially integrating the information in the generic user interface
has also enabled an extension to a new way of robot operation - a st
dictive mixed reality user interface combining exocentric view and auggden
reality features for robot operation. It allows to decouple the teleoperatio-
trol loop over the human operator. Due to the predictive nature of thdangran
reduction of visibility of network effects to the human operator, can bésetl
as the interface presents instantaneously feedback to the control iomiged
and spatially correctly aligned with the newest information from the remote en
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vironment. This way of operating the robot has also been very muateeipped
during the qualitative tests with different operators. The tests also shakstd

the reaction of the autonomy should match as close as possible the humans in
tention in order to reach maximum performance of the system. A veryigiog
application of this predictive display concept would also be the remotatiper

of robotic manipulators from remote as here the overall system is muecd mo
deterministic and the autonomy or in this case path planning and trackingcan b
much better adapted to the humans’ needs.
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6 Conclusions

With the progress in robotics research and technologies the human madein
face reaches more and more the status of being the major limiting facttirefor
overall system performance of a teleoperation system. This workrafsschow
mixed reality technologies can be applied in order to increase both, thallover
system performance, and the acceptance of the user interface inntetcof
robot teleoperation.

First, the specific human-robot interaction and the human factors thedre
background with respect to remote operation and coordination aresd/anlt
based on a detailed literature review which already incorporated owmiespe
with such systems. The relevant human factors are analyzed withctespa
task-oriented user interface design adapting to the interaction role of tharhu
to the robots. Based on the supervisory control model from Sheri@zinvwe
sketched a system model in order to allow an optimization of teleoperation fro
a system perspective. Hereby the full range of autonomy in teleoperatio
coordination of human-robot teams from direct teleoperation to fullreartty
with supervisory control is considered, and the major relevant optimizgio
rameters are identified. With this problem analysis background we desiget
of elementary demands and design goals for the user interface. Thd reixlity
technologies applied in this work match these demands and enhancerzerte
and acceptance of the user interface. The interface design is vehyinfluenced
by the actual task and the necessary interaction roles. This work fouastne
navigation, search, and exploration tasks and on the operator angisopeole.

In most cases the camera image is the major, central element of thiateser
face for teleoperation especially in mixed reality user interfaces. Netparfior-
mance parameters can significantly influence the experience of theacstmeam
by the human operator. In the exemplary scenario urban searchsmerit is not
possible to rely on infrastructure such that mobile ad-hoc networks ingpitad
with a team of robots and humans are very desirable. The presented amntellig
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traffic shaping approach enables to optimize the video traffic inside a nati-h
network of non-competing nodes for a more robust navigation oftsolvith a
mixed reality user interface. The introduced approach achieves a sttibitinf

the video frame rate and to keep the network link more robust througittied

of image quality. Hereby the required bandwidth is adapted dependéms car-
rent network load situation. It has been evaluated with real hardwaiééneaht
real-world scenarios. The approach works very well and it is postildtabilize

the framerate. The test users experienced much less networkmanfce reduc-
tion and additionally the visibility of the quality reduction in some frames was
very little.

3D-perception of the environment promises various advantageséoiinter-
faces dedicated to teleoperation of robots is natural, unstructured eménts.
In this context novel time-of-flight cameras like PMD cameras are tigegted
with this respect to the remote operation of robots. Time of flight camecasie
immediately a depth image of the captured scene. Specific issues of thatibra
filtering schemes, and the dynamic application oriented adaptation forraame
parameters are presented. By application of the developed method&aign
improvements of the three-dimensional perception can be achieveapplica-
tion example for user-centered mapping purposes is presented ausithiéity
is validated in a informative, qualitative user study.

Different ways exist to communicate the gathered knowledge of thetisobo
sensors to the human operator(s). A sliding autonomy concept is icddom-
bining force and visual augmented reality feedback. The force etdompo-
nent allows to render the robot's current navigation intention to the hupen o
ator. If the human is not overriding the currently rendered guidanee=$o the
robot navigates fully autonomous, such that a real sliding autonomy edtims
less transitions is achieved. The level of autonomy only depends on trentu
level of human intervention. The integrated graphical mixed reality uger-in
face allows the human operator to validate the robot’s current intenticad was
the sensor data. The sliding autonomy proved in user studies to be agh@usa
with increases of more than 20 % for the different performance peten The
user studies also confirm the reached high quality and robustness pétemsas
test participants very much appreciated the implemented assistanced$eatue
results are strong indicators that the application of the concept suppoasig-
nificantly higher situation awareness and common ground. An imporesnttr
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is also the additionally improved performance when further visual hirgse(h
superimposed 3D-path) about the systems intention are provided to rirenhu
operator in order to reach common ground between system and human.

The sliding autonomy concept was successfully validated with a two-
dimensional laser range finder as distance sensor. However theptaitows
for an easy extension with a three-dimensional range sensor like thedab
era for the application in three-dimensional, unstructured environmehituire.
If the concept would be adapted to other applications for instance the pitk a
place task or insertion tasks with a robot manipulator arm, also other fieede
back devices which enable a force-rendering with more degreesexddm can
easily be integrated.

The graphical user interface used for the sliding autonomy concepslam
the mixed reality approach for graphical user interfaces elaboratedsimek.
The way of spatially integrating information in the correct context allows 1o re
alize any kind of specific interfaces from the mixed reality continuum inclydin
high quality augmented reality views. This approach is supported by eiffele-
veloped, innovative technologies which make use of available informé&tom
the robots. An example is the realization of the live projection of two-dimeasio
camera images on geometries generated from robots’ distance sktadike
e.g. PMD cameras or laser-range finders. This delivers much raalistic and
natural representations of the remote scene and very much suppdritetirated
spatial understanding of the situation by the human operator. Furthertmisr
enables also an occlusion handling for the augmented reality view withaist a p
ori knowledge about the captured scene besides the proposed stitisiat
handling. The major characteristics of the mixed reality approach aretlglire-
flected in the developed mixed reality software framework. It providiesxible
and easy access to realize innovative mixed reality user interfacesippdris
different stereo devices which can be advantageous for remotatimpe(The dif-
ferent implementations of the mixed reality approach in graphical usefanes
specifically for the supervisor role and the operator are presenteelvahgated.
Based on the evaluations and experience with these interfaces the naked re
component has been further developed to a generic mixed reality tsdade
which further integrates information, provides more natural informatépre-
sentations, and an optimized viewpoint system for the users’ needs.

The generic mixed reality user interface enables a further extensioa t#l&:
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operation system to a short-term predictive mixed reality user interfaiti this
operation concept, it is for instance possible to have both an exocentri@wig

an augmented reality view, to reduce the visibility of system delays for the hu-
man operator, and to cancel wrongly given commands to a certainexXtefso
turned out that the matching of the autonomy component to the humanssplan
very important factor for the system setup. The qualitative experimeittstive
predictive mixed reality user interface validated the great potential ofekeld
oped interaction concept. Many other application areas exist where thisfwa
interaction with a short term predictive component might be very adgantzs.

It directly visualizes to the human operator the consequences of hisfnar in
commands in the correct environmental, spatial context. The remotatimpeof

a robot manipulator arm is one example where the available system infforma
enables a quick and high-quality implementation of such an approachogrhe
erator would command a virtual representation of the robot arm supesiedl

on the camera image from a camera mounted to the wrist or tool of the real,
physical robot arm. This allows for a very intuitive and precise condimanof

the robot without any actual risk resulting from the current applied canin

It also supports views in narrow operation scenarios of the tool, whictcaa
rently sometimes not even be achieved if the robot and the human aréonex
each other. Thus, the investigation of the application of the short-ternicpived
mixed-reality user interface in the robot manipulator arm scenarios wisikh
interesting topic for future research.

Future extensions to the predictive user interface would also be the degign
evaluation of predictive operation assistance systems. It is for inspmssble to
integrate an obstacle avoidance for the virtual operated robot in cotidpineth
distance measurement sensors on the physical, real robot. If iblpasslision
of the virtual robot is detected according to the range data, the execiitibe o
delayed commands can be stopped well in advance or the operatorehqudito
itly override such assistance systems if they are realized as operatidinigloc
systems.

In this monograph we showed how mixed reality technologies can be applied
in order to enhance robot teleoperation. Concepts, technologies;sane\forks
have been developed and evaluated which enable for novel uderezrap-
proaches to the design of mixed-reality user interface for the desdabkdrea.

The results enable to increase the performance of a teleoperation systgmn
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plying mixed reality technologies on the different levels of a teleoperatisn sy
tem. Both the technological requirements and the human factors arideausto
achieve a consistent system design. In addition, a lot of potential futtivitias

for very promising future applications could be elaborated. Future atjaic
areas of the results range from the exemplary application scenario selaach
and rescue, space robotics, advanced user interfaces for ogematirprogram-
ming industrial robot manipulators, to areas of service robotics. In itha af
service robotics a very interesting application area of the results wouldube in
itive support systems for elderly people. The mixed reality conceptstdd in
this work enable to support the elderly with spatially integrated and natugal us
interfaces e.g. for driving assistance systems on wheel-chairootess.
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