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Introduction

The nature of many dynamical systems is the interaction of various com-
ponents each of which is governed by dynamics admitting inputs from or
producing output for other components. The possible interaction is de-
scribed by a topological structure, which can be interpreted in a natural
way as a graph or network. This is in essence what is called a complex
system, although there is no rigorous definition [18]. In a kind of minimal
definition a system is called complex if

(i) it exhibits complications and heterogeneity that extend virtually on
all scales allowed by physical size of the system,

(ii) these features are spontaneous outcome of the interactions among
the many units of the system.

In recent years the complexity of logistics systems, such as manufacturing
or production networks as well as globally distributed supply chains, has
increased enormously.

The network approach to the analysis of supply chains has recently
attracted considerable attention, cf. [83].

Typical processes taking place in logistics networks are production, stor-
age and shipment of different commodities. Material, information and
monetary flows connect the facilities of a logistics network. The structure
of a logistics network is given by the connections between the individual
facilities. The performance analysis of logistics networks has been an ac-
tive research area with respect to different aspects in logistics networks.
There are different approaches in the literature to model such networks.
In general, the incorporation of the interconnection structure of the net-
work leads to coupled systems of equations describing the behavior of the
whole network. Often do these equations represent some kind of balance
equations.



2 Introduction

Some modeling approaches are based on conservation laws by means of
partial differential equations [1, 2]. Another modeling approach, inspired
by physics of interconnected oscillators, has been investigated in [50, 65,
64]. There, a supply chain is described as a physical transport problem,
where the flows of products are considered. But then, in logistics systems
especially stochastic influences have an important effect on the systems
behavior. For instance, the demand for products and the manufacturing
process are subject to randomize variations. Thus, to embrace such kind
of phenomenon one must count on stochastic processing networks.

Multiclass queueing networks

Multiclass queueing networks are an effective tool for modeling complex
manufacturing networks [58] as they reproduce two main features of such
systems. On the one hand, multiple product lines as well as highly reen-
trant routes through which products visit the machines can be modeled,
which is very important, for instance in the wafer-fabrication. On the other
hand, enable multiclass queueing networks to directly implement various
production policies. Popular examples are ’first-in-first out’, 'processor
sharing’ and ’priority’ disciplines.

A multiclass queueing networks consists of J stations that serve K
different classes of jobs or customers. The dynamics of the network can
be described by the following stochastic processes. The process Ej(t) de-
scribes the number of external arrivals in the time period [0, ¢]. The service
process Sk (t) reflects the number of possibly finished jobs of class k during
the first ¢ time units. For convenience we assume that each job class is
served exclusively at one station. The mapping c¢ from classes to stations
determines which job class is served at which station. The set of job classes
that are served at station j is denoted by C(j). After being served, the
jobs randomly either change their class or leave the network. The routing
process Réc (n) denotes the number of class ! jobs among the first n class
[ jobs that become jobs of class k after service completion. As each sta-
tion can serve various classes a policy determines in which order the jobs
are served. The mean values of the counting processes Ej, Si and le' are
denoted by ag, ur and Py, respectively, and all of them are supposed to
be finite. The allocation process Ty (t) denotes the total amount of time
that station c¢(k) has devoted on serving class k jobs. The initial amount
of class k jobs is Qx(0). So the evolution of the amount of class k jobs,
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denoted by Qg(-), is given by the following balance equation

K
Qx(t) = Qr(0) + Ex(t) + Y Ri(Si(Ti(1))) — Sk(Tk(t)).

=1

To obtain a complete description of the network dynamics further condi-
tions on ) and T that depend on the service discipline have to be taken
into account.

Despite all that possibilities to map reality in an appropriate fashion
a multiclass queueing network remains an approximation of a real system.
Hence, to be able to give insights for the real system, the crudest property
a model should have is to be stable. The capability to catch the random
changes bears the tough challenge of analyzing the stability of stochastic
processes. Roughly speaking, a multiclass queueing network is stable if its
long-run input rate equals its long-run output rate. In this context the
nominal workload p; (also called traffic intensity) of each station j is of
interest. To define the nominal workload we first describe the effective
arrival rate Ay of class k jobs defined as the solution of

K

A = ok + ZPlkAlv
=1

where the spectral radius of the transition matrix P is assumed to be
strictly less than one. The nominal workload p; of station j is then given
by the sum of the quotients of the effective arrival rates A\ and the service
rates uy over all job classes present at the station, i.e.

A
e 3

keo() HF

For a long period a common belief was that a sufficient condition for sta-
bility is that the nominal workload of every station is strictly less then
one. However, in 1990 Kumar and Seidman [56] presented a network with
two stations processing four classes of jobs which is unstable although the
nominal workload at each station is less than one. This example inspired
a number of examples with different service disciplines, like first-in-first-
out (FIFO) and priority, that have surprising properties. In the literature
they are known as the Lu-Kumar network, the Rybko-Stolyar network or
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the Bramson network, see e.g. [13], [17], [34] and [71], respectively. In re-
cent years further disciplines like maximum pressure and join-the-shortest-
queue have been investigated [33], [36].

Rybko and Stolyar [71], Stolyar [81], and Dai [28] pursued the strat-
egy of rescaling the stochastic processes that describe the dynamics of a
multiclass queueing network and considered the limit of the scaling. More
precisely, a fluid limit model is obtained through replacing the stochastic
processes by their mean values, i.e. as t — co almost surely we have that

1 1 1
ZEk(t) — ag, ;Sk(t) — Uk, %Rk(t) — Pp..

The corresponding balance equation for the limit takes the form

K

Qr(t) = Qr(0) + ot + Z Py (t) — pTi(t).
=1

Again there are additional conditions on @ and T that are specific to
the service discipline. This limit is called the fluid limit model for the
queueing network. Moreover, a totally deterministic model is given by the
set, of solutions to the latter balance equation and the additional equations
related to the discipline. Of course, deterministic models are much easier
to investigate. The great benefit of this approach is, that the stability of
the corresponding deterministic fluid model is sufficient for the stability of
a multiclass queueing network (28, 81]|. In addition, there are conditions
for instability of queueing networks in terms of their fluid limit model
[30, 60, 67]. A discussion of the relationship between queueing networks
and fluid models can be found in [17].

Due to this fact the question arises, under which conditions the deter-
ministic fluid networks are stable. A fluid model is called stable if the fluid
level process Q(-) with unit initial level is drained to zero in a uniform fi-
nite time 7 and remains zero beyond 7. Explicite stability conditions may
clearly depend on the particular discipline of the network.

The main focus of this thesis is on the Lyapunov theory for fluid net-
works. In addition, we always draw a comparison to the well established
Lyapunov theory for dynamical systems modeled by ordinary differential
equations.

Moreover, in any case it is of fundamental importance to keep in mind
that the multiclass queueing network and the fluid network are simply a
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model for a real system. Consequently, the behavior of the real system
might be quite different from the behavior of the model. There are many
reasons for possible discrepancies and in the systems theory literature they
are collectively referred to as model uncertainties. For instance, by observ-
ing a real manufacturing system over a certain time period one must be
quite lucky or experienced to determine the mean values of e.g. the service
times precisely. This means the mean value of the random variables might
be uncertain. The model which is chosen on the basis of a "best guess” will
be referred to as the nominal model. To handle the uncertainty a set of
parameterized systems is considered where the parameter vectors lie in a
given neighborhood around the parameters of the nominal model.

In this thesis we will also consider the robust stability issue for fluid
networks. In doing so, we seize up the consideration of the stability re-
gion of a fluid network defined by Dai [29]. Precisely, we will focus on a
quantitative theory for robust stability. That is, we aim to derive bounds
and quantitative information about shifts in the parameters of the fluid
network that lead to an unstable network. Following the catalog of Meyn
[68] our robustness analysis is based on perturbations of the arrival and
service times parameters. Since shifts of the routing parameters concerns
the flexibility of the network.

Existing results

In the stability analysis of fluid networks researchers have been able to
develop fairly sophisticated tools, such as Lyapunov functions, to analyze
the stability of fluid networks under various disciplines. Chen states neces-
sary and sufficient conditions for stability of general work-conserving fluid
networks [19]. Stability conditions for fluid networks under FIFO and pri-
ority discipline have been derived by Chen and Zhang, cf. [23] and [24],
respectively. Often the strategy to prove such conditions is to use Lya-
punov functions. In this context a locally Lipschitz function V : Rf — Ry
such that V(z) = 0 if and only if 2 = 0 is called a Lyapunov function if
there exists a constant € > 0 such that for each fluid level process Q(-) it
holds that
V() < —=

whenever Q(t) # 0 and the derivative of V(Q(t)) exists at time ¢. Within
this framework linear Lyapunov functions of the form

V(z)=h'z, r € RY,
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where h is some positive vector in Rf are used to establish a sufficient
condition for the stability of fluid network models under a priority discipline
[24]. The special case h = (1...1)T is used to show that a fluid model of
a re-entrant line operating under last-buffer-first-served (LBFS) discipline
is stable if the usual traffic condition p; < 1 is satisfied for all stations
7 [31]. The special case h = (1...1)T is also used to prove a stability
condition for fluid networks under the join-the-shortest-queue discipline
[33]. Ye and Chen investigated fluid networks under priority disciplines by
using piecewise linear Lyapunov functions of the form

Viz) = 121%}(}\{ tha:

for some nonnegative vectors hy, ..., hy, for details see [22]. This approach
yields a sharper stability condition for fluid networks under priority disci-
pline than in [24]|. Furthermore, in the verification of a stability condition
for fluid networks under general work-conserving disciplines a quadratic
Lyapunov function

V(z)=z"Ax

is used, where A is a strictly copositive matrix [19]. All this results have
in common that the existence of Lyapunov functions is used to establish
sufficiency of the proposed criteria.

In order to obtain a commonly known converse Lyapunov theorem for
fluid networks Ye and Chen followed a different, more general approach
[86]. They collected characteristic properties of fluid networks and defined
a generic fluid network (GFN) model ® as a set of functions @ : R — R
that are Lipschitz continuous and satisfy a scaling and shift property. In
addition, if the set of functions @ is closed with respect to the topology of
uniform convergence on compact sets, ® is called a closed GFN model. In
the work mentioned above, Ye and Chen proved that stability of a GFN
model is equivalent to the property that for every function Q(-) € ® a
functional v : Ry — Ry is decaying along Q(-). In particular, v can be
chosen as

o) = [ e

t

This result falls short of a converse Lyapunov theorem in that no state
dependent Lyapunov function is constructed. Rather in principle the whole
solution set has to be known in order to even define a Lyapunov functional.
The strength and basis of applicability of the classic second method of
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Lyapunov, however, is that it can be checked without the knowledge of
solutions, whether a given state-dependent function is indeed a Lyapunov
function.

Robust stability analysis has received a lot of attraction in mathemati-
cal systems theory over the last 15 years. The interested reader is referred
to the book Hinrichsen and Pritchard [53], and the references therein. The
fundamental idea of the quantitative approach to robust stability is based
on the introduction of a measure for the perturbations that is indicated by
a single real number, which is called the stability radius. More precisely,
given a nominal system and set of feasible perturbations the stability ra-
dius represents the smallest magnitude of a perturbation for which the
perturbed system is no longer stable. This is a sort of worst case measure
in the sense that there might be perturbations larger in magnitude than
the stability radius for which the perturbed system is stable. However, the
crucial point is that for any perturbation strictly smaller in magnitude the
system is definitely stable.

Contribution of the thesis

The contribution of this thesis consists mainly of deriving a reasonable
Lyapunov theory for GFN models. Further, we show that this result also
applies to fluid networks under general work-conserving, priority, and head-
of-the-line proportional processor sharing disciplines.

We define state-dependent Lyapunov functions for GFN models and
consider the following Lyapunov function candidate V' : Rf — R, defined
by

V(z) = sup { [ elas: @ e @00 - } .

Using counterexamples we emphasize that the class of (closed) GFN mod-
els is too general to provide a converse Lyapunov theorem with state-
dependent Lyapunov functions.

To resolve this gap we introduce the class of strict GFN models by
forcing the closed GFN models to satisfy additionally

(i) a concatenation property: If Q1(-),Q2(-) are trajectories of ® such
that Q1(t*) = Q2(t*) for some t* > 0, then Q1 o4 Q2(-) € &, where
)  t<t,

Y
Quor Qalt) = {QQ(t) t> 1.
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(ii) a lower semicontinuity property: For every initial fluid level = € Rf
it holds that the set-valued map x ~» {Q(:) € ® : Q(0) = x} is lower
semicontinuous.

Within this framework we show that the stability of a strict GFN model is
equivalently characterized by the existence of a state-dependent continuous
Lyapunov function. It will turn that the concatenation property is essential
for the existence of state-dependent Lyapunov functions, whereas the lower
semicontinuity gives the additional benefit of continuity of the Lyapunov
function.

Furthermore, inspired by results concerning smooth converse Lyapunov
theorems for differential inclusions, cf. [26, 82|, we will adapt the technique
of convoluting a continuous Lyapunov function with mollifiers to obtain
conditions on the strict GFN model that allow for a smooth converse Lya-
punov theorem.

Moreover, we use results from differential inclusions to show that gen-
eral work-conserving, priority, head-of-the-line proportional processor shar-
ing fluid networks define strict GFN models. In addition, we show that the
Lyapunov theory for fluid networks under the aforenamed disciplines allows
for an alternative proof that if the fluid network associated with a multi-
class queueing networks is stable and defines a strict GFN model then the
multiclass queueing network is stable. Also, we will explain why the ap-
proach of strict GFN models is not immediately applicable to FIFO fluid
networks. Moreover, we discuss the relation of fluid limit models to GFN
models.

Apart from the Lyapunov theory we adapt the framework of robust
stability analysis provided in [53] to the framework of fluid networks. Pre-
cisely, we aim to obtain bounds on the shifts of the mean values of the
interarrival and service times such that the stability of the associated fluid
network and, thus, of the multiclass queueing network is preserved.
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1 Preliminaries

In this thesis we are concerned with the stability theory of multiclass queue-
ing networks. In recent decades much effort has been devoted on this
starting from Jackson networks, Kelly networks and multiclass queueing
networks, see [17] and [21]. An extention to multiclass queueing networks
where setup times are incorporated has been obtained in [35]. However,
this is beyond the scope of this work. We stick to multiclass queueing
networks.

In this chapter we present the basic notations and results from proba-
bility theory that form the basis for the investigation of multiclass queueing
networks. In the first Section 1.1 we recall some fundamental vocabulary
and introduce the concept of stochastic processes and Markov processes,
respectively. Further, we provide a procedure to define a family of Markov
processes on a canonical space, namely the Skorokhod space of cadlag
functions. In Section 1.3 we will introduce briefly piecewise deterministic
processes and Borel right processes. The final Section 1.4 is devoted to the
theoretical framework of recurrence theory for Markov processes that forms
the foundation for the stability analysis of multiclass queueing networks.

1.1 Probability Theory

In this section we provide a sketch of the basic notations and some results
from probability theory which will be used in this thesis.

Let © be a set, called the basic space, that contains points w repre-
senting the possible realizations of some random phenomenon; events are
subsets of (2.

We denote an o-algebra in 2 by F and a measurable space is a pair
(Q,F). A probability measure on (Q,F) is denoted by P. The triple

11



12 Chapter 1  Preliminaries

(Q, F,P) is called a probability space. Further, a probability space (€2, F,P)
is called complete if A C B € F and P[B] = 0 imply that A € F and thus,
P[A] = 0. Two events A and B contained in the o-algebra F are called
independent if P[A N B] = P[A] - P[B]. The sub o-algebras G,G' C F are
called independent if G, G’ are independent for all G € G and G’ € G'.

For the Euclidean space (RY, ||-||) the o-algebra generated by the open
sets is called the Borel o-algebra and is denoted by B. A random variable
X with values in RY is a measureable function X : (Q,F) — (RV,B).
The expectation of X is denoted by E[X]. For G C F the conditional
expectation of X given G is denoted by E[ X |G]. In the following, when-
ever a random variable with values in R¥ is considered, we simply call it
a random variable. The random variables X, X, are called independent
if G; and G, are independent, where G; = X;l(B) for i = 1,2. A se-
quence (X, )nen of real valued random variables is called independent and
identically distributed (i.i.d.) if the elements are independent and have a
common distribution. We say a property holds almost surely (a.s.) on a
probability space (2, F,P) if it holds for every w € 2\ A, where A is a set
with probability zero, i.e. P[A] = 0. The following statement is called the
strong law of large numbers (SLLN).

Theorem 1.1.1 Let (X,)nen be an i.i.d. sequence of random variables
such that X7 is integrable. Then, a.s.

1
Jim, 5 2 X = B
Proof. See [25] Theorem 5.4.2. [ |

Moreover, a sequence (X, )nen of random variables is said to converge
a.s. to a random variable X if

lim P[||X, — X||=0]=1.
n—oo

Besides, (X, )nen is said to converge in distribution to X if for every
bounded continuous function f : RY — R it holds that

lim E[f(X,)] = E[f(X)].

n— oo

The subsequent statement contains conditions for the convergence of the
expectation of the random variables.
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Theorem 1.1.2 Suppose that (X, )nen and (Y, )nen are sequences of ran-
dom wvariables with values in R such that (Xp)nen and (Yy)nen converge
in distribution to X and Y, respectively, |X,| < Y, for alln € N, and
limy, o0 E[Y,] = E[Y]. Then,

lim E[X,]=E[X].

n—oo

Proof. See [43] Appendixes Theorem 1.2. [ ]

A collection of real-valued random variables {X;,7 € I} is said to be
uniformly integrable if

lim sup E[|X;| 1y x,|>c} ] = 0.

c— 00 el

Here, 114y denotes the indicator function of the set A. The following state-
ment considers the expectations corresponding to a uniformly integrable
sequence of random variables.

Proposition 1.1.3 Let (X, )nen be an uniformly integrable sequence of
random variables converging to X in distribution, then lim, . E[X,] =
E[X]. Conversely, if the X,, are integrable, converge to X in distribution,
and it holds that lim,,_,o E[|X,,|] = E[|X]], then the sequence (X, )nen is
uniformly integrable.

Proof. See [43] Appendixes Proposition 2.3. |

1.2 Markov processes

The description and analysis of multiclass queueing networks relies essen-
tially on the theory of Markov processes. This section is devoted to lay
the foundation. To this end, the material in this section is presented more
detailed.

Let (E,d) denote a complete separable metric space. Recall that a
metric space is called separable if it contains a countable dense set, i.e.
there is a sequence (z,)nen such that for every € X and for every € > 0
there is a m € N such that d(z,z,,) < e. The o-algebra generated by the
open sets with respect to the metric d is denoted by B(E). Also, we denote
by P(E) the set of probability measures defined on F.
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Definition 1.2.1 A stochastic process X with index set I C R and state
space (E,B(E)) defined on a probability space (Q, F,P) is a function defined
on I x Q with values in E such that X (t,-) : Q — E is a random variable
foralltel.

That is, {w : X(t,w) € A} € F for every A € B(E). For any fixed
w € Q, a function ¢t — X (t,w) is called a sample path or realization of the
stochastic process. In this thesis, we mostly consider stochastic processes
where the index set is given by I =R, :={t € R : t > 0}.

A collection {F;} := {F,t € Ry} of o-algebras of sets in F is called a
filtration if for s,t € Ry it holds that F; C Fiys. A filtration is said to be
right continuous if F; = ﬂ6>0 Fire. Further, a filtration is called complete
it (Q, F,P) is complete and {A € F : P[A] =0} C Fo.

Given a stochastic process X, the natural filtration F;X := o(X(s),s €
[0,t]) describes the information that is available to an observer of the
stochastic process up to time ¢. In addition, ;¥ is the smallest o-algebra
in F with respect to which the random variables {X(s),s € [0,t]} are
measureable. By definition it follows that

s<t=Fr CF~

So, (€, F{X,P) defines for each ¢t € R, a probability space that can be
completed by adjoining to F;X all subsets of null sets.

A tuple (2, F,{F:},P) is called a filtered probability space if (2, F,P)
is a probability space and {F;} is a filtration. A stochastic process X
is said to be adapted to a filtration {F;} if X(t) is an {F;}-measurable
random variable for each ¢t € R, . Moreover, a stochastic process is called
{Fi}-progressive if for each t € Ry the restriction of X to [0,¢] x Q is
measurable with respect to B([0,]) x F;.

Next, we look at a notion of equivalence for stochastic processes. To
this end, for 0 < t; < ... < t,, consider the probability measure P,, on
B(E) x ...x B(E) defined by

PonlA] = P[( X (t2),..., X (tm) ) € 4],
where A € B(E) x ... x B(E). Then,
(P :m>1,0<t1<...<tp} (1.1)

are called the finite-dimensional distributions of the stochastic process X.
For two stochastic processes X and Y, not necessarily defined on the same
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probability space, we say that Y is a wversion of X, or X and Y are equal
in distribution, if they have the same finite-dimensional distributions.

A stochastic process X with index set R; and values in R which is
adapted to a filtration {F;} such that E[|X (¢)|] < oo for all ¢ > 0 is called

(i) an {F;}-martingale if for all s,¢ > 0 we have that
E[X(t+s)|F] =X(t),
(ii) an {Fi}-submartingale if for all s,t > 0 we have that

E[X(t+s)|F] > X(t),

(ili) an {F;}-supermartingale if for all s,¢ > 0 we have that

E[ X (t+s)| F] < X(¢).

A stopping time T on a filtered probability space is a random variable
taking values in Ry U {oo} such that {T' <t} :={w e Q:T(w) <t} € F
for all t € Ry. Thus, given F; it is known whether T has happend by time
t or not. The following result is called optional sampling theorem.

Theorem 1.2.2 Let X be a right-continuous supermartingale of a filtra-
tion {F;} and suppose there exists an integrable random variable Y such
that X(t) > E[Y | F¢] for allt > 0. Let S, T be {F,}-stopping times such
that S < T a.s. and define X(T) =Y when T = oo, X(S) =Y when
S = oco. Then, the random variables X (S), X(T) are integrable, and a.s.
we have

E[X(T) | Fs] < X(S).

Proof. See [43] Chapter 2, Theorem 2.13. [ |

Now we turn the attention to Markov processes.
Definition 1.2.3 A stochastic process X is called a Markov process if
PX(t+s) € A|FX]|=P[X(t+5) € A| X(t)] (1.2)

for all s,t >0 and A € B(E).
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In the sequel, we consider the relation of Markov processes to tran-
sition functions. It will be shown that a transition function and an ini-
tial distribution uniquely determine a Markov process. A function P :
Ry x E x B(E) — [0,1] is called a time homogeneous transition function
if it satisfies the following conditions.

(i) For fixed ¢,z the function A — P(t,x, A) is a probability measure on

(B, B(E)).
(ii) For fixed t, A the function = — P(t, x, A) is E-measureable.
(iii) For all z, A it holds that P(0,z, A) = 1 4(x).

(iv) For all s,t > 0,2 € E and A € B(E) it holds that

Pls+t,2,4) = / P(s,y, A) P(t,z,dy).
A

Furthermore, P is called a transition function for a time homogeneous
Markov process X if

PIX(t+s) € A|FX] = P(s, X (1), A). (1.3)

Given a Markov process X, a probability measure Py € P(FE) is called an
initial distribution of X if Po[A] = P[X(0) € A] for all A € B(E).

To examine the uniqueness issue, we consider the finite-dimensional
distributions of X. Given a transition function P and an initial distri-
bution Py, the finite-dimensional distributions of the Markov process are
determined by

0) € Ao, X(t1) € Ay,..., X(tn) € 4, :=

/ / / n* n—1,Ln— 1;A )P(tn—l *tn—ann—dezn—l)"'
Ao JAx An-1

'P(tl, o, dCEl) dpo(iﬂo)
(1.4)

The subsequent theorem states that for any transition function P and
initial distribution Py there is a uniquely determined Markov process (up
to versions of it).
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Theorem 1.2.4 Let P be a time-homogeneous transition function and let
Py be a measure on E. Then there exists a Markov process X in E whose
finite-dimensional distributions are uniquely determined by (1.4).

Proof. See [43] Chapter 4, Theorem 1.1. ]

In particular, using the Dirac measure §,, defined for x € E by

5;c(A)5—{1 forx € A € B(E)

0 for x ¢ A € B(E), (1:5)

it is possible to construct a Markov process X = {X (¢),t > 0} with tran-
sition function P satisfying P[X(0) = z] = 1. In this context, a Markov
family is a collection

(Q, F, {F}, {X(1), t >0}, {Pa, x € E}), (1.6)

where (€2, F) is a measurable space, {F;} a filtration, and {X (¢), t € R} }
is a family of random variables with values in F satisfying the following
conditions:

(i) For each t the random variable X (t) is {F;}-measurable.

(ii) For each x € E the triple (Q2, F,P,) is a probability space such that
{X(t),t € Ry} is a Markov process on (2, F,P;) with transition
function P satisfying P,[X(0) = z] = 1.

The probability measures {P,, z € E} and the transition function P are
related as follows. For all (¢,z,A) € Ry x E x B(E) it holds that

P,[X(t) € A = P(t,z, A).

Further, in a Markov family only the probability measure P, depends on
the initial point « € E. Hence, the Markov property can also be expressed
by
PQ[X(t + S) cA | ]:s] = PZ[X(t) S A]‘z:X(s) .
A Markov family (Q,F,{F},{X(),t > 0},{P,,z € E}) is called strong
Markov if the Markov property (1.2) holds for every stopping time of the
o-algebra. That is, the collection (1.6) is called a strong Markov family if
X (t) is {F;}-progressive and
P.[X(t+T)e A|Fr]=P(t,X(T),A).

for all z € E, A € B(E), {F;}-stopping times T', and ¢t > 0.
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The Skorokhod Space D(R;, E)

In the following we show that it is possible to realize a Markov process
on a canonical space. To this end, we consider right continuous functions
having left limits. Based on the French translation “continue & droite,
limites & gauche” we refer to these functions as cadlag functions. A function
xRy — Eis called cadlag if for h > 0 it holds that

z(tT):=limz(t+h)=2(t) and z(t7):= lim x(t —h) exists.
h—0 h—0
The set of cadlag functions = : Ry — E is denoted by D(R4, E). The
set of cadlag functions D(R4, E) can be equipped with a metric d such
that it becomes a separable complete metric space provided that (E,d) is
complete and separable, see [43, Chapter 3, Proposition 5.6]. Here, we will
not introduce the metric explicitly that induces the so called Skorokhod
topology. As we are mostly concerned with convergence issues we define the
Skorokhod topology via their convergence characteristics. For this reason,
let Ko denote the set of continuous strictly increasing functions A : Ry —
R satistying A(0) = 0 and lim;_,oo A(t) = oo. The following definition of
the Skorokhod topology is based on Proposition 5.3 in Section 3.5 in [43].

Definition 1.2.5 A sequence (z,)nen in D(R4, E) is said to converge in
the Skorokhod topology to v € D(Ry, E), denoted by x,, —s x, if for each
T > 0 there is a sequence (Ap)nen i Koo such that

lim sup |[A\(t) =t/ =0 and lim sup d(z,(\.(t)),z(t)) =0.

n—oo tE[O,T] n—oo tE[O,T]

Proposition 1.2.6 If a sequence (., )nen in D(R4, E) converges to x €
DR, E) in the Skorokhod topology, it holds that

lim z,(t) = lim z,(t") = z(¢)

n—oo n—o0
for all points of continuity of x.
Proof. See [43] Chapter 3, Proposition 5.2. [ |

In the analysis of multiclass queueing networks the uniform convergence
on compact subsets (u.o.c.) plays an important role. In addition, for most
of the purposes it is sufficient to consider F = RY.
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Definition 1.2.7 A sequence (T)nen in D(R,,RY) is said to converge
uniformly on compact sets (u.o.c.) to x € D(Ry,RN) if for each T > 0 it
holds that

lim sup ||z,(t) —z(t)|| = 0.
n— oo te[0,T]

Here, we note that if a sequence (z,,)nen in D(Ry,RY) converges u.o.c.
it also converges in the Skorokhod topology. However, the converse is false
in general.

In the following we provide the background for the limit theorems that
are used in Chapter 2 and Chapter 5. Let (Q,F,P) and (Q,, Fp,P,) be
probability spaces and let X and X,, be stochastic processes with values
in D(Ry,RY) defined on (2, F,P) and (Q, F,,P,), respectively. We say
that X,, converges to X in distribution if for every bounded continuous
function f: D(R;,RY) — R it holds that

lim E,[f(X,)] = E[f(X)]
where E,, and E denote the expectation with respect to P,, and P, respec-
tively.

Theorem 1.2.8 Let X be a stochastic process and (X, )nen be a sequence
of stochastic processes with values in D(Ry,RY). Suppose that X,, con-
verges to X in distribution. Then, there exists a probability space (', F',P’)
on which versions of (Xp)nen and X, denoted by (X)) nen and X', re-
spectively, are defined such that X, converges almost surely to X' in the
Skorokhod topology, i.e. P'[X,, —s X]| =1.

Proof. See [43] Chapter 3 Theorem 1.8. [ ]

At the end of this section we consider two fundamental processes that
will be very useful for the examination of multiclass queueing networks. Let
(an)nen be an i.i.d. sequence of nonnegative real-valued random variables.
For t € R, let |t] denote the largest integer less than or equal to ¢. Further,
let

Lt
X(t) ::Zan for t > 1,
n=1
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and X(t) = 0 for all ¢ € [0,1). Moreover, we consider the associated
counting process

Y(t) =sup{s >0: X(s) <t}.

The following convergence result is commonly known as the functional
strong law of large numbers (FSLLN).

Theorem 1.2.9 Suppose that (ap)nen 18 an i.i.d. sequence of nonnegative
real-valued random variables with finite mean m > 0. Then, as n — o0
almost surely,

LX(nt) = mt u.o.c. and Ly(nt) - Lt woc

Proof. See [21] Theorem 5.10. [ ]

1.3 Piecewise Deterministic Processes

The essence of a piecewise deterministic process (PDP) is that its evolution
is deterministic despite of jumps occurring at random times. In this section
we provide a description for PDPs, which is taken from [38].

As an initial step let K be a countable set that indexes the jumps in
the state of the process and let n : K — N be a mapping that assigns the
dimensions of the corresponding state space of the deterministic evolution
between the jumps. Precisely, the deterministic motion of the process
under consideration is described by flows ¢, (t,§) with related state space
EY, where v € K, t € R expresses time, and ¢ € EV. We suppose that the
state space EY of the flow ¢, (-,€) is a subset of R™*). The union of all
spaces for the flows is denoted by

E'={r=(v,¢) :ve K¢ E}.

Further, for x = (v, &) € E° we define the boundary hitting time

to(x) == {inf{t >0 @u(t,€) € OB}

oo if no such time exists.

For z = (v,£) € E° let to () denote the life span of the flow p,(+,£). To
avoid a finite life span we assume that to.(x) = 0o if t.(x) = c0. To outline
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the state space we use the boundaries dE) := Eg \ EY of the spaces on
which the flows exist. We denote the subset of boundary points that are
attained by the flows by

OFEY = {2 € OEY : 2z = p,(£t,€) for some & € EY,t > 0},
ONE?=0"E2\ 0TEY,

=[] oEy.
veEK

The state space E is defined by

E:= ] EJUOEY.
veEK

Let A, be a Borel subset of E? U 9, EO, which exists since E0 U 9, E? is
a subset of the Euclidean space R™"), then the sets A = U, A, generate
a o-algebra on F which will be denoted by €. It is possible to endow E
with a metric d such that the Borel sets generated by d coincide with &£
and (F, &) is a Borel subset of complete separable metric space. The jump
mechanism is described by the jump rate A and the transition measure Q.
The jump rate is defined by a measurable mapping A : £ — R with the
following properties: For each = (v,£) € E there exists an e(z) > 0 such
that ¢ — A(v, @, (t,£)) is integrable on [0,e(x)). Moreover, let P(E) denote
the set of all probability measures on (E, £). A function @ : EUT* — P(E)
is called a transition measure if it satisfies

Q{z},z)=0 foreachz € E,
x— Q(A,x) is measurable for all A € &.

A collection of the latter yields the following definition of a piecewise de-
terministic process.

Definition 1.3.1 A process X defined on E is called a piecewise deter-
ministic process (PDP) if the following conditions are satisfied.

(i) For eachv € K, p,(t,€) is a continuous flow. The life span to(§) =
+oo whenever ty(x) = oco.

(it) The jump rate X : E — R, is a measurable function such that t —
AMu, oy (t,8)) is integrable on [0,e(x)) for some e(x) > 0, for each
r el
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(#91) The transition measure Q : EUT — P(E) is a measurable function
such that Q({x},x) =0 for each z € E.

(iv) E4[Ny] < oo for each (t,z) € Ry x E.

The content of the following result concerns the relation of PDPs and
Markov processes.

Theorem 1.3.2 Let X = {X(t), t > 0} be a PDP, then X is a homoge-
neous strong Markov process.

Proof. See [38] Theorem 25.5. [ |

Another common class of stochastic processes are Borel right processes.
The state space is a Lusin space, that is, a topological space which is
homeomorphic to a Borel subset of a compact metric space.

Definition 1.3.3 A stochastic process X = {X(t), t > 0} is called a Borel
right process if

(1) the state space E is a Lusin space,

(it) the transition function P(t,-,-) maps bounded measurable functions
to bounded measureable functions,

(#i1) the sample paths X (-,w) are right continuous,
(iv) the process is strong Markov.
Here, we note that a locally compact Hausdorff space with countable

base is a Lusin space, cf. [78, p. 370]. Finally, the last statement of this
section relates PDPs to Borel right processes.

Theorem 1.3.4 Let X = {X(t), t > 0} be a PDP then X is a Borel right
process.

Proof. See [38] Theorem 27.8. [ |
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1.4 Harris Recurrence

In this section we present the foundation for the stability analysis of multi-
class queueing networks. To this end, we consider a strong Markov process
X with values in a separable and locally compact metric space E. The
Borel o-algebra induced by the metric is denoted by B(F). Furthermore,
let P be the transition function associated with X such that for A € B(FE)
we have that P(t,z, A) = P,[X(t) € A], where = denotes the initial value.

A measure v on (E,B(E)) is called invariant for X if it is o-finite and
it holds that

v(A) = / P(t,z, A)v(dx)
E
for all A € B(E) and t > 0. For a set A € B(E) let
Ta:=1inf{t >0 : X(t) € A}

denote the first entrance time, and for 6 > 0 the first entrance time past
0 is given by 74(0) := inf{t > ¢ : X(¢t) € A}. By the Début Theorem,
cf. [78, Theorem A 5.1], the first entrance time defines a stopping time.
Furthermore, for A € B(FE) we consider the occupation time 14, describing
the number of visits by X to A, given by

nA ;:/ Lix(neay dt.
0

A Markov process X is called Harris recurrent if there exists a nontrivial
o-finite measure v such that whenever v(A) > 0 and A € B(FE) it holds
that

P.[na=00] =1

for all x € E. Based on this characterization an interpretation of Harris
recurrence is that sets with positive measure are visited infinitely often.
Getoor has shown that for Harris recurrent processes there is an unique
invariant measure (up to a constant multiple), see [47]. If the unique
invariant measure can be normalized to a probability measure, the Markov
process X is called positive Harris recurrent.

Next, we state a characterization of positive Harris recurrence that
is easier to apply. Suppose that a is probability measure on (0,00) and
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consider the Markov process X, with transition function
T,a,4) = [ Plta Aafcr),
0

where © € F and A € B(E). A probabilistic interpretation of X, is the
following: X, is the Markov process X sampled at time points drawn
successively according to the distribution a, or more precisely, at time
points of an independent renewal process with increment distribution a,
cf. [59]. Let p be some nontrivial measure on (E,B(E)). A nonempty set
A € B(E) is called petite if there is a nontrivial measure p on (E,B(E))
and a probability measure a on (0,00) such that the transition function
T, (z, B) of the sample process satisfies

T.(x,B) > u(B)

for all x € A and for all B € B(FE). A petite set A has the property that
each set B € B(FE) is equally accessible from all points x € A with respect
to the measure p. The following result contains conditions that will be very
useful for the Harris recurrence analysis of multiclass queueing networks.

Theorem 1.4.1 Let X be a Markov process.

(1) X is Harris recurrent if and only if there exists a closed petite set A
such that for all x € E it holds that

Py[ra < o0] = 1.

(2) If x is Harris recurrent. Then, X is positive Harris recurrent if and
only if there is a closed petite set A such that for some § > 0,

SEB]E;E[TA(é)] < 0. (1.7)

Proof. See [17] Section 4.5. [
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1.5 Notes and References

A detailed presentation of the first Section 1.1 can be found in many places.
For instance [10, 25] are good textbooks, just to mention two.

The main reference for the outline of stochastic processes and Markov
processes in Section 1.2 is the book of Ethier and Kurtz [43]. This reference
is a comprehensive collection of material related to Markov processes. But,
the version of the optional sampling theorem 1.2.2 stated here is due to [38].
This formulation of the optional sampling theorem for supermartingales is
appropriate for our purpose, see Section 5.3. In addition, a full description
of the Skorokhod space and its topology can be found in the books [11, 43].
Another acronym for cadlag functions is RCLL which is short for right
continuous left limits. The definition of uniform convergence on compact
sets used in this section is derived from [31]. Moreover, the formulation
of Skorokhod’s representation theorem as well as the short display of the
fundamental processes, including the functional law of large numbers, can
be found in the text book [21]. Also, we note that the notation K, for
the set of strictly increasing unbounded continuous functions differs from
[43]. In probability literature the set Ko, is usually denoted by A. We use
K+ for two reasons. On the hand, the letter A will be used in Chapter 3
with a different meaning. On the other hand, the notion K, is standard
in dynamical systems literature and we will use the similar notion K to
denote the set of functions with the same properties despite of the fact
that they are not necessarily unbounded.

The standard reference for piecewise deterministic processes is the text
book [38]. A comprehensive discussion of Borel right processes can be
found in Section 20 of [78]. The definition of a Borel right process here
differs from the one in [78]. It is taken from [17] and is based on Theorem
9.4 (i) in [47].

The short outline of Harris recurrence in Section 1.4 follows a collec-
tion given by Bramson in [17]. Harris recurrence has been introduced by
Harris for discrete time Markov chains [49]. Later, Harris recurrence for
continuous time Markov processes was first considered by Azéma, Kaplan-
Dulfo and Revuz [6]. A full description of (positive) Harris recurrence for
Markov chains can be found in [59, 61]. The papers [62, 63] extended the
results to Markov processes and contain so called Foster-Lyapunov criteria
for positive Harris recurrence. We present a Foster-Lyapunov theorem in
Setion 5.3. Another useful sufficient condition for a Markov process being
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positive Harris recurrent was given by Dai in [28]. In the following chap-
ter we present a special type of stochastic processing networks, namely we
investigate multiclass queueing networks. In particular, we turn our atten-
tion to a technique, called fluid approximation, to obtain a deterministic
criterion to conclude that a multiclass queueing network is positive Harris
recurrent.



2 Multiclass Queueing Networks

In this chapter we lay the conceptual foundation for the remainder of this
thesis. The main topic in this thesis is the stability analysis of fluid net-
works. In this chapter we recapitulate that, based on the remarkable results
developed by Rybko, Stolyar and Dai, see [71, 81] and [28], respectively, the
stability analysis of fluid networks is a powerful tool for the investigation
of positive Harris recurrence of multiclass queueing networks.

To this end, we provide a description of multiclass queueing networks,
the underlying Markov process, and the dynamic equations of multiclass
queueing networks which stems from [17] and [28]. Moreover, we discuss an
approach to reduce the stability problem of a multiclass queueing networks
to the examination of the stability of a purely deterministic network, called
the associated fluid network. In addition, we collect known properties of
the associated fluid network that will play an important role throughout
this thesis.

Section 2.1 starts with the basic notation of multiclass queueing net-
works and the standing assumptions are stated. Afterwards, the state
space and several queueing disciplines are described, e.g. first-in-first-out
(FIFO), priority, and processor sharing disciplines. The state space is a
separable and locally compact metric space. That is, the Harris recurrence
theory from Section 1.4 applies.

In Section 2.2 we present the underlying Markov process that is de-
fined by a multiclass queueing network. Furthermore, it is outlined that
the Markov process defines a piecewisewise deterministic process. In par-
ticular, the process is a Borel right process and satisfies the strong Markov
property.

In Section 2.3 we turn our attention to a description of the evolution
of multiclass queueing networks which is based on a set of equations, com-
monly known as the basic queueing network equations. For instance, the

27
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evolution of the queue length can be modelled by a balance equation that
depends on counting processes and a process which describes the particular
service discipline. It turns out that the basic queueing network equations
embrace four equations which are complemented by further conditions spe-
cific to the discipline.

The final Section 2.4 is dedicated to the characteristics of the processes
that appear in the basic queueing network equations. In particular, we
regard the behavior of the primitive cumulatives under taking limits of a
sequence of rescaled versions of it. Moreover, the relation of the obtained
limits and the basic queueing network equations is considered. The great
benefit of this technique is that it enables us to conclude stability of the
stochastic multiclass queueing network by investigating an associated fluid
network, which is a continuous and deterministic model.

2.1 Model Description

Typically a multiclass queueing network consists of objects, for instance
jobs or customers, that are waiting for service in buffers in front of diverse
stations. After service completion, a served job either moves to another
buffer at some further station or leaves the network.

A multiclass queueing network consists of J service stations and K
classes of customers. The interarrival times for customers of class k €
{1,...K} are given by positive random variables a;(n), with n =1,2,3, ...,
and the service times of class k customers are given by positive random
variables sg(n), with n = 1,2,3.... Each customer class is exclusively
served at a certain station. The many-to-one mapping ¢ : {1,..., K} —
{1,...,J} determines which customer class is served at which station. The
corresponding J x K matrix C, called the constituency matriz, is defined

by
1 if ¢(k) = 7,
Cip =
ik {O else.

For station j € {1, ..., J}, the set

CG) =1k e {1,.. K} : c(k) = j}

is the collection of all customer classes that are served at the station j.
After a class k customer received service at the station c(k) its routing
is given by a K dimensional Bernoulli random variable ¢*. To be precise,
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each component of ¢*(n) is either 0 or 1, but the entry 1 appears at most
once. Let e, denote the kth standard basis vector for R¥. Then, the nth
served class k customer at station c¢(k) becomes a class [ customer after
service completion if ¢*(n) = e;, and the customer leaves the network if

#¥(n) = 0.

Remark 2.1.1 For some customer class k the interarrival time may be
ar(n) = oo for all n. Then, the exogenous arrival process is null. The
corresponding notation is the following

E={ke{l,...K}:ar(n) <oo,n>1}.
Further, the buffer at each station is assumed to have infinite capacity.

Throughout this thesis we pose the following general assumptions on
the interarrival and the service times. To this end, a distribution v of the
interarrival times is called unbounded if for each class k € £ and for all
t > 0 it holds that

P,lag(1) > t] := /00 ar(l)r(ds) > 0.

Unboundedness expresses that arbitrarily large interarrival times appear
with positive probability. Moreover, the distribution of the interarrival
times of customer class k € £ is said to spread out if there exists some
Iy € {1,2,3,...} and some nonnegative function ¢, : Ry — Ry with
Jo~ ar(s)ds > 0 such that for all 0 < a < b,

lr b
P, lZak(i)e[a,b]] > / gk (s) ds.

Before summarizing the standing assumptions, we recall that the spectral
radius of a matrix M € REXK is defined by o(M) := sup{|)\| |3z € RE :
Az = Az}

Assumptions 2.1.2

(1) The sequences ay,...,arx, 81, ..., 5k and ', ..., ¢ are identically and
independently distributed and mutually independent.
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(2) The first moments satisfy
ay :=Elap(1)]7 < oo, for k€&,
pr = E[sx(1)]7! < o0, for ke {1,..,K},
P.:=E[¢*(1)] >0, for ke{l,. K},

and the spectral radius of the matriz P = (Py ... Px) is strictly less
than one.

(3) The distributions of the interarrival times are unbounded and spread
out.

Throughout the thesis we refer to the triple (a, s, ¢) as the primitive
increments of the multiclass queueing network. The Ith component of the
parameter P, of the Bernoulli routing ¢* reflects the probability that a
class k customer becomes a class [ customer. Hence,

K
1= Pu
=1

represents the probability that a class k& customer is leaving the network
after service completion. Since the transition matrix P = (Py;) is assumed
to have spectral radius strictly less than one the Neumann series converges,
ie.
(I+P+P*+.)T=(1-P")!

exists. As a consequence, almost surely every customer visits only finitely
many stations before leaving the network. In open multiclass queueing
networks the effective arrival rate Ay of class k customers is given by

K

Ak = o + Z-Plk Al
=1

Since the spectral radius of P is strictly less than one, the vector form of
the effective arrival rate is

A=(T-P"H ta.

Further, using M = diag (1, ..., i ), the nominal workload of the stations
per time unit is represented by the J-dimensional vector

p=CM "\ (2.1)
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State Space

In this thesis we restrict ourselves to head-of-the-line (HL) queueing net-
works. The term HL indicates that within each class the customers are
served in First-In-First-Out (FIFO) order. The evolution of the HL mul-
ticlass queueing network will be described by a stochastic process X =
{X(t), t > 0} and its corresponding state space is denoted by (X, B(X)),
where

X={z:z=(y,2) = ((k,w),u,v),2) € (ZxR)>® x REI x RE x RE}
(2.2)

and X is endowed a metric d. Here (Z x R)* denotes the set of finitely
terminated sequences taking values in Z x R, and B(X) denotes the stan-
dard Borel g-algebra of X induced by the metric d. Before introducing the
metric, we consider the state space X itsself. The meaning of each of its
components are the following.

(k,w) € (Z x R)>* : The global order of the customers in the network is
given by the pair of sequences (k, w) = ((k1,w1), (k2,wa), ..., (ki, w;)).
The first entry k; € {1, ..., K} denotes the current class of the ith cus-
tomer and the second entry w; > 0 reflects the elapsed time since the
customer 7 entered the class k;. The order of elements (k;, w;) in the
sequence (k,w) is defined by the property that it is descending in w;.
That is, within each class the customer with largest second compo-
nent represents the oldest one and so appears first in the sequence
(k,w). In the case two or more customers have an identical second co-
ordinate, the ordering is ascending with respect to the customer class.
The number of customers of each class is denoted by ¢ = (¢1,- .., k)

and ||q||1 = Zszl qr is the total number of customers in the state.

u € RI®l : This component denotes the residual interarrival time. That
is, the coordinate uj > 0 denotes the remaining time before the next
arrival of a class k € £ customer from outside the network.

v € RX : This component represents the residual service time, i.e. the
coordinate vy denotes the remaining service time for the oldest class
k customer, where vy > 0 and vy = 0 only if ¢, = 0.

z €0, l]K : The component zj denotes the proportion of the service effort
of station ¢(k) that the oldest class k customer receives, while other
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class k customers do not receive any service. This represents the HL
property. For each station j we have that if ZkGC(j) qx > 0, it holds
that Zkec(j) zr = 1, where zx = 0 if g, = 0. If station j is empty,
e D reci) e =0, then 37 oy 21 = 0.

Now we introduce a metric d on X that sums the difference of each com-
ponent. That is, for z,2’ € X we define

o0
d(w,2') =Y min{|k; — kj| + [w; — wi] + |2 — 2], 1}

i=1
K
+Z|uk—u2|+2\vk—v;€.
ke€ k=1
The metric space (X, d) has the following properties.

Proposition 2.1.3 The metric space (X,d) is separable and locally com-
pact. In particular, X is a Lusin space.

Proof. See [17] Section 4.1. [ |

Remark 2.1.4 The metric space (X,d) is not complete. A complete met-
ric can be obtained by adding an appropriate term in each of the second
and third sum in d, cf. [17, Section 4.1].

So, the state space (X, B) is measurable. For most of the issues in this
thesis we do not require the full metric d. With a slight abuse of notation
we call

=] = llgll + [Ju] + o]

anormon X. Further, let X be equipped with the natural induced topology
then {z € X : |z| < k} is a compact subset of X for every x > 0.

Various Queueing Disciplines

In the following we focus on some popular HL disciplines and consider the
resulting state space X. We will see that the state space of specific HL
queueing networks can be simplified by removing redundant information.
Furthermore, a restriction to exponential interarrival and service times
allows to drop the coordinates u and v from the state [17].
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FIFO disciplines

In first-in-first-out (FIFO) queueing networks the customers are served
according to the time spent in the queue, where the oldest customers are
served first. Let N;(t) = 3 ycc(;) @r(t) denote the queue length at time ¢
present at station j. The customers at station j are ordered according to
their age, i.e. for N;(t) > 0 we consider the list

ki(t) == (kjus kj2s s Kjns )

where k; ; denotes the number of the ith customer at station j. If N;(t) =0
the list is set to be the empty list. Consequently, the customers age can
be removed from the state space description. Moreover, since the queueing
network is HL, the coordinate z in (2.2) can also be removed and the
evolution of the Markov process can be described by

X(t) = ((k1(t), s ks (), U®), (Vi ,)(#)s 5 = 1,0, J) ).
Thus, the state space satisfies
X c(zR) xREH,

where Z% denotes the set of terminating sequences taking values in Zg :=
{1,2,...,K}.

Priority disciplines

Under priority disciplines each station ranks the customer classes and
serves them accordingly. That is, for each station j there is a one-to-one
mapping
Ty - C(J) - {17 RRE) ‘O(])‘}

and the class k&’ with 7;(k’) = 1 is said to be of highest priority. If the
station has completed a customer, it picks the oldest customer of the class
with the highest priority from the queue. So, within each class the cus-
tomers are served in FIFO order. If the queue is empty, the station idles.
The priority service disciplines can be distinguished in two subdisciplines.

Preemptive priority disciplines

Here, if during the time a customer receives service a customer of a class
with higher priority enters the queue, the service is stopped immediately,
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and the customer with the higher priority is served. The service does not
continue until there is no further customer with higher priority present in
the queue. Following the same arguments as in the FIFO case the Markov
process can be described by

X(t) = ((Q1(t),...,Qk (1)), U(t),V(t))
and the state space can be taken as
X c X xRIETE,

Nonpreemptive priority disciplines

In this case, even if there arrives a customer of a class with higher priority,
the station has to finish the service of the current customer. Hence, at each
station j there is at most one customer being served at time ¢. So, let k;(t)
denote the customer class that is served at time ¢, then the development
of the Markov process can be described by

X(t) = ((Q1(t),. ... Qk(t), U), kj(t), Vi, , (), G = 1,....J) .

If there are no customers present at station j at time ¢, then k;(t) is set
to zero and Vj (;)(t) = 0. Consequently, the Markov process is completely
described by elements of the state space

X c 7K xRETK 77

HL processor sharing disciplines

The essence of HL processor sharing (HLPS) disciplines is that the oldest
customers of each class receive service simultaneously at the station defined
by the constituency matrix. Within each class the customers are served in
FIFO order. The state is then described by

and the state space is
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2.2 The Underlying Markov Process

In this section we outline the stochastic process which describes the evo-
lution of a multiclass queueing network. First, we describe the evolution
of the process X = {X(¢t) = (Y (¢),Z(t)) € X;t > 0} in between arrivals
and departures of customers, where the process develops according to the
piecewise constant service rates Z(t). Note that, based on the service dis-
cipline, the relation of Z(t) and Y (¢) can be described by a measurable
function.

Second, to describe the progress of the Markov process, when an arrival
or a departure took place somewhere in the network, we consider the prim-
itive increments {ax(n), si(n),¢*(n) : k € {1,..., K}, n > 1} to construct
the evolution of X inductively.

For time ¢ in between arrivals and departures, the decrease rate of
residual service times V() = v is given by Z(¢). There are two possibilities
that are allowed to happen:

(i) Service completion: Here Vi (t~) = 0 for some k € {1,...,K}. The
transition of the oldest class k customer is then given by ¢*. Hence,
we set Vi(t) = sp(i) or Vi(t) = 0 if gp(t7) > 0 or gx(t7) = 0,
respectively. Not before a customer either leaves the network or
transits to another class, its age W;(t) = w; increases with rate 1.
Also, the components of the residual arrival rates U(t) = u decrease
at rate 1 until hitting 0.

(ii) New arrival: Here Ui(t~) = 0 for some k € £. In this case, a pair
(k,0) is added to the state Y(¢) and the residual interarrival time
is set to Ug(t) = ay(i), where i represents the number of the next
unused class k customer up to time t. If the customer of class k
arrives at an empty queue, i.e. qx(t~) = 0, it holds that Vj(¢7) = 0.
Then, we set Vj(t) = si(i’), where ¢’ is the index of the first unused
service time at time ¢.

Moreover, the underlying stochastic process X has the following properties.

Theorem 2.2.1 ([28]) The stochastic process X is piecewise deterministic
with state space X. In particular, X is a Borel right process and satisfies
the strong Markov property.

We will not prove this statement. The interested reader is referred to
[17] Section 4.1. Based on the last statement the process is equipped with
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the basic ingredients defining a strong Markov process. So, the process X
is Borel right and is defined on a measurable space (2, F) with values in
the measurable space (X, B(X)). Furthermore, the process is adapted to
a filtration {F;} and {P,, x € X'} are probability measures on (2, F) such
that for every € X we have P, [X(0) = 2] = 1. As outlined in Section 1.2
the collection

(97]:7 {]:t}7 {X(t)vt > 0}, {me S X})
defines a strong Markov family with transition function defined by
P(t,x, A) =P, [X(t) € A]

forallt > 0,2 € X, and A € B(X).

2.3 Dynamic Equations of Queueing Networks

In this section we introduce dynamic equations that describe the evolution
of the performance processes of multiclass queueing networks. Based on the
primitive increments (a, s, ¢) we define the primitive cumulatives (E, S, R)
of the queueing network. By convention, we assume that E(0) = S(0) =
R(0) = 0. The process E(t) is called external arrival process. The arrival
time of the nth customer of class k is given by ax(1) + ... + ax(n). The
process Ej(t) counts the arrivals of class k customers from outside up to
time ¢t. That is, Ex(t) is defined by

Ei(t) :=max{n € Z; : ax(1) + ... + ar(n) < t}.

The process S(t) is called the cumulative service process. The component
Sk(t) counts the service completions of class k customers in the time period
[0,¢] in the case the station allocated its entire capacity to that customer
class, i.e.

Sk(t) =max{n € Z; : sp(1) + ... + sp(n) < t}.

The process R(n) is called the routing process. For each n € Z, and for
each customer class k € {1, ..., K} the routing process is defined by

R*(n) := Z " (4).
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Certainly, the processes F, S and R are cadlag. Before we are able
to state the dynamic equations that describe the evolution of the queue-
ing network, we have to introduce the allocation process, denoted by T :=
{T'(t),t > 0}. This process contains the information how much time a
station has devoted to serve the customer classes present at this station.
To be precise, Tk (t) denotes the cumulative amount of time that station
c(k) has spent on serving class k customers in the time period [0,¢]. The
allocation process is determined by the service discipline. From the defini-
tion it follows that T'() is nondecreasing. At the end of this section we will
specify T' for the particular service disciplines that have been introduced
in Section 2.1.

Given the allocation process T, the number of service completions of
class k customers up to time ¢ is given by Si(T%(¢)). Further, the number
of class [ customers that have routed from to class [ to class k in the time
period from [0, ] is given by R. (S;(Ti(t))). Thus, the queue length of class
k customers at time ¢t can be described by the following balance equation

K
Qu(t) = Qu(0) + Ex(t) + Y Ri(SuTi())) — Su(Tx (1)),

=1

where Q(0) denotes the number of customers that are already in the queue
at time zero. Denoting the total arrivals of class k customers up to time ¢
by

K
Ar(t) = Ep(t) + ) R (Si(Ti(1))

=1
and the departures in [0, ] by
Dy (t) == Se(Tk(t)),
the above balance equation can be written in the following simple form

Qr(t) = Qr(0) + Ay (t) — Di(t).

Moreover, there are additional processes that are used to describe the evo-
lution of the multiclass queueing network. The process W := {W(¢),t > 0}
is called the immediate workload process. The component W;(t) reflects
the residual time that is needed to serve all customers that are currently
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-, . . T
waiting to be served at station j. Further, for n = (n1 nK) let

I(n) = (T1(n) ... FK(nK))T denote the cumulative service defined by

Fk(nk) = Zsk(l)

Thus, the immediate workload can be characterized by
W(t) = CT(Q(0) + A(t)) = CT(),

where C' denotes the constituency matrix. Moreover, the J dimensional
process I := {I(t),t > 0}, called the idle time process, denotes the total
time that the stations were not working in the time period [0,¢]. The idle
process can be described by the following condition

I(t) =et — CT(t),

where e = (1,...,1)T. Since T(-) is nondecreasing, it follows that I(-) is
also nondecreasing. Based on these processes another essential property
of multiclass queueing networks which are considered in this thesis can be
stated. This property is called the non-idling property, which is also called
the work-conserving property. This means that a station can idle at time ¢
only if currently there are no customers in the queue. That is, if for station
J it holds that I;(t2) > I;(t1) for ¢t; < to, then there exists a t € [t1,12]
such that W;(¢t) = 0. As I(-) is continuous, the non-idling property can
also be written as

/Oo W, (8) I (£) = 0.
0

Finally, before we put the dynamic equations in a nutshell, we note that
the HL property of a queueing network can be expressed in the following
condition I'(D(t)) < T'(t) < I'(D(t) + e), where the inequalities have to
be understood componentwise. In vector form the dynamic equations of a
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multiclass queueing network can be summarized by

Q(t) = Q(0) + A(t) — D(t) = 0,

T'(-) is nondecreasing, with 7'(0) = 0,
W(t) = CT(Q0) + A(t)) — CT(1),

I(t) =et — CT(t), I(-) is nondecreasing,

I;(t) can only increase when W;(t) =0, j € {1,..., J},

2.
2.
2.
2.
2.
additional conditions on (Q(-),T'(+)), specific to the discipline. 2.

~ o~ o~~~
O g O Ot = W
= DD D

In the following we refer to (2.3)-(2.8) as the queueing network equations.
The processes defining the basic queueing network equation determine evo-
lution of the queueing network. Due to this we simply call

X(t) = (A(t), D(t), T(t), W (), I(t), Q(t))
the queueing network process. In the reminder of the section we state the
additional conditions (2.8) for the services discipline introduced in Sec-
tion 2.1.
FIFO disciplines

In FIFO queueing networks the customers are served in the order of their
arrivals. So, the allocation process is determined by

Dy(t +W;(t)) = Qi(0) + Ax(t), j = c(k).
for all ¢ > 0. The role of the initial data is served by Q(0) and
{Dy(s) for s <W;(0), j =c(k), k € {1,..., K}}.

Priority disciplines

Let the priority ordering be defined by the permutation n. For each cus-
tomer class k let

Oy :={kK €{1,.... K} : c(K') = c(k), n(K') < n(k)}

denote the set of customer classes that are served at the some station
j = ¢(k) and have priority at least as k. Correspondingly, we define

T () == Y Tit).

lelly
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Preemptive priority disciplines

For priority queueing networks with preemption the additional condition
is then

t — T;7 (t) can only increase if Q; = Z Qi(t) =0, ke{l,.. K}
lEH;,

for all ¢ > 0. This can be rewritten as

/oo Qr () d(t—TH(®) =0, ke {l,..K}
0

The role of the initial data is served by Q(0).
Nonpreemptive priority disciplines

In what follows, we state the allocation process for the case that the priority
discipline is without preemption. For a jump function f : R — Z the time
instant of the last jump can be characterized by

I(t; f) == sup{s <t : |f(s7) = f(s)] 2 1}

Let n; denote the number of customer classes that are served at station
j €A{l,..,J} and let C(j) = {kj1,...,kjn,} denote the set of customer
classes that are served at station j, the ordering is decreasing with respect
to the priorities, i.e. kj; has priority over k;;+1. The indicator set for
station j and customer class k;; is

T, (t) = {3u |1 (t;Qn,) Su<t: Qu,,(u) =0, <l Qx,(u) >0},

where [ = 1,...,n;. Further, using the superscript ¢ to denote the com-
plement, we define the sets

T, () =T, (1)

J

Ty (t) = T, () N (T (0)S, L=y = 1.0, L.

J J

Then, the allocation process can then be defined by

t
Tkjl(t):A ]].{ijl(s)}ds

for j € {1,...,J} and I = 1,...,n;. The initial data is given by Q(0).
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HLPS disciplines

Under the HL processor sharing discipline the oldest customers of each
nonempty class are served simultaneously and the amount of service is
shared equally among them. That is, the allocation of class k customers
up to time t is given by

L CHOR) ds.

Tk(t> =
0 ZleC(c(k)) L1Qi(s)>03

It can be checked that the evolution of the process X(t) is completely de-
termined by the primitive cumulatives and the initial queue length. So, in
this case the initial data is given by Q(0).

HLPPS disciplines

In HL proportional processor sharing disciplines a station serves the oldest
customers of each nonempty class simultaneously, where the service effort
is not shared equally, but proportional the queue length. That is, the
allocation in the time period [0,¢] that class k customers received from
station j = c¢(k) is given by

/ St O

The primitive cumulatives as well as the initial queue length determine
evolution of the process X(t) for all ¢ > 0.

2.4 Fluid Approximation and Stability

In this section we provide an approach that was first considered by Rybko
and Stolyar in 1992 [71] and was further developed by Stolyar [81] and
Dai [28]. The idea is to investigate scaled versions of the Markov process.
To this end, let (r,,z,)nen be a sequence of pairs, where r, € Ry and
xn, € X is a sequence of initial states. We assume that the sequence of
pairs satisfies the following conditions

lunll — iy Lval =0, (29)

T'n n—oo m

lim 7, = oo, limsup 4 anl\ <00, lim
n—o0 =00 n—o00
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where ¢,,, u,, and v,, denote the queue length, the residual interarrival time,
and the residual service time, respectively. In the sequel, we consider the
family X" := {X,,(t) : t > 0,n € N} of Markov processes defined by

Xn(t) == 7= X" (rnt),

where the superscript x,, expresses the dependence on the initial state x,, €
X. In order to investigate the family X’ we start to focus on the primitive
cumulatives (E, S, R). In the next lemma we recall the convergence results
of the scaled versions of the primitive cumulatives.

Lemma 2.4.1 ([28]) Assume that the sequence of pairs (rn,Tn)nen Sat-
isfies (2.9). Then, as n — oo, almost surely

LE,f"(rnt) — apt  u.o.c.,

Tn
1 Qzn

oS (rat) — it wo.c, (2.10)

Tn
1

Tn

R*([rnt]) — Pit w.o.c.,
where [a] denotes the integer part of a € R.

Proof. By Assumptions 2.1.2 (1) and (2), the primitive increments satisfy
the strong law of large numbers, i.e. as n — co almost surely it holds for
each k € {1,..., K} that

DY i) — & By s — ko 1Y ¢80 — P (211)
1=1 =1 =1

The assertion then follows from Theorem 1.2.9. [ |

We denote by G the set of all sample paths satisfying (2.11) and use G
as the set on which we will take fluid limits. Note that P[G] =1 and that
the fluid limits can be taken on any set G’ with P[G'] = 1 such that (2.11)
is satisfied.

Theorem 2.4.2 ([28]) For each HL queueing network, (ry, Tn)nen Satis-
fying (2.9), and w € G, there is a subsequence of pairs (rp,, Tn,)ien Such
that

lim L X* (r,,t,w) = X(t,w) wu.o.c. (2.12)

i—o00 Tmi
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Proof. Let w € G be a fixed sample path. For (z,,r,) and k € {1, ..., K},
as %I,f" (rn+,w) is nondecreasing, it follows from (2.6) that

1 1
— Ty (rpt,w) — =T (rps,w) <t —s
n rn
for all 0 < s < ¢. That is, the family {--77"(r,t,w), n € N} is equicontin-
uous. Hence, by the Arzela-Ascoli Theorem A.1 and a diagonal argument
there is a subsequence of pairs (ry,, Zn, )ien such that

1 _
lim —7, " (rp,t,w) = T(t,w) u.o.c.

100 Ty,

for some process T (t,w). Applying (2.6) again yields that

1 —
lim — 1" (. t,w) = Tx(t,w) u.0.cC.

i—00 Tn;

and with Lemma 2.4.1 we conclude that

lim LAI" (rp,t,w) = Ar(t) w.o.c.,

1—00 T,

1
lim — D" (rp,t,w) = Di(t) w.o.c.

i—00 Ty,

Moreover, it follows from Lemma 2.4.1 and the balance equation (2.3) that

lim —Qk (T, t,w) = Qp(t,w) u.0.c.

1—00 Ty,

Finally, the convergence of the workload follows from (2.5). |

Any limit X(-) = (A(-), D(-), T(-), W(-), 1(-), Q(-) obtained from a scal-
ing (2.12) is a called a fluid limit of the discipline. The set of all fluid limits
associated with the sample path w is denoted by FL(w). So, whenever a
fluid limit is considered it is always assumed that X(-) € FL(w) for some
w = {a(n), s(n),p(n),n € N}. Hence, after taking limits some randomness
may remain.

Definition 2.4.3 The collection of all fluid limits for all sample paths w
is called the fluid limit model, i.e. FLM = {X(w) : w € G}.
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Next, we show that any fluid limit satisfies a set of dynamic equations
which is analog to the queueing network equations (2.3)-(2.8), which are
obtained by replacing the primitive cumulatives by their limits of the scal-
ing. That is, using M = diag(u),

A(t) = at + PT MT(t), (2.13)
Q) = Q(0) + A(t) - MT(t) > 0, (2.14)

T(0) =0 and T( ) is nondecreasing, (2.15)
W(t) = C M~ (@Q(0) + A1) — CT(0), (2.16)

I(t) = et — CT( ) and I(-) is nondecreasing, (2.17)

1;(t) can only increase when W,(t) =0, j € {1,..., J}, (2.18)
additional conditions on (Q(-),T(-)), specific to the discipline. (2.19)

For convenience, we refer to this set of equations in the following as the
fluid equations.

Definition 2.4.4 A pair (Q(-),T(+)) is called a fluid solution if it satisfies
the fluid equations. In addition, the set of all fluid solutions to the equations
(2.13)-(2.19) is called the associated fluid network, denoted by FN .

The associated fluid network is a purely deterministic network which
is based on the mean values of the primitive increments of the stochastic
queueing network.

Theorem 2.4.5 ([28]) Let X(-) be a fluid limit. Then, (Q(-),T(-)) is a
fluid solution.

Proof. The equations (2.13)-(2.17) follow immediately from the proof of
Theorem 2.4.2. To prove (2.18) we assume that for some j € {1,...,J}
there is an interval [r,s] such that W;(t) > 0 for all t € [r,s]. Since

W .(-) is continuous and the workload process ——W; " (r,,.t converges
J i

Trg  d
w.o.c. to W;(t), for i sufficiently large it holds that %WJT” (rn,t) > 0 for
all ¢ € [r, s]. Then, by equation (2.7) it holds that '

1z, 1
—I. " (ry.7) = —I -
T, ? (Tn,7) o (T, 8)-

The assertion then follows since the limit i — oo preserves the equality. B

An immediate consequence of the above theorem is that FLM C FN.
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Remark 2.4.6 A counterezample in [31, Section 2.7] shows that, in gen-
eral, the inclusion FLM C FN is strict. Furthermore, the fluid solutions
are not unique in general. A related counterexample can be found in [17]
Ezample 1 in Section 4.5.

In the following we address a fundamental question in queueing theory,
namely to derive, for a given queueing network, conditions that characterize
the fact that the network has an unique equilibrium in the sense that there
is an attractive invariant probability measure. The following definition
gives a precise statement when a queueing network is called stable.

Definition 2.4.7 A multiclass queueing network is called stable if the un-
derlying Markov process X is positive Harris recurrent.

Based on the definition of positive Harris recurrence and its equivalent
characterization in Theorem 1.4.1, the first step towards a sufficient con-
dition of the stability of a multiclass queueing network is to investigate
closed petite sets. The following lemma shows that the Assumptions 2.1.2
provide a closed petite set.

Lemma 2.4.8 ([28]) If the interarrival times satisfy the Assumptions 2.1.2,
then for all kK > 0 the set

A={z e X :|z| <k} (2.20)
is closed and petite.

Proof. See [17] Section 4.2. [ ]

In what follows, we state the main result of this section, namely a
sufficient criterion for the stability of a multiclass queueing network in
terms of the fluid limit model. To this end, we have to introduce the
concept of stability for the fluid limit model. This is done in the following
definition.

Definition 2.4.9 A fluid limit model of a queueing discipline is said to be
stable if there is a 7 > 0 such that for any fluid limit X(-) € FLM the Q(-)
component satisfies Q(t) =0 for all t > 7||Q(0)].

Now, we state the main theorem of this chapter.



46 Chapter 2  Multiclass Queueing Networks

Theorem 2.4.10 ([28]) Let a queueing discipline be fized. Assume that
Assumptions 2.1.2 are satisfied. If the fluid limit model is stable, then the
queueing network is stable. In particular, if the associated fluid network is
stable, then the queueing network is stable.

In general, it is not easy to work with fluid limits. Due to the fact that
the associated fluid network is a deterministic model, we will work with
the associated fluid network.

Remark 2.4.11 Lemma 2.4.8 is the only place where Assumption 2.1.2 (3)
appears explicitly. These conditions put proper restrictions on the distribu-
tions of the interarrival times. To this end, one can allow for general dis-
tributions of the interarrival times and show directly that condition (2.20)
is satisfied for the particular situation.

The relation of multiclass queueing networks to its fluid limit models
and the associated fluid networks is the content of the following remark.

Remarks 2.4.12

(a) A partial converse to Theorem 2.4.10 due to [30] is the following. If
the fluid limit model (resp. the associated fluid network) is weakly
unstable, i.e. for each sample path w € G there is a 6 > 0 that may
depend on w such that Q(5) # 0 for each Q(-) € FL(w) (respectively
Q(:) € FN) with Q(0) = 0, then the queueing network is unstable in
the sense that a.s. we have that

Tim [[Q(1)] = oc.

(b) Bramson has shown by a counterezample that there are stable multi-

class queueing networks where the associated fluid network is unsta-

ble. That is, a converse to the second statement in Theorem 2.4.10
may not hold, see [17].

(¢) In addition, a counterezample by Dai, Hasenbein, Vande Vate shows
that the stability of a multiclass queueing network may depend on the
distributions of the primitive increments, see [34] . As a matter of
fact, knowing the mean values of the primitive increments may not
be sufficient to conclude stability. Hence, in general the associated
fluid network is mot able to completely describe the stability of the
queueing network.
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(d) Further partial converse results can be found in [60], [67].

The remainder of this chapter is devoted to the properties of the class of
fluid networks associated to work-conserving queueing networks. To this
end, we consider the set of solutions to the basic fluid equations (2.13)-
(2.18). So, for simplicity we omit the overline symbol in the following.

Proposition 2.4.13 ([19] Lipschitz continuity)

The fluid solutions (Q(-),T(-)) are Lipschitz continuous with a global Lip-
schitz constant. In particular, the pair is differential almost everywhere
with respect to the Lebesgue measure on [0, 00).

Proof. Let (Q(-),T(+)) be a fluid solution. By (2.17) the idle process I(-) is
nondecreasing. Hence, by (2.15) forany k € {1, ..., K} and forall 0 < s < ',

Tu(t) = Ti(s) < Y Ti(t) = Ti(s) =t — s — (I;(t) = Ij(s)) < t = .
lec(y)

Thus, T(-) is Lipschitz continuous with constant L = 1. Further, the
balance equation (2.14) shows that the fluid level process Q(:) is Lips-
chitz continuous and that there is a global Lipschitz constant. Further, by
Rademacher’s Theorem the processes are differential almost everywhere cf.
[44, Theorem 5.8.6]. |

In order to state further properties we introduce a scaling and a shift
operator. Given a function f: Ry — Rf, for » > 0 the scaling operator
o, is defined by

or f(t) = 3 f(rt), (2.21)
and for s > 0 the shift operator §, is defined by
0s f(t) := f(t+s). (2.22)

The subsequent statement is a scaling and shift property of the fluid solu-
tions.

Proposition 2.4.14 ([19] Scaling and shift property)
Let (Q(-),T(+)) be a fluid solution with initial fluid level Q(0).

(1) For each v > 0 the pair (o, Q(-),0,T(-)) is a fluid solution with
initial fluid level 0,Q(0).
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(2) For each s > 0 the pair (0sQ(-),dsT(-) — 0sT(0)) is a fluid solution
with initial fluid level §:Q(0).

Proof. The assertion follows directly from the basic fluid equations. |

The next property is about the convergence of the fluid level processes.

We note that for fluid limits the shift property and the convergence is not
immediately clear, see Section 5.2.

Proposition 2.4.15 ([86] Closedness in the uniform topology)
Let (Qn(), Tn(:))nen be a sequence of fluid solutions with initial fluid level

Qn(0). Suppose (Qn (), Tn())nen converges u.o.c. to (Q.(+), Tu()) asn —
00. Then, (Q«(+),T«(+)) is a fluid solution with initial fluid level Q.(0).

Proof. To avoid any double subscripts we use superscripts to denote the
sequences. Suppose that (Q™(-), T™(-))nen is a sequence of fluid solutions
that converges u.o.c. to some (Q*(-),7*(-)) as n — oco. Then, it follows
directly that the limit (Q*(-),T*(-)) satisfies the equations (2.13)-(2.17).
To verify (2.18) it suffices to show that if >, ;) @r(-) > 0 on some
interval implies this implies that I7(-) is constant on this interval. So,
consider a station j € {1,...,J} such that > rec(j) @i(t) > 0. Hence,
there are €,6 > 0 such that for all s € [t — ,¢ + 4],

> Qils) > 2. (2.23)
keC(j)

By the convergence hypothesis it holds that ;. ;) @} (t) converges u.o.c.
to Zke() Q;(t). and, thus, n sufficiently large we have

Y Qrs) - Y. Qis)<e
keC(j) keC(j)

for all s € [t — d,t + 0]. Further, by (2.23) and the triangular inequality it

holds that
S Qs> Y Qi) —e=e>0.

keC(j) keC(j)

Then, by (2.18), for all s € [t — d,t + 6] we have that I7'(s) = I}'(t — 9).
Hence, for n — oo this yields for all s € [t — ,t + J] that

Ii(s) = I} (t = 0)

and so I #(t) = 0. This shows the assertion. |
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2.5 Notes and References

This chapter introduces multiclass queueing networks and collects results
from the literature which will be useful in the remainder of this thesis.
The intention of this summary embraces mainly two issues. First, it moti-
vates why the stability analysis of fluid networks is an interesting topic. To
this end, it is recalled how fluid networks emerge in the stability analysis
of multiclass queueing networks. In addition, this chapter displays that
the basic fluid network equations have their origin in the dynamic equa-
tions describing the evolution of the performance processes of a multiclass
queueing network. Second, the degree of accuracy results, on the one hand,
from the fact that the properties of the fluid network stated in the Propo-
sitions 2.4.13, 2.4.14 and 2.4.15 play a fundamental role in the derivation
of a Lyapunov theory for fluid networks in Chapter 4. On the other hand,
in Chapter 5 we provide an alternative proof of Theorem 2.4.10 in terms
of the Lyapunov theory that we will develop in Chapter 4.

The model description given in Section 2.1 is taken from [17] and [28].
The Assumptions 2.1.2, which are appropriate to enable a stability analysis
of multiclass queueing networks by means of the associated fluid network,
stem from [28]. Also, the state space description for the disciplines consid-
ered in this chapter come from [28]. Whereas, the outline of the general
state space has its origin in [17]. Further, the comprehensive depiction of
the underlying Markov process describing the evolution of the HL queueing
network can also be found in [17]. The fact that the underlying process X
defines a PDP, and hence a Borel right process, has also been addressed in
[17, 28, 54].

The basic dynamic equations characterizing the evolution of the queue-
ing network under certain disciplines can be found in many places, see for
instance [16, 17, 19, 23, 24, 28, 31, 33].

The development of the fluid approximation is related to [17]. Applying
a SLLN scaling of the stochastic processes, as presented in Section 2.4,
avoids dealing with a delayed fluid model, as does the approach in [28]. By
Theorem 5.3 in [19] this is no restriction since the stability of the undelayed
fluid model implies the stability of the delayed fluid model.

Finally, these results provide the origin for the fluid limit approach to
tackle the stability issue. This framework was first introduced by Rybko
and Stolyar in 1992 to investigate the stability of a two station queueing
network, cf. [71]. In 1995 Dai generalized this to multiclass queueing
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networks, see [28].

The derivation of the properties of the fluid networks associated to HL
queueing networks are taken from [19, 81, 86]. In the subsequent chapter
we turn our attention to the derivation of stability conditions for associated
fluid networks under the disciplines introduced in this chapter. In doing
0, it will turn out that the use of Lyapunov theory is a powerful tool.



3 Stability of Fluid Networks

The fluid approximation method for the stability analysis of multiclass
queueing networks leads to the objective of deriving stability conditions for
fluid networks. Hence, in this chapter we focus on stability conditions for
fluid networks operating under the disciplines introduced in the previous
chapter. It will be shown that for each individual discipline there are
separate sufficient stability criteria.

In a first step, we will consider fluid networks under general work-
conserving disciplines. The only specification for this class is the non-idling
property, i.e. a station can only idle if there are no customers waiting to
be served, see condition (2.18). It will be shown that a necessary stability
condition is that the nominal workload at each station is strictly less than
one. As this class is a superset for all the disciplines considered in this thesis
the nominal workload condition is also necessary for all other disciplines.

Furthermore, in this chapter we run through the sufficient stability con-
ditions for each discipline that are available in the literature. As the focus
of this thesis is to see the stability analysis from a Lyapunov perspective,
we recall those proofs from the literature that are based on Lyapunov ar-
guments.

In the first section we recall the definition of stability for fluid networks.
Further, the section contains an equivalent characterization for stability,
which is apparently weaker. In addition, Section 3.1 contains the Lya-
punov framework that lays the foundation for the stability analysis of the
individual disciplines. In the subsequent sections the fluid networks un-
der the particular disciplines are examined in detail. The final section of
this chapter provides a comparison to the stability theory for dynamical
systems based on differential equations.

51
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3.1 Generalities on Stability for Fluid Networks

A fluid network, as introduced in Section 2.4, is a continuous deterministic
analog to a multiclass queueing network. For this reason, the variables de-
scribing fluid networks are used accordingly. However, the interpretation
is different. A fluid network consists of J stations that serve K different
classes of fluids. For each fluid class k£ the variable oy is interpreted as
the rate at which fluids flow into the network. The corresponding vector
o c Rf is called the exogenous inflow rate. Likewise, the variable p; € R4
is interpreted as the potential outflow rate of class k fluids and the sub-
stochastic matrix P € [0,1]5*X is considered as the flow transfer matriz.
Also, it is assumed that o(P) < 1. However, to keep the analogy and for
simplicity we refer to a;, p and P as the arrival rate, service capacity, and
routing matrix, respectively.

The many-to-one map c from classes to stations and the corresponding
constituency matriz C are completely analog to the queueing network case.
The initial fluid level of the network and the fluid level process are denoted
by Q(0) € Rf and @ := {Q(t) € Rf,t > 0}, respectively. Given the
parameters a and pu, the structure P and C, and the initial fluid level
Q(0), the evolution of the fluid network is determined by the discipline.
On the analogy of queueing network the allocation process, denoted by
T ={T(t) € RE,t > 0}, represents the discipline, where T} (t) denotes the
cumulative amount of time in the time period [0,¢] that station c(k) has
allocated to serving fluids of class k. Hence, the quantity pxTy(t) reflects
the cumulative outflow of class k£ fluids up to time t.

Recall that the processes are Lipschitz and so differential almost ev-
erywhere. Further, the set of equations, called the basic fluid equations,
describing a fluid network is the following

Q) =Q(0) +at— (I —P")YMT(t) >0 (3.1)
T(-) is nondecreasing, with 7'(0) = 0, (3.2)
I(t) =et— CT(t), I(-)is nondecreasing, (3.3)

0= (CQ(t)TI(t) for almost all t >0, (3.4)

where M = diag(u) and I = {I(t), t > 0} is the cumulative idle process. To
specify the network for a particular discipline you have to add at least one
more equation describing the discipline. Since a fluid network is defined by
the parameters «, i, P,C and the discipline m we denote a fluid network
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by (a,p, P,C,m). Recall that the formal definition of stability of fluid
networks is the following.

Definition 3.1.1 A fluid network (o, p, P, C, ) is said to be stable if there
exists a T > 0 such that Q(t) = 0 for allt > 7||Q(0)|| and for all fluid level
processes Q(-).

The following result contains an apparently weaker condition for sta-
bility of fluid networks. It turns out that the subsequent characterization
of stability is useful to provide a comparison to Lyapunov stability for dy-
namical systems. For simplicity we denote by ®(1) the set of fluid level
processes with total initial level one, i.e. [|Q(0)| = 1.

Theorem 3.1.2 ([81]) A fluid network is stable if and only if for any
fluid level process Q(-) € ®(1) it holds that

f[|QE) < IQO)] = 1. (3-5)

Proof. Tt suffices to show that (3.5) implies Definition 3.1.1. In a first step
we show that there is a r € [0,1) such that for all fluid level processes
Q(-) € (1) it holds that

f Q@I <. (3.6)

Suppose that such an r does not exist. Then, there is a sequence (7, )neN
with lim, o 7, = 1 and a sequence (Q,,(-))neny with Q,(-) € ®(1) such
that

| -
inf [Qn(8)] > 1

Since the family (Qy,(+))nen is equicontinuous and by a diagonal argument,
there is a convergent subsequence (Qy,, (+))1en that satisfies lim;_, oo Qn, (+) =
Q(+) € ©(1) and inf;>¢ ||Q(t)|| = 1, which contradicts (3.5).

Let r € [0,1) be fixed such that (3.6) holds. Then, given any Q(:) €
(1) there exists a t; > 0 such that

t1 =min{t > 0:||Q®)|| =r} < cc. (3.7)
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The latter, the scaling, and the shift property imply that there are times
tr € R, such that for £k = 1,2, ... we have that

ty = min{t > 0: [|Q(t)|| = r*} < c0. (3.8)
Hence, for every Q(-) € ®(1) it holds that

inf [[Q(#)]] = 0. (3.9)

>0
Moreover, for any r € (0,1) there is a T, € Ry such that

sup min{t > 0: ||Q®)|| =7} < T, < cc. (3.10)
Q()ed(1)

To see this, suppose that this is not true. Then, there is a fluid level process
Q(+) € ®(1) such that

i >
inf Q1) > .

which provides a contradiction to (3.9).

Let r be constant as given in (3.7). In the sequel, we construct for
any given Q(-) € ®(1) a sequence 0 = 79 < 71 < T2 < ... such that for
k=1,2,... we have

Q7| =r*.
Initially, we take 7 = t; defined by (3.7). Then, by the scaling and shift
property we have 1Q(rt +t;) € ®(1) and, hence, there is a t, < oo such
that
ty =min{t >0 : Q(rt +t;) = r*}.
Then, defining
TE 1= rkiltk + rkfztk_l + ...+t

yields that ||Q(7¢)|| = r*. Further, the sequence (74)ken is Cauchy since

T — Ther = 1F M <PFTLT for k=1,2,....
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Moreover, (3.10) implies that

k [e'S) T
lim 7% = lim Zrl_lti < TTz:rl_1 = 177 < 00.
—-r
i=1

k—o0 k—o00 4
=1

Thus, the sequence (7x)ren has a finite limit, denoted by 7*, that satisfies
< 1Tj In addition, the continuity of Q(:) and the norm implies that

e

Q)| = ||Q( lim 73,)|| = lim ||Q(7x)|| = lim r* = 0.
k—o0 k—o0 k—o0
Consequently, there is a 7 > 0 such that

sup min{t > 0:||Q()|| =0} <7 < 0. (3.11)
Q(He2(1)

Thus, it remains to show that Q(-) stays zero for all ¢ > 7*. Suppose there
is a t, > 7* such that ||Q(¢.)| > 0. Then, by the continuity of ||Q(-)]|
there are ¢/, ¢ with ¢ < t" such that ||Q(#')|| = 0 and ||Q(s)]| > 0 for all
s € (¢,t"]. For any € > 0 such that ¢ < max{|Q(s)|| : s € [t',t"]} we
consider ¢, := min{s > t' : ||Q(s)|| = €}. Moreover, let ¢ := min{s >
te = ||Q(s)|| = 0}, which clearly satisfies ¢ > t”. By the scaling and shift
property we have 1Q(e - +t.) € ®(1). Thus, by (3.11) we have 7 < t. +e7.
Now, for € — 0 it follows by definition that t. — ¢’ and ¢ — t/, which yields
a contradiction to t; < ty. This shows the assertion. |

Before presenting a Lyapunov method for fluid networks we consider
the following auxiliary lemma.

Lemma 3.1.3 ([31]) Let f : Ry — Ry be absolutely continuous and let
€ >0 be fized. Suppose that if f(t) > 0 and f is differentiable at t, it holds
that f(t) < —e. Then, f(t) =0 for allt > e~! £(0).

Proof. Let t* := inf{¢t > 0 : f(t) = 0}. Suppose that there is a t' > t*
such that f(¢') > 0. Then, by the continuity of f there exists a § > 0 such
that f(t' —0) =0 and f(s) > 0 for all s € (#' — §,t']. Since f is absolutely
continuous it holds that

’

)= 1) =3¢ =6) = [ fs)ds< e
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which is a contradiction to the choice of #. Therefore, such a t' cannot
exist. In particular, the function f is nonincreasing and if f(¢) = 0 and
f is differentiable at ¢ it holds that f(t) = 0. If f(0) > 0, then as f is
absolutely continuous we have for all ¢ € [0,¢*) that

£(t) — £(0) = / f(s) ds < —et

and hence f(t) < f(0) —et. Let tg := @, then we have t* < ty. Since
f is nonincreasing, tq is the time when f will definitely become zero and
stay zero afterwards. |

Based on the latter result, we recall a Lyapunov criterion for the sta-
bility of fluid networks. It will turn out in the subsequent sections that
this condition is an effective tool for establishing stability conditions for
individual disciplines.

Theorem 3.1.4 ([31]) Consider a fluid network («, p, P,C 7). Let V :
Rff — Ry be locally Lipschitz such that V(x) =0 if and only if x = 0 and
let € > 0. Assume that for each fluid level process Q(-) it holds that

V(Q) = & [V(Q(1)] < —e, (3.12)

whenever Q(t) # 0 and t is regular for the map s — V(Q(s)). Then, the
fluid network is stable.

Proof. According to the scaling and shift property it suffices to consider
fluid level processes Q(-) € ®(1). Since the fluid level processes Q(:) are
Lipschitz and V is locally Lipschitz it follows that the function t — V(Q(t))
is locally Lipschitz and hence differentiable almost everywhere. Then,
as V(Q(t)) = 0 if and only if Q(t) = 0 and by Lemma 3.1.3, we have
V(Q(t)) = 0, and thus Q(t) = 0 for all t > e~V (Q(0)). For

§ :=max{V(z) : z € RY, ||lz|| = 1}
we have V(Q(0)) < 6 and so Q(t) = 0 for all ¢ > =1 §. This shows the
assertion. n

The properties of the function V', namely the positive definiteness and
the decrease along each fluid level process with uniform rate, resemble the
characteristics of a Lyapunov function for an ordinary differential equation.
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For this reason, we refer to V' as a Lyapunov function. A precise defini-
tion and a discussion of the relation to the theory of ordinary differential
equations is provided at the end of this chapter.

In the subsequent sections we investigate necessary and sufficient con-
ditions for the stability of fluid networks under the disciplines introduced
in Chapter 2. The strategy to evaluate sufficient stability conditions will
be to find appropriate Lyapunov functions and apply Theorem 3.1.4.

3.2 General Work-Conserving Fluid Networks

In the first place we consider stability properties of fluid networks defined
by the basic fluid equations. As the only put proper restriction is the non-
idling condition (3.4), these networks are called general work-conserving
fluid networks. Following Proposition 2.4.13 the processes are differential
almost everywhere. Hence, the work-conserving property in its differenti-
ation reads as

> aw-Ln=( Y am)-(1- X hw)=o.

keC(j) keC(j) keC(4)

Every pair (Q(-),T(-)) satisfying the basic fluid equations (3.1)-(3.4) is
called a work-conserving pair. The following theorem guarantees the exis-
tence of a work-conserving pair, given the parameters (o, p, P,C) and the
initial fluid level Q(0). This statement was shown by Chen, cf. appendix
in [19]. We provide a new and elegant proof using the theory of differential
inclusions in Section 5.2.

Theorem 3.2.1 ([19]) For any (a, p, P,C) and Q(0) there exists at least
one work-conserving allocation process T'(-).

Next, we show that the validity of the nominal workload condition p < e
is necessary for stability, where p = CM~Y(I — PT)"'a.

Theorem 3.2.2 ([19]) Suppose that the general work-conserving fluid net-
work (., u, P, C') is stable, then the nominal workload condition p < e holds.

Proof. As the fluid network is stable there is a 7 > 0 such that Q(7+-) =0
for every fluid level process with initial level ||Q(0)|| = 1. Multiplying the
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flow balance equation (3.1) by C M~! (I — PT)~! yields for t = 7 that

0=CMYI-PHY'Q(r)=CM (I -P"H7'Q() +pr—CT(1)
=CM (I -P")'Q(0) + (p—e) 7+ I(7)
>CM I =P)'QO0) +(p—e)7 > (p—e)r,

where the strict inequality follows by choosing Q(0) = %e and the fact
that CM (I — PT)~! is nonnegative and in each row there is at least one
positive entry. [ |

Here we note that the converse of the latter theorem is valid if J =1
or K = J. In order to formulate a sufficient condition for the stability
of a fluid network under general work-conserving disciplines, we have to
introduce strictly copositive matrices. A symmetric matrix A € REXK ig
called strictly copositive if for every x € Rf it holds that T Az > 0 and
2T Az = 0 if and only if = 0. Moreover, for ¢ € R we make use of the
notation ¢~ := min{c, 0} and ¢t := max{c, 0}.

Theorem 3.2.3 ([19]) Consider a work-conserving fluid network. Sup-
pose there exists a K x K symmetric strictly copositive matriz A such that
for k=1,..., K it holds that

K J _
0, = — Qi — i hi, — ( i h,) > 0,
k (Z Bty P = 2 (i, o )
j#c(k)

where H = M(I — P)A. Then, the network is stable.

Proof. Let Q(+) be a fluid level process of the work-conserving fluid network
such that |Q(0)]] = 1. Consider the Lyapunov function V : RX — R
defined by

V(z)=z' Az

Clearly, V is locally Lipschitz, satisfies V() > 0, and V(x) = 0 if and only
if £ = 0. Then, we consider the derivate of V along a fluid level process
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Q(). That is,

=aT AQ(t) = Y > Ti(t) hik Qu(t)

k=1 1i=1

K
=a"AQt) > > > haQut)Ti(t). (3.13)

k=1j=14eC(j)

To conclude the decrease condition, we consider the very last term in (3.13)
individually. Using condition (3.3) it holds that

> hik Qe(t) Ti(t) > chln hik Y Qu(t)
i€C(j) €00 el

= min hyQr(t) - (1 — I;(t)).

i€C(j)

Further, by the work-conserving property (3.4) we have that

J J
min h; f-t: min h; I:(t
gzecj) kQr(t) - 1;(t) ; i, kQr(t) - 1;(t)
j#c(k)

J
+
< ( min h; ) t).
j; 1€C(j) g Qk()
j#c(k)

Hence, we obtain the following estimate for the very last term in (3.13)
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Consequently, this yields

K K J _
lyQu) < o; a;p— min g — min h; t).
V(@) < ] (; M etk * ; (ieC(j) ’“) > @(t)
j#c(k)
Using the introduced notation this reads as
V(Q(1) < =267 Q(t) < 0.

Further, we define

o7 o7 x

x

27 = inf b — inf

7 fl%%’ VT Az fﬂHZlO» VaTAz
xT

llzll=1

and note that v > 0. Moreover, using W(xz) := /V (z) it follows that

_ o Vew) -
2/QTAQ() ~ VQT(HAQ(®) ~

whenever [|Q(t)|| > 0. Hence, an application of Lemma 3.1.3 yields that
Q(t) = 0 for all t > vy~ TW(Q(0)). |

W(Q(t))

)

The class of general work-conserving fluid networks contains all non-
idling fluid networks since the dynamic equations for a fluid network un-
der a certain work-conserving discipline are a specification of the dynamic
equations (3.1)-(3.4). So, if the general work-conserving fluid network is
stable the network is stable under every work-conserving discipline. For
this reason, the stability of general work-conserving fluid networks is also
called global stability.

3.3 Priority Fluid Networks

In a priority regime the various fluid classes are served at the stations
according to a predefined priority ordering. The priority is determined by a
permutation 7 : {1, ..., K} — {1,..., K}. Given fluid classes [, k € {1, ..., K'}
served at the same station ¢(l) = ¢(k), fluids of class [ are said to have a
higher priority than fluids of class k if 7(l) < w(k). So, fluids of class k are
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not served as long as the fluid level of class [ is greater than zero. For each
fluid class k € {1, ..., K} the set

Iy = {1: 1 € Ce(k)), (1) < n(k)}

contains all fluid classes which are served at the same station c¢(k) and have
a higher priority than fluids of class k. In the following the symbol II is
used to express the priority discipline. To describe the dynamic equations
of a priority fluid network (v, u, P, C,II), we introduce the unused capacity
process Y (t), where Yy (t) denotes the cumulative remaining capacity of
station c¢(k) for serving fluids of classes that have a lower priority than
class k fluids. The dynamic equations can be summarized as follows

Q(t) = Q(0) +at— (I — PHYMT(t) > 0, (3.14)

T(-) is nondecreasing, with T'(0) = 0, (3.15)

Yi(t) =1t — Z T;(t) and Y'(-) is nondecreasing, (3.16)
LETT

0= Qu(t) Yi(t) foralmostallt>0, ke{l,..,K}. (3.17)

This representation is close to the dynamic equations of a general work-
conserving fluid network. In the following we want to derive conditions such
that the fluid network (a, u, P, C,II) is stable. To this end, we present an
alternative description of the dynamic equations that will be more appro-
priate for the stability analysis.

Let II; := II;\{k} and for the case that k is not the fluid class with
highest priority at station c¢(k), let h(k) denote the fluid class that has next
higher priority, which is also served at station ¢(k). That is,

h(k) := argmax{r(l) : | € I}

and h(k) := 0 if I = 0. Also, consider the matrix B € RE*X defined
by by, = 1 if h(k) = [ and by, = 0 else. Let e'! be defined by e}l = 1 if
I} = 0 and ell = 0 else. With this notation the allocation process T'(-)
can be expressed by

T(t)=—( - B)Y(t) + et

In addition, using = a— (I — PT) M el and R = (I — PT) M (I — B) the
flow balance equation (3.14) reads as

Q) =Q0)+0t+ RY(t) > 0. (3.18)
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Further, the priority regime can also be expressed by the following condi-
tion

Vi ke{l,..,K},Vt >0 regular:
c(l) = c(k), n(l) < w(k) = Yi(t) > Vi(t). (3.19)
To get further insight into the priority regime we consider partitions (a, b) of
set of fluid classes {1,..., K'} that takes the priority discipline into account
in the sense that if fluid class [ is in a and k is a fluid class that is also

served at the station ¢(!) and has higher priority than [, then it is also
contained in a. More formally, we define the following.

Definition 3.3.1 A partition (a,b) of {1, ..., K} is said to be hierarchical
with respect tom, ifl € a and k € Hf, then k € a. The set of all hierarchical
partitions of {1,..., K} is denoted by H.

Let (a,b) € H be a hierarchical partition, then the flow balance equation
(3.18) in block form reads as

(@) = (&N~ Gy e (i o) (1) oo
In addition, for (a,b) € H with b # § we define

S):={u>0:0,+ Ryu=0and u < e}.

Theorem 3.3.2 ([24]) Consider the fluid network (o, u,P,C,II). As-
sume p < e and that there is an € > 0 and a vector h € R];O such that for
each partition (a,b) € H the condition

hl (0o + Rapzy) < —¢ (3.21)

holds for x, € S(b) if b # 0, and for x, = 0 if b = 0. In addition, if
S(b) = 0, then condition (3.21) is also assumed to hold. Then, the fluid
network is stable.

Proof. Let (Q(-),Y(:)) be a pair that satisfies the dynamic equations.
Since both are Lipschitz, their derivative exists almost everywhere. Let
the Lyapunov function be defined by

V(x) :=h"z
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Clearly, V is locally Lipschitz, satisfies V(-) > 0, and V(z) = 0 if and only
if z = 0. Following Lemma 3.1.3 it suffices to prove that for all regular ¢
and Q(t) # 0 it holds that V(Q(t)) < —¢&. So, let t be a regular point and
let the partition (a,b) be defined by

a={ke{l,.,K}:Y(t)=0} and b={ke{l,.,K} : Yi(t) > 0}.

By condition (3.19) it follows that (a,b) € H. Suppose that b # (). Then,
taking derivatives and using that Y,(¢) = 0 the balance equation (3.20)
yields

Qa (t) =0, + Rabe(t)

Qu(t) = O, + RpY3 ().
By the definition of b, for any k € b it holds that Yi(t) > 0. Then, by
(3.17) it follows that Q(t) = 0. In addition, on the one hand it holds that
Qr(t7) < 0 and, since the fluid levels are nonnegative, on the other hand

we have that Qr(tT) > 0. Thus, it follows that Q(t) = 0. That is, we
have that Q(t) = 0 and this in turn implies that

V(Q(t) = hlQa(t) = h](0q + RapY5(t)).

Since Y3(-) > 0 and Yy (t) — Yi(s) < e(t — s) it follows that 0 < Y3(t) < e
and Yy (t) € S(b). Consequently, by (3.21) it follows that V(Q(t)) < —e.
Also, if b = it holds that Q(t) = 6 and since condition (3.21) holds for
z = 0 we have that V(Q(t)) = h" 6 < —e. This shows the assertion. [ |

The sufficient condition of the previous theorem can be weakend, as the
following shows. To describe the more general sufficient condition some
notations are in order. For b C {1,..., K} the set

) :={ke{l,..,K} : leband c(k) =c(l) = n(k) <nw(l)}

defines the set of highest priority fluid classes in each station that serves
at least one fluid class in b. For each partition (a,b) € H the set

S(a,b):={qeRX : ¢>0,¢,=0and qrip) > 0}
defines the fluid state. Furthermore, we consider the condition

0<z<e and 6,+R,xz=0, (3.22)
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and define the set of regular flow rates by
F(a,b) :=={d = (0 dp)" € RE : dy = 6 + Ryaya where 3, satisfies (3.22)}.

That is, the dynamic equations imply for every partition (a,.b) € H that if
t is a regular point and Q(t) € S(a,b), then we have that Q(t) € F(a,b).
In fact, F'(a,b) is exactly the set of all such derivatives.

Theorem 3.3.3 ([22]) Suppose there is an € > 0, an integer N > 1, and
N nonnegative K dimensional vectors hy,...,hn, such that the following
conditions hold.

(a) Associated to each partition (a,b) € H with b # 0 and F(a,b) # 0,

there is an Index set I(a,b) C {1,..., N} such that for all i € I(a,b)

sup hjd < —e. (3.23)
deF(a,b)

b) For any partion (a,b) € H with b # 0 and F(a,b) # 0, and any
Jj & I(a,b), there is an i € I(a,b) such that

(hj)o < (i) (3.24)

Then, V(z) := max thx is a piecewise linear Lyapunov function. In
1<i<N

particular, the fluid network («, p, P,C, 1) is stable.

Proof. See [22] Theorem 3.1. |

3.4 HLPPS Fluid Networks

In fluid networks under the Head-of-the-Line Proportional Processor Shar-
ing discipline (HLPPS) all nonempty fluid classes present at a station are
served simultaneously proportional to their current fluid level. The total
fluid level at station j = c(k) at time ¢ is given by

Q7 () :=¢;"CQUE) = > Qu(t).

leC(j)
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If the overall fluid level at station j is positive, the allocation rate T}, (t) of
class k fluids served at station j = ¢(k) is defined by

Qr(t)

Ty (t) = :

(3.25)

Note that even if Q]Z(t) = 0 the allocation rate Ty(t) for k € C(j) may
still be positive to keep the total fluid level at station j zero. The idle time
process is denoted by I = {I(t) : t > 0}, where I;(t) denotes the cumulative
time that station j = c¢(k) idles in the interval [0, t]. The dynamic equations
of the fluid network under HLPPS discipline can be summarized as follows

Q) =Q0) +at— (I — PYMT(t) >0, (3.26)
W(t)=CMQ(t), (3.27)
I(t) = et — CT(t), (3.28)
fi(r) = 2O Q>0 (3.29)
ety (1)
I;(t) can only increase if W;(t) =0, j € {1,...,J}, (3.30)

Before addressing stability, we consider the behavior of HLPPS fluid level
processes present at the same station.

Lemma 3.4.1 Given a HLPPS fluid network, suppose that at station j
there is at least one initial fluid level nonempty, i.e. QJE(O) > 0. Further,
let to be defined by

to:=inf{t >0k e C@y) : Qrt)=0}.
Then, it holds that tg > 0 and if tg < oo we have that Q?(to) =0.

Proof. If Qk(0) > 0 for all k € C(j) there is nothing to show. Suppose
there is a fluid class [ € C(j) with @;(0) = 0. To prove that ¢ty > 0 we note
that, since Q? (0) > 0, it holds that

Q1 (0)
Q7(0)

Qi(0) = s + Z Pkl ok

keC(j),
kAl

+ Z v Ti(0) > 0. (3.31)
kEC(5)
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Hence, for I € C(j) the fluid level process @Q;(-) is strictly increasing at
time zero. Furthermore, as @Q(-) is Lipschitz there is a 7' > 0 such that
Qi(t) > 0 for all t € (0, T]. Thus, it follows that to > 0.

To show the second claim, suppose that ¢y < co. Let Q(:) be a fluid
level process. By assumption, its initial level Q(0) satisfies Q]Z(O) > 0.
Without loss of generality let the fluid classes and stations be numbered
such that j =1, Qr(0) > 0 for all kK € C(1), and Q1(tp) = 0. To show the
assertion, we assume contrary that the claim does not hold, i.e.

Je > 0,1 € C(1) such that Q;(¢t) >e>0 Vtel0,to. (3.32)

Then, for fluid class 1 it holds for all ¢ € [0, o] that

Q1(t)
QY (t)

K
Q1(t) = a1 — (= pu1) - + ) pra e (1),
k=2

where T'(-) is a feasible allocation rate corresponding to the fluid level
process Q(+). On one hand, it holds that a; + 2212 pr1 e T (t) > 0. On
other hand, since QT (t) > Q;(t) > ¢ for all t € [0, %], we have

t
Qé() < Mo,
Q7 (1) €

for all ¢ € [0,%]. Hence, it holds that

(1 — p11) (t)

Qi(t) > — Q1 (t). (3.33)

Any solution to #(t) = —cz(t), with ¢ > 0 and z(0) > 0 satisfies z(t) =
x(0) e~ > 0. Thus, we have that Qq(t) > 0 for all ¢ > 0, which is a
contradiction to (3.32). [ |

HLPPS fluid networks have the nice property that the nominal work-
load condition p < e is also sufficient for stability, cf. [16]. We discuss
Bramson’s stability condition for HLPPS fluid network from a Lyapunov
perspective in terms of Theorem 3.1.4.

Theorem 3.4.2 A HLPPS fluid network is stable if and only if p < e.

The necessity of the nominal workload condition follows from Theorem 3.2.2.
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To investigate the reverse implication we consider the Lyapunov func-
tion V defined by

V(z)=e'CM (I - P e

Then, V is locally Lipschitz and, since the spectral radius of P is strictly
less than one, we also have that V' (2) = 0 if and only if z = 0. To show that
the decrease condition (3.12) is satisfied, we define e :== min;—; ;1 — p;.
Let Q(t) # 0 and let ¢ be regular for V(Q(-)). The derivative of V along
each fluid level processes is given by

V(W) =e"CM I —-PHIQt)=e"p—e'CT(1).

If the total fluid level at every station is positive, i.e. Q?(t) > 0 for

every j = 1,...,J, it follows from (3.29) that C T'(t) = e. Hence, we have
that

V(Q) =€ (p—e) < —.

Suppose there is a station i that is empty, i.e. Q¥ (¢) = 0, while sz(t) >
0 for all j # i. Without loss of generality let ¢ = 1. In this case the
allocation rates for classes k € C(1) are not determined by (3.29). However,
the allocation rates are still positive to keep the fluid level equally zero,
which is possible since p; < 1. Let a := C(1) and b := {1, ..., K’} \ a. Then,
the flow balance equation in its differential form reads as

0= ag + PIM,T,(t) + PL,MTy(t) — M, T (1)

Qu(t) = ay + P, M Tu(t) + P MTy(t) — MyTy ().
On one hand the allocation rates for the fluid classes in b are determined
by (3.29). On other hand, as the spectral radius o(P) < 1 the Neuman

series converges ZZOZO(PJ )™ converges. Thus, the allocation rates for the
fluid classes in a are given

To(t) = M, (I, — PN (ag + PJ, My Ty (1) ), (3.34)

which yield that Q¥ (¢ +-) = 0. In order to investigate the allocation rates
for fluid classes a further, we consider the according partition the traffic
equation. That is,

Aa=aq+ PN, +PI N,
Ny =ay 4+ PI A, + PT X,
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and therefore we have
(Ia = Py) " ota = Aa = (I = ) "' Pl M.
Hence, the allocation rates for fluid classes a are given by
To(t) = M, ™ ()\a ~PL N+ (I, — PHYPT, MbTb(t)). (3.35)
Thus, using e} := (1,...,1)T € Rl*l and if QT (t) = 0 we have

p— 3 Tt)=elM, ! (P; X — (I — PD)7LET, MbTb(t)>.
lec()

Hence, in this case the derivative of V along Q(-) equals

J
VW) =e"(p-CTM)=p— Y Tit)+) pj—1
leCc(1) Jj=2
J
= e:lrMa_l (P;;) Ao — (Iy — PJ)_lp(;I;) MbTb(t)) + ij —1.
j=2

(3.36)

The following example, however, shows that this expression is nonnegative
in general.

Example 3.4.3 We consider a two station network serving three classes.
Let the arrival rates be given by a = (1 10 )T and let the service capacities

be given by pu = (4 41+ E)T with € > 0. The routing of the network is
defined in Figure 3.1. The effective arrival rates are A\ = (1 11 )T and the

nominal workload is p = (1 L )T. Further, it holds that

2 Tte
1
i 0 o0
4
MY 1-PHY'=(0 L o0
0 411 1
1+ 1+

Let the initial fluid level Q(0) = (Q1 Q2 Q3)T be such that Q1 >> Q2 > 0
and Q3 = 0. Then, for small t to keep the fluid level at station 2 equal to
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et —s Pt | ———

a2:1—>] 2 —»]u3=1+6

Il
W~

Figure 3.1: A two station network serving three fluid classes.

zero the allocation rate of fluid class 3 is

1) = ) = 1 G5

Hence, for small t > 0 equation (3.36) reads as

V@) =3 —1+ oz ~Ta() =~ + oz ~ T i

Since Q1 >> Q2 > 0 we have for e and Q2 sufficiently small that

V(QU) =3+t - h3HG > 0

The significance of the previous example is that the Lyapunov function
candidate V(z) = eTCM~1(I — PT)~!z yields the desired decrease con-
dition as long as all stations are nonempty. Unfortunately, once there is
some empty station in the network the decrease of V' along Q(-) can no
longer be concluded.

3.5 FIFO Fluid Networks

For fluid networks under FIFO disciplines the fluids are served in the order
of their arrivals. To describe the evolution of class k fluids we have to
consider the immediate workload given by W (t) = C M~1 Q(t). Any fluids
that arrive after time ¢ will have a lower priority in the FIFO discipline.
So, fluids that arrive at time ¢ are served at time t + W;(t), where W;(¢)
denotes the workload of the station j = ¢(k). The total arrivals up to time
t are given by

A(t) = at+ PTMT(t).
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For each class k € {1,..., K} the FIFO regime can be represented by the
relation

Ty (t + W;(t)) = me(Qr(0) + Ar(t)), (3.37)

where my, = ,u,;l. So, the dynamic equations describing a FIFO fluid
network may be summarized as follows

Q(t) = Q(0) +at — (I - PT)MT(t) 2 0, (3.38)
T(-) is nondecreasing, with 7'(0) = 0, (3.39)
I(t) = et — CT(t), I(-) is nondecreasing, (3.40)
0= (CQ(t)TI(t) foralmost all t > 0, (3.41)
) = (3.42)

Tyt + W;(t)) = ma(Qr(0) + A(t)), Y ke {l,...K}.

We note that a FIFO fluid network is not completely determined by the
initial fluid level Q(0). This is because it has to be specified how the
initial fluid level is served in [0, W;(0)]. So, the initial data for each class
ke {l,..., K} is given by Q(0) and

{Ti(s) = s € [0, W;(0)] }. (3.43)

Remark 3.5.1 Bramson and Seidman have shown the surprising result
that FIFO fluid networks satisfying the nominal workload condition are
not stable in general, see [13] and [77]. Moreover, Bramson has also shown
that FIFO fluid networks of Kelly type, i.e. the service capacities of those
classes present at the same station are equal, are stable if and only if the
nominal workload condition is satisfied, see [15, Theorem 1].

To state sufficient stability conditions, derived by Chen and Zhang,
recall that the vector of effective arrival rates is given by A = (I — PT)~!
and that the spectral radius is denoted by . Further, let A = diag(\).

Theorem 3.5.2 ([23]) Suppose the FIFO fluid network satisfies p < e
and one of the following conditions

(i) o( PT+ (I —-PT)ACTCM) < 1
(ii) o( CMPT(I — PTHACT) <1
Then, the FIFO fluid network is stable.
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We do not the recall the proof for this statement since it does not rely
on Lyapunov arguments. The interested reader is referred to [23]. Besides,
this indicates that the FIFO discipline is special among the disciplines
considered in this thesis. We will establish this in Section 5.2.

3.6 Stability Theory of Differential Equations

The notion of stability introduced in Definition 3.1.1 may also be inter-
preted as the zero fluid level process Qo(-) = 0 being the unique stable
and attractive fixed point of the shift operator §,Q(-) := Q(7 + -) defined
on the set fluid level processes. To see this, suppose that Q. () is another
fixed point. Then, for all ¢ > 0 it holds that

Q*(t) - QO(t) = 6TQ*<t) =0,

where the last equality is valid since the network is stable.

Next, we recall briefly the definition of stability and Lyapunov functions
from the theory of dynamical systems. For a detailed description the reader
is referred e.g. to [7], [53]. Consider an ordinary differential equation

#(t) = f(z(t)), xER™ te[0,00) (3.44)

with initial condition z(0) = z and continuous f, where the origin is an
equilibrium, i.e. f(0) = 0. The origin is said to be globally asymptotically
stable in the sense of Lyapunov provided that

Stability: For every € > 0 there is a § > 0 such that ||zo|| < § implies
that ||z(t)|| < € for all ¢ > 0 and for all z(-) with z(0) = xo.

Attractivity: There is an 1 > 0 such that for all ||zo|| < #n it holds for all
x(+) with 2(0) = z¢ that lim;_, ||z(t)|] = 0 and 1 can be taken as
large as desired.

Another way to describe stability is by means of a Lyapunov function
and comparison functions. A function f : Ry — Ry is of class K if f is
continuous, strictly increasing, and satisfies f(0) = 0. A real-valued map
V :R™ — R is called a global strict Lyapunov function for (3.44) if

(i) it is positive definite and proper!, i.e. there exist class K functions

I Properness can also be defined by the fact that the sublevel sets {x € R™ : V(z) < ¢}
are bounded for all ¢ > 0 [26].
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a,b such that for all x € R™ we have that

a([lz]]) < V(z) < b(|]), (3.45)

(i) there exists a class K function w such that for every solution z(-) and
each interval I C [0, 00) we have that

t
V) - V@) < - [Cullemha @10
for each s < ¢ € I provided that z(-) is defined on I.

Remark 3.6.1 [t is well known that the origin is globally asymptotically
stable if and only if there is a global strict Lyapunov function [7].

From that perspective the definition of stability for fluid networks seems
to deviate from the asymptotic stability in the Lyapunov sense. The fol-
lowing lemma, however, shows that the definitions of stability are in fact
equivalent.

Lemma 3.6.2 A fluid network is stable if and only if the zero fluid level
process is globally asymptotically stable in the sense of Lyapunov.

Proof. Suppose that the fluid network is stable. Then there is a 7 < oo
such that Q(t) = 0 for all t > 7]|Q(0)| and for all fluid level processes
Q(+). This implies lim; o ||Q(t)]] = 0 and attractivity holds true. To
conclude stability let € > 0 and 0 := =. Let Q(-) be a fluid level process
with ||Q(0)]] < §. Then, by assumption it holds that Q(¢) = 0 for all
t > 7||Q(0)]|. Further, by the Lipschitz continuity of Q(-) we have that

1R = IR — Q) < LIT[[QO)]| — ¢ < L7[|Q0)]]

for all t € [0, 7||Q(0)]|]. Moreover, as Q(7||Q(0)]+-) = 0 the latter estimate
holds for all ¢ > 0. Thus, we have ||Q(¢)|| < L7||Q(0)] < e.

Conversely, let Q(-) = 0 be asymptotically stable in the sense of Lya-
punov. Due to the scaling property it suffices to consider a fluid level pro-
cess Q(+) with ||Q(0)]| = 1. Then, by attractivity it holds that ||Q(¢)|| — 0
as t — oo for any fluid level process Q(-). Hence, inf{||Q(¢)|| : t > 0} =0
for any Q(-) with |[|Q(0)|| = 1. The assertion then follows from the proof
of Theorem 3.1.2 starting with (3.9). [
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In view of Theorem 3.1.4 and the definition of Lyapunov functions
in dynamical systems theory we now provide a precise definition for a
Lyapunov function for the class of fluid networks.

Definition 3.6.3 Given a fluid network, a positive definite and proper
function V. Rff — R is called a Lyapunov function if there is a function
w € KC such that

V(QM) = V(Q(s)) < 7/ w([[Qr)]]) dr (3.47)

for all 0 < s <t and all fluid level processes Q(-).

The function V' considered in Theorem 3.1.4 is assumed to be locally
Lipschitz, positive definite, and to satisfy the uniform decrease condition

V(Q(t)) < —e (3.48)

if Q(t) # 0 and ¢ regular for s — V(Q(s)). We note that if V' is locally
Lipschitz the decrease condition in Definition 3.6.3 also reads as

V(Q(1) < —w(llQ)), (3.49)

where the decrease depends on the fluid level at the current time instant,
rather than being uniform. In any case the Lyapunov function V' in Theo-
rem 3.1.4 is not forced to be proper. In the Lyapunov theory for dynamical
systems this condition is essential for an equilibrium to be stable as this
enforces the boundedness of the sublevel sets of the Lyapunov function.
This in turn guarantees that the trajectories, along which the Lyapunov
function decreases, will converge towards the equilibrium and not diverge.
However, due to the scaling property this behavior is ruled out for fluid
networks by the request that the decrease of the Lyapunov function V is
uniform as described in Theorem 3.1.4.

3.7 Notes and References

Based on the fact that the stability of a multiclass queueing network is
implied by the stability of the associated fluid network, starting from 1995,
much effort has been spent to derive conditions that guarantee stability of
fluid networks under various disciplines.
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General-work-conserving fluid networks were investigated in [19]. The
stability conditions for priority fluid networks are taken from [24] and [22].
The fact that HLPPS fluid networks are stable if and only if p < e was
shown by Bramson [16]. His proof does not rely on a state dependent
Lyapunov function. Instead, an entropy type functional was used that
depends on the trajectories of the departure process M T'(-) and the imme-
diate workload process W (-). Here we provide a investigation of the result
from a Lyapunov perspective. It turns out that as long as all stations in
the network have positive total fluid level the decrease condition (3.12) is
satisfied. Unfortunately, the case, where at least one station has total fluid
level equal to zero has shown some resilience towards attempts of proof.
Moreover, a related result to Lemma 3.4.1 has been shown by Bramson,
cf. [16, Lemma 4.2 (b)]. The stability conditions for FIFO fluid networks
are stated without providing a proof, since the proof is not based on Lya-
punov arguments. The interested reader is referred to [23]. We will show
in Chapter 5 that FIFO fluid networks take a special position among the
fluid networks considered in this thesis.

The equivalence of condition (3.5) and the stability of fluid networks
was obtained by Stolyar, see [81]. In practice this characterization is not
easy to check for particular fluid networks. However, from a theoretical
point of view condition (3.5) is very useful to see that the stability notions
of fluid networks and asymptotic stability in the sense of Lyapunov are in
fact equivalent.

Moreover, this reinforces the pursuit of the development of a Lyapunov
theory for fluid networks. In addition, this is strengthened by the efficiency
of the stability condition stated in Theorem 3.1.4. At this point we note
that, to the best of the author’s knowledge, Lyapunov arguments based on
Theorem 3.1.4 have only been used to verify proposed stability conditions.

In the theory of dynamical systems a lot of effort has been spent to
conclude that the converse also holds true. The content of the subsequent
chapters is to consider the question whether a converse of Theorem 3.1.4 in
terms of Definition 3.6.3 is valid. That is, the fundamental question of the
next chapter is: Does a stable fluid network necessarily admit a Lyapunov
function?



4 Converse Lyapunov Theorems for
Fluid Networks

This chapter is devoted to the question whether the existence of a Lyapunov
function is also necessary for the stability of a fluid network. The approach
to conclude a commonly known converse Lyapunov theorem differs from
Chapter 3. There we used piecewise linear or quadratic Lyapunov functions
to prove stability of fluid networks under a particular discipline. This
chapter is based on the characteristic properties of fluid networks discussed
at the end of Chapter 2, namely the scaling and shift property, the Lipschitz
continuity of the processes, and the fact the set of fluid level processes is
closed under the topology of uniform convergence on compact sets. We
will define a generic fluid model as a set of processes having exactly these
properties. This approach captures in essence the behavioral approach to
mathematical systems theory proposed by J. C. Willems, see [84].

The first work in this direction was done by Ye and Chen, who in-
troduced the notion generic fluid network (GFN) model. The class of
generic fluid networks models covers a wide variety of fluid network mod-
els. Within this framework Ye and Chen propose a Lyapunov method for
stability. In [86] they proved that stability of a GFN model is equivalent
to the existence of a functional on the set of trajectories that is decaying
along trajectories. This result falls short of a converse Lyapunov theorem
in that no state dependent Lyapunov function is constructed. Rather in
principle the whole solution set has to be known in order to even define a
Lyapunov functional. The strength and basis of applicability of the classic
second method of Lyapunov, however, is that it can be checked without
the knowledge of solutions, whether a given state-dependent function is
indeed a Lyapunov function.

In this chapter we construct state-dependent Lyapunov functions in

75
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contrast to trajectory-wise functionals. We first show by counterexamples
that closed GFN models do not provide sufficient information that allow
for a converse Lyapunov theorem. In this sense the class of GFN models
is too wide. To resolve this problem we introduce the class of strict GFN
models by forcing the closed GFN model to satisfy a concatenation and a
semicontinuity condition. We show that for the class of strict GFN models a
converse Lyapunov theorem holds. As in other converse theorems the proof
is not constructive, so that the question of finding a Lyapunov function for
a particular case is not solved by this result.

Section 4.3 is devoted to the construction of smooth Lyapunov func-
tions. That is, we start from a stable strict GFN model and, thus, there
exists a continuous Lyapunov function, denoted by V. To obtain a smooth
Lyapunov function we consider the Lyapunov function V' and its convolu-
tion with mollifiers. Our approach to obtain a smooth Lyapunov function
is based on the derivation of smooth Lyapunov functions in the dynami-
cal systems literature. However, the absence of a differential equation or
a differential inclusion brings along the disadvantage that a Gronwall-like
argument is not available that provides an estimate for the evolution of the
difference of two trajectories. To overcome this problem we will present a
condition, in terms of strict GFN models, which assures that the construc-
tions works.

4.1 Generic Fluid Models

In this section we start to change our perspective in the investigation of
fluid networks to a more abstract point of view. In doing so, we aim to ana-
lyze the stability independently of the service discipline. We recall from the
very last section of Chapter 2 that fluid networks share certain properties
regardless of the particular discipline, see Propositions 2.4.13, 2.4.14, 2.4.15.
We will define generic fluid network (GFN) models as a set of trajectories
having exactly this properties. Further, we exhibit the idea of the behav-
ioral approach to look at dynamical systems.

Moreover, we will present a Lyapunov method for characterizing the
stability of GFN models. By counterexamples we will explain why GFN
models are too general to provide a state-dependent Lyapunov theory. To
define GFN models recall that the scaling operator o,. and the shift operator
§s are defined by o, Q(t) = 1Q(rt) and J, Q(t) = Q(t + s), respectively.

T r
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Definition 4.1.1 A nonempty set ® of functions Q: Ry — Rf 18 said to
be a GFN model, if

(a) there is a L > 0, such that for any Q € ® and t,s € Ry it holds that
Q) — Qs)| < Lt —s].

(b) Q € ® implies 0. Q € ® for all r > 0.
(¢) Q € P implies 6sQ € ¥ for all s > 0.

If the following condition holds in addition, then we call ® a closed GFN
model

(d) if a sequence (Qn)nen in ® converges to Q. u.o.c., then Q. € P.

The conditions defining a closed GFN model are in line with the Propo-
sitions 2.4.13, 2.4.14, and 2.4.15. At this point we note that this approach
captures the essence of the behavioral approach to dynamical systems pro-
posed by J. C. Willems, where a dynamical system is thought of as a triple
Y = (T,W,B) such that

(i) T denotes the time axis, e.g. 0 #T C R
(ii) W denotes the space of signal values, e.g. § # W C R"

(i) B = {w : T — W} denotes the behavior consisting of the set of
trajectories w(-) that are feasible to describe the evolution of the
system.

Interpreting the time axis is T = R, the set of possible outcomes W = Rf
as the set of all possible fluid levels, and the behavior B = ®, we see that
the class of GFN models falls into this framework. In particular, the shift
property is in one to one correspondence to the notion of time-invariance
of a dynamical system ¥ = (T,W,B) which is defined by the property
that if w(-) € B and s € T, then the shift d,w (-) = w(s +-) € B, cf. [84,
Definition I1.3]. Since the focus of this chapter is on stability we quote from
[85, Definition 11] the concept of stability in the behavioral framework.

Definition 4.1.2 A dynamical system ¥ = (R, W,B) is called stable, if
for any w(-) € B it holds that lim;_, w(t) = 0.
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Hence, a fluid network can be written as a system ¥ = (R}, RE, ®).
However, we will stick to the notation ® for simplicity. Moreover, for
future use we also introduce some notation. Any element @ € @ is called
a trajectory (of @) and the set of trajectories with total initial level one
is denoted by ®(1) := {Q € ® : |Q(0)|| = 1}. For x € RE the set of
trajectories starting in x is denoted by ®, := {Q € @ : Q(0 ) = z}. The
definition of stability for GFN models is analog to the definition of stability
for fluid networks except that, due to scaling property, it is sufficient to
consider trajectories whose initial values have norm one.

Definition 4.1.3 A GFN model ® is said to be stable if there exists a
7 > 0 such that §:Q = 0 for all trajectories Q € ®(1).

The notion of stability of a GFN may also be expressed by saying that
the zero fluid level process (9 = 0 is the unique stable and attractive fixed
point of the shift operator 6,Q (-) = Q(- + 7) defined on ®. Following
the proof of Lemma 3.6.2 it can be seen that the notion of stability for
a GFN model @ is equivalent to the notion of stability for a system ¥ =
(R4, RE, ).

Remark 4.1.4 For a stable GFN model ® with Lipschitz constant L and
7 > 0 4t holds that LT > 1, as for any Q € ®(1) we have that

1=[QO)[ = lQ(r) — Q)| < L.

To begin with the stability analysis of GFN models from a Lyapunov
perspective we recall the known results from the literature. Ye and Chen
presented a Lyapunov method to characterize stability of closed GFN mod-
els, where the L-condition plays a key role, which is defined as follows.

Definition 4.1.5 A GFN model ® is said to satisfy the L-condition if there
exist class K functions w;, i = 1,2,3, such that for any trajectory Q € ®
there exists an absolutely continuous function v : Ry — Ry satisfying

wi (R < v(t) < wa((lQM)I]), (4.1)
(1) < —ws([|Q@)I) (4.2)

for almost all t > 0.
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The content of the subsequent statement is that the L-condition is
equivalent to the stability of a GFN model. This result was derived by
Ye and Chen. We do not recall its proof here. The interested reader is
referred to [86].

Theorem 4.1.6 ([86]) A GFN model ® is stable if and only if the L-

condition is satisfied. In particular, given Q@ € ® the function v can be
chosen as

[ee]

o) = [ Q) ds (13)

Given a trajectory @ of a stable closed GFN model, v(t) may be inter-

preted as the total remaining fluid mass of ) from time ¢t on. We note that

an equivalent way of interpreting v is as a functional ¥ : ® — R on the

GFN model with the following properties. There are comparison function

such that for each trajectory @ € ® its value under the functional v can

be estimated from below and above by its initial value. That is, for any
Q@ € @ it holds that

w([QO)]) < 2(Q) < wa([|QO)])-

Furthermore, the evolution of #(Q) can also be estimated in terms of a
comparison function. Precisely, the mapping ¢ — 9(Q)(t + -) satisfies

d
0@+ ) < —ws (R

For this reason we refer to v, interpreted as v(0) =: 9(Q), as a Lyapunov
functional on the set of trajectories. It can be seen that this approach
differs from the one taken in the theory of dynamical systems in which
Lyapunov functions are state-dependent. The dependence on solutions
is undesirable, because the benefit of Lyapunov’s second method is that
trajectories need not be known to be able to determine stability, whereas
the Theorem 4.1.6 requires the knowledge of all solutions. In the following
we present a way to overcome this drawback. To this end, we define a

Lyapunov function that does not depend on the trajectory of the closed
GFN model, which is in line with Definition 3.6.3.

Definition 4.1.7 Given a GFN model ®, a function V : RE — R is said
to be a Lyapunov function if there exist class K functions w;, i = 1,2,3
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such that

wi([|2]) < V(2) < wa(ll2]), (4.4)
V(QE) = V(Q(s)) < —/ ws([[Qr)]) dr (4.5)

for all 0 < s <t € Ry and all trajectories Q € .

We denote by A(®) = {z € RY : 3Q € @, Q(0) = z} and consider for
our purpose the following candidate V' : A(®) — R4 U {oo} defined by

Vi) = sup / 1Q(s)]] ds. (4.6)

In the sequel, we assume that A(®) = RX. The function V can be inter-
preted as a measurement of the state x in the sense that V' (x) represents
the total possible fluid mass that the network has to deal with being in
state x.

Remark 4.1.8 The Lyapunov function candidate has the following radial
property: For any scalar r > 0 it holds that

V(rz) =r?V(x).

To see this, let r > 0 be a scalar. Then, the scaling property implies that

Via) = sp [ jalds= s [T 1rQet o) as

QEQ,s

o0 oo
=7 sup / 1Q(u)||r du=1* sup / Q)| du=r*V (x).
QeQ. Jo QeQ. Jo

An interesting question concerns the regularity of V. Of course, we aim
for continuous dependence on the state, as this would entail robustness of
stability, see [55], [82]. Note that for stable closed GFN models the supre-
mum in (4.6) is actually attained because of the closedness condition (d)
in Definition 4.1.1. We say that a function g : Rf — R is upper semicon-
tinuous in a € R if g(a) > limsup,_,, g(x). Certainly, g is called upper
semicontinuous if it is upper semicontinuous for every a € Rf . Further, a
function g : Rf — R, is lower semicontinuous at a € Rf if —g is upper
semicontinuous in a € Rf and ¢ is called lower semicontinuous if g is lower
semicontinuous in every point.
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Proposition 4.1.9 If ® is a stable closed GFN model, then V given by
(4.6) is well defined and upper semicontinuous.

Proof. Tt is an easy consequence of the Lipschitz continuity and stability
that V as defined in (4.6) is finite. Let z € R and (x,)nen be a sequence
in RE which converges to z. As ® is stable the set {V(z,) : n € N}
is bounded. Hence, there exists a subsequence (x,,)eny and a sequence
(Qn, )ien with @y, € @, such that

(oo}
limsup V(z,) = lim V(x,,) = lim / |Qn, (8)|| ds.
n—o0 l—o0 l—o0 J
Now we consider the family {Q,,(-) : I € N}. Since ® is stable the family
{Qn,(:) : 1 € N} is bounded. By the Lipschitz condition (a) in Defini-
tion 4.1.1 there is a single Lipschitz constant for any trajectory @y, (-) of
the family {Qn,(-) : I € N} and so the family is equicontinuous. By the
theorem of Arzela-Ascoli there exists a subsequence which converges u.o.c.
to some @, with Q.(0) = x. Since the model is closed it follows that
@« € ®. Thus, by the definition of V' it holds that

fimsup V() = Jim [ |Qu(s)lds = [ Q(s)]ds < Vo)
n— 00 — Jo 0
This shows the assertion. [ |

As we are interested in the continuity of V' the question remains whether
V is also lower semicontinuous. The subsequent example indicates that in
general this is not the case.

Example 4.1.10 Let K = 2 and consider the GFN model ® defined by
_ (.’ﬂl — t)Jr (C — lt)+ )
(I)_{<(x2—t)+ ’ (C—gtﬁ 1w, w2, c € Ry 5.

It is easy to check that ® is a stable closed GFN model. We consider
o= 11T and z, = (1+ 2 1— )T, It holds that

. T i 1 o+ 1+
HILH;O Vizn) = HILH;O ; A+ —t)"+ (1~ —t)"dt
i L2 =

n—oo

<2= /22(1 — 2t)dt = V(wo).
0



82 Chapter 4 Converse Lyapunov Theorems for Fluid Networks

So, V' defined by (4.6) is not necessarily lower semicontinuous for stable
closed GFN models.

Remark 4.1.11 The example shows that in the frame of Definition 4.1.1
our candidate V' is not continuous in general. The problem with this ex-
ample is that along the diagonal a particular trajectory exists which is not
approrimated by solutions starting close to but not on the diagonal.

The key property of a Lyapunov function V for a dynamical system is
that it is decreasing along trajectories. The next example addresses this
issue for closed GFN models.

Example 4.1.12 Let K = 2 and define for given x1,x9 € Ry the trajec-

tories
r1— t
! if t<a,
To —+ t

Q1(t) = +
else,
2.’21 + 2o — t

<x1 * t) if <,

To — t

Qa2(t) = +
<.1‘1 + 219 — t)

and

else.
0

Then, we consider the closed GFN model ® defined by

® ={Q1(),Q2(") : 1,22 €Ry}.

Clearly, ® is stable. In Figure 4.1 a schematic illustration of the feasible
trajectories is provided. In this GFN model it is obvious that trajecto-
ries cannot be concatenated. However, let us assume that there is a state-
dependent Lyapunov function V' which is decaying along trajectories. The
closed GFN model ® has the following property. For every state z = (z1, 22)
there is a state y = (y1,y2) such that there are two trajectories that go to
zero, where one trajectory starts in z and passes y and the other trajectory
starts in y and passes z, see Figure 4.1. AsV is decaying along trajectories
it follows that V(z) < V(y) and V(y) < V(2), which is a contradiction.
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€2

Q1(-;2)

Q2(-3y) Q2(-52)

Z1 Z1

A

Figure 4.1: This figure illustrates the trajectories Q;(-;z) and Q(-;y),
1 = 1,2 of the GFN model ® for the initial values y € Ri and z € R2+7
respectively. The components of the initial values y and z satisfy yi > 0
and z; > 0, respectively.

Remark 4.1.13 The vital issue of Example 4.1.12 is that for (closed)
GFN models a Lyapunov function in the sense of Definition 4.1.1 can-
not exist. Moreover, the crucial aspect of the previous examples resembles
a known phenomenon of fluid networks under FIFO disciplines: To de-
termine the evolution a FIFO trajectory after a starting point Q(0) it is
necessary to fix additionally the initial direction in terms of the initial al-
location {T'(s) : s € [0,W(0] }, see also (3.43) and Example 5.2.15.

4.2 Strict Generic Fluid Models

In this section we present a way out of the dilemma. We specify the class
of closed GFN models by adding two conditions, namely a concatenation
property and a lower semicontinuity property and denote them strict GFN
models. The concatenation of trajectories is defined as follows.

Definition 4.2.1 Let ® be a closed GFN model. Suppose that Q1 and Q2
are trajectories of ® such that Q1(t*) = Q2(0) for some t* > 0. Then,
Q1 0 Q2 is called the concatenation of Q1 and Qo at t*, which is defined
by

Q1(t) t <t

Qo Qalt) = {Qz(t—t*) >t
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In the behavioral approach to dynamical systems the concatenation of
trajectories plays a key role for the understanding of state. Transferred to
the present setting a GFN model ® has the property of state if and only if
it satisfies the concatenation property. That is, all the information that is
needed to decide if two trajectories @1, @2 € ® can be concatenated within
® at time ¢ is the knowledge whether Q1 (t) and Q2(t) coincide or not, see
e.g. [66, Definition 4.3.3 and Remark 4.3.4]. Similar to GFN models we
denote Q(1) := {Q € Q : ||Q(0)]] = 1}. Moreover, let Q, = {Q € Q :
Q(0) = =} denote the set of trajectories in Q starting in x € R}.

To overcome the difficulties from the previous section, we consider the
closed GFN models with additional properties, which are defined as follows.

Definition 4.2.2 A subset Q C ® is said to be a strict GFN model if
(e) it satisfies the concatenation property,

(f) there is a T > 0 such that the set-valued map x ~> Qz|[0 7 is lower
semicontinuous.

A definition of lower semicontinuous set-valued maps is given in Ap-
pendix B. It is possible that a closed GFN model satisfies (e) and not (f).
We do not introduce yet another name for such GFN models but simply
speak of a closed GFN model satisfying (e).

Remark 4.2.3 Given a closed GEN model, the uniform Lipschitz con-
tinuity condition (a) implies that if a sequence (Qn)nen in Q converges
uniformly on [0,T) with T < oo then it converges uniformly on the closed
interval [0,T].

We note for further reference, that for closed GFN models satisfying
(e) the semicontinuity condition can be stated the following.

Proposition 4.2.4 Given a closed GFN model satisfying (e), then the
semicontinuity condition (f) holds if and only if

(f") for each xy so that Qu, # O there exists a T'(xo) > 0 such that the

set-valued map x ~~ QI|[0 (o)) 18 lower semicontinuous at xg.
) 0

Proof. Tt is clear that (f) implies (f’). Conversely, fix any T > 0, xq
and a Ty := T(xo) such that (f’) holds. Choose Q € Q,, and a sequence
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xn, — xo. We have to construct a sequence (Qn)neny with @, € Q.. so
that @, (-) — Q(-) uniformly on [0,T]. We may assume that Ty < T as
otherwise there is nothing to show.

By assumption (f’) there exist Q% € Q,, such that Q%(:) — Q(-)
uniformly on [0, Tp]. In particular, Q% (Ty) — Q(To). By the shift property
it holds that o7, Q@ € Qg(r,) and so for Ty := T(Q(Tp)) we may by (f’)
choose a sequence @, € Qqo(r,) such that Q}(-) = 67,Q(-) uniformly
on [0,71]. Now define the concatenation Q. := Q% o7, QL and note that
QL(-) — Q(-) uniformly on [0, Ty + T].

Repeating this step countably often, we can construct an open interval
[0,T) such that there exist Q, € Q,, satisfying Q,(-) — Q(-) w.o.c. on
[0,T). Assume that T < oo is chosen as the maximal real for which this
u.0.c. convergence is possible.

Then, by Remark 4.2.3 it follows that Q,,(-) — Q(-) uniformly on [0, T].
Hence, we can repeat the argument and extend the uniform convergence to
the interval [0,7 + T(Q(T))]. This contradicts the assumption that T' was
chosen to be maximal. This shows the equivalence, as T can be arbitrarily
large and so chosen to be bigger than T'. |

Moreover, the following proposition is also a consequence of the condi-
tions (e) and (f).

Proposition 4.2.5 The trajectories of a strict GEN model depend lower
semicontinuously on the initial value, i.e.

(g9) for each x, Q € Q, and (xy)nen converging to x, there is a sequence
of tragectories (Qn)nen With Qn € Q. which converges to Q u.o.c.

Proof. Let z € Rf , @ € 9, and (z,), be a sequence converging to
xz. By condition (f) in Definition 4.2.2 there exists a T' > 0 and a se-
quence (Qn)nen with @, € Q,, that converges to @ € Q uniformly on
[0,T]. In particular, we have @, (T") converges to Q(T') as n — oo. More-
over, for Q' € Qg such that Q'(-)|p,7] = Q(-)|j7,27] condition (f) im-
plies the existence of a sequence QL € Qq,.(1) satisfying lim,, o QL =
Q! uniformly on [0, T).

By the concatenation property (e) we have a sequence (@ )neny With
Qn € Q,, that converges uniformly to @ € Q, on [0,27]. A successive
continuation in this manner yields the existence of a sequence (Qn)nen
with @, € Q,, converging uniformly on compact sets to Q. € Q,, . [ |
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Next, we show that condition (f) is the appropriate condition for conti-
nuity of our candidate V. To be precise, condition (g) closes the gap from
upper semicontinuity to continuity.

Proposition 4.2.6 If Q is a stable strict GFN model, then V defined in

(4.6) is continuous.

Proof. We show that V is lower semicontinuous as the continuity of V' then
follows together with Proposition 4.1.9. Let z € Rf and @ € Q, be such
that

Vi - | o)) ds.

Further, let (x,,), be a sequence converging to . As Q is stable and using
the same arguments as in the proof of Proposition 4.1.9,

Vi) = [ IQlds = tim [T 1Qu(e)1ds < mint V()

That is, V is lower semicontinuous. |
Next, we show that for the class of strict GFN models, in fact, a converse

Lyapunov theorem holds.

Theorem 4.2.7 A strict GFN model Q is stable if and only if it admits
a Lyapunov function. In particular, V can be chosen as

Vi) = s [ " lQ(s)] ds
QREQL JO

and V s continuous.

Proof. First, we show that the existence of a Lyapunov function is sufficient
for stability. Let V be a Lyapunov function for Q. From (4.4) it follows
that V(Q(t)) > 0 and inequality (4.5) implies that

V(Q(t2)) = V(Q(1)) <0

for all t; < t2 € Ry. So, V(Q(+)) is monotone decreasing and bounded. In
order to show that V(Q(t)) tends to zero as ¢t goes to infinity assume that

lim V(Q(t)) =: ¢ > 0.

t—o00
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Then, for all ¢ > 0 it holds that

0 <e<V(Q() < wa([QRM)) (4.7)
and further 0 < w5 *(c) < [|Q(t)||. Tt also holds that

0 < ws(wy ' (c)) < ws(lQI.
Now observe that from (4.5) it follows that

V(Q(1) - V(Q(0))

IN

- [usiQ@ias < - [ uswse)as
— w5 (0)

and, hence, lim;_, o, V(Q(t)) = —oo, which is a contradiction to (4.7). So,

IN

lim V(Q(t)) = 0. (4.8)

t—o0

By (4.4) it follows that
Tim [Q(6)] =0.

Consequently, the origin is asymptotically stable and by Lemma 3.6.2 this
implies the stability of the strict GFN model Q.

Conversely, suppose that Q is stable. Then, there is a 7 > 0 such that
0,Q = 0 for all trajectories Q € Q(1). We define the following comparison
functions

wi(r) =57, wa(r):= r2(1+Lr)1, ws(r):=r

and show that our candidate
o0
V) = s [ Q)]s
Q€eQ. JO

is a Lyapunov function. As Q satisfies the Lipschitz condition (a) it follows
that

1Q(s)I = 1R — L(s — 1) (4.9)
for all @ € Q and s > t. In particular, for ¢ = 0 this implies

1Q(s)[l = IR — Ls. (4.10)
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Using the last inequality we get the following estimate from below

ll=]l

o0 L
V(z)= sup / |Q(s)[| ds > sup / 1Q(s)] ds
Q€eQ. Jo Q€. Jo

[Ed]

L
> sup [ (ol - Ls) as
QEQ: JO
, 2 2
= sup {flafl 151 — 15 } = I =y (J]).

To obtain an estimate from above consider () € Q.. Note that by the
scaling property it follows that o), @ € Q(1) and further the stability of
Q implies that

Qt)y=0  Vt>|z|r (4.11)

The triangle inequality together with the Lipschitz condition imply that
for all ¢ € [0, ||z||7] it holds that

1R < QO + Lt < |jf| (1 + L7). (4.12)
With (4.11) and (4.12) an estimate from above is derived as follows
il il
V@ = sp [ 1QWlds< sup [ el (14 L7 ds
QeQ, Jo QeQ, Jo
= |l2l|* (1 + L7) 7 = wa(||])-

Now consider the decrease condition

V(Q(t2) — V(Q(t) = sup / S o)l di= s / Q)] ds.

QEQQ(ty) €Qq(t;) Y0

From condition (e) it follows that

veu) = wp [ 1w ds

QEQq(+;) Y0

> [Tiawias+ sw [Tiee) s

t1 QGQQ(tQ) 0

_ /t Q)] ds + V(Q(t2):

1
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and, hence,

V(Q(t2)) ~ V(Q(h)) < — / 11Q(s) | ds = — / " ws(1Q(s)]) ds.

ty

Thus, together with Proposition 4.2.6 we see that V is a continuous Lya-
punov function. |

From the proof of the previous theorem we see that the semicontinuity
property (f) is only needed to conclude continuity of V. Thus, we have
also proved the following.

Corollary 4.2.8 A closed GFN model ® satisfying the concatenation prop-
erty (e) is stable if and only if it admits a Lyapunov function. In particular,
V' can be chosen as in (4.6) and V is upper semicontinuous.

In addition, the proof of Theorem 4.2.7 shows the following equivalence.

Corollary 4.2.9 A strict GFN model Q is stable if and only if it admits
a continuous Lyapunov function and the comparison functions are of class

Koo-

Remark 4.2.10 Continuity of Lyapunov functions is of interest because
this would ensure robustness properties of the network subject to unknown
parameters or external perturbations. Since upper semicontinuous Lya-
punov function do not imply robustness statements the benefit of Lyapunov
functions that are upper semicontinuous is restricted compared to continu-
ous Lyapunov functions, see [55], [82].

4.3 Construction of Smooth Lyapunov Functions

Another essential point in the Lyapunov theory for dynamical systems is
the construction of smooth Lyapunov functions. In this section we regard
this issue in the context of strict GFN models. To this end, we consider
a strict GFN models @ which is supposed to be stable. According to
Theorem 4.2.7 there is a continuous Lyapunov function V defined by

Vi) = s [ Q)] ds

QeQ. JO
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and a comparison function w such that the decrease condition

t

V@) -vew) < - [ w(lQwl) dr (4.13
S

is satisfied. The key issue of this section is the following. Given a stable

strict GFN model, we aim to construct a C*°-smooth Lyapunov function

Vs and a C*°-smooth comparison function w, such that for all Q € Q we

have

V.(Q(1)) 1= Tim (@) = Vo(Q®)

h—0 h

< —ws([Q)I)- (4.14)

Our construction will be based on C°°-smooth mollifiers and their convo-
lution with the Lyapunov function V' admitted by the stable strict GFN
model. This technique is well-known in the theory of partial differential
equations and for the construction of smooth Lyapunov functions for ordi-
nary differential equations and differential inclusions, see [44] and [26, 82],
respectively, and the references therein.

Forr > 0 and z € R" let B(z,r) := {y € R" : ||z —y|| <r}. A function
k € C=(RE R,) is called a mollifier if supp k = B(0,1) and

/RK k(z) de = 1.

Furthermore, the support of a mollifier can be scaled in the following way.
For r > 0 consider

ke(x) = L k(r o).

Then, it follows that k. € C*°(R¥ R, ), supp k, = B(0,r), and

/RK kr(z) dz = 1.

Moreover, to consider the convolution of a function f € C(R"™,R) and
a mollifier k,., let U be an open subset of RX and U, = {x € U
dist(z,0U) > r}, where dist(z, A) = inf{|jxr — a| : a € A}. Then, the
convolution, denoted by f, : U, — R, is defined by

£ folz) = ke (2) = / Flx— ) k() dy.

B(0,r)
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By standard convolution results it follows that f, € C*(U,,R,), see for
instance [44, Theorem 6 Appendix C.4]. Furthermore, if f is continuous in
U, it holds that f. — f uniformly on compact subsets of U as r — 0.

In order to construct a C*°-smooth Lyapunov function and a C°°-
smooth comparison function we extend V and w to R as an initial step.
To this end, let | - |vec denote the map that takes componentwise absolute
values, i.e.

|x|vcc = (|ZL’1|, EES) |xK|)T
The extention V¢, defined by the composition
Ve(x) = V(|2|vec)

of the continuous functions V and | - |vec, is also continuous. Applying the
latter to the comparison function yields

w(z) = w([[|z]vecl)-

Before starting the construction of a C'*°-smooth Lyapunov function we
make the following standing assumption for this section. In the following
we often denote trajectories by Q(-; ) to emphasize the starting point x.

Assumption 4.3.1 For any x € R¥X, Q € Qlzfpecy € > 0, and T > 0
there is a constant ¢ > 0 such that if ||z — y|| < &, there exists a trajectory
R € Q;—y),.. such that for all t € [0,T] it holds that

| QE; [2lvee) — y — R(E; |2 — Yluee) | < cllyl| T

As a first consequence of the Assumption 4.3.1 we shall show that V¢
is locally Lipschitz. To this end, we consider the Dini subderivative. Let U
be an open subset of R”. The Dini subderivative of a function f: U — R
at a point x € U in the direction v € R" is defined by

Df(z;v) := liminf fla+ew) = f(x)

e—0,w—v e

Based on the Dini subderivative the following result is useful to establish
the local Lipschitz continuity of V€. For further details the interested
reader is referred to [27].
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Lemma 4.3.2 ([27]) Suppose that the function f : U — (—o0, ] is lower
semicontinuous. Let U’ C U be open and convex. Then f is Lipschitz with
constant M on U’ if and only if for all x € U’ and for all v € R™ it holds
that

Df(aiv) < Mol

Based on this result we will conclude that under the Assumption 4.3.1
the extended Lyapunov function V¢ is locally Lipschitz.

Lemma 4.3.3 Let Q be a stable strict GEN model. Suppose that Q satis-
fies Assumption 4.3.1, then V¢ is locally Lipschitz on R¥.

Proof. Let B C RY be open, convex, and bounded and let « € B. Further,
let Q € Qy|,.. be a trajectory of the strict GFN model satisfying

Ve(a) = / " 11Qs: 2hvee) | ds.

Given any w € R we consider a sequence (ek)ken of positive real numbers
which converges towards 0 so that x +e,w — = as kK — oco. The continuity
of | - |vec implies that |z + exw|vec = |Z|vec as k — c0. So, for every € > 0
there exists an N € N such that ||z — (z + epw)| = ex|lw]] < € for all
k > N. Furthermore, for N and T := sup{||z|| 7, supy~ y ||z + exw| 7}, by
Assumption 4.3.1, there exists a ¢ > 0 and trajectories R(-;|x + e4w]vec),
with k& > N, such that for all ¢ € [0, 7],

1 QU [xlvee) || = exllwll = [|R(E |2 + exwlvec) ||
SR [2lvee) + exw — R(t; |2 + exwlvec) [| < cep [Jwl| ¢,

where the first inequality follows from the triangular inequality. This also
reads as

1QE; [xlvee) | = [ B(E: [ + epwlvee) | < ek [lw]| (1 + ct) (4.15)

for all ¢t € [0,T]. Besides, by the definition of V¢ and the stability of Q it
holds that

o0

Ve($+5kw) > / ‘lR(S;‘$+€kw|vec) HdS
0

|lzterwl|T
= / | R(s; | + epw]|vec) || ds.
0
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Also, the stability of Q implies that

0 |zl
Ve(x) = / 1Q(5: [2lvee) | ds = / 1Q(5: [ lvec) | ds.

Moreover, on one hand if ||z|| < ||z + exw]| it holds that

llz|lm
Ve(z) - Ve(z + exw) < / 1 Qs [lvec) [ ds
0
[|z+erwl|T
—/ | R(s; |z + erxwlvec) || ds
0
lz|lm
< / 1 Q(5; 12hveo)ll = 1R(5: 12 + extolvec) || ds
0
||l
< / x ] (1 + ¢5)ds = e [lwl| 2] 7 (1 + & ]l]ir)-

On other hand, if ||z|| > ||z + exw| we have that

llz|lm
Vi) = Vit aw) < [ 1Qesifele) | ds
0
||z4erwl|| T
- / | R(5: 2 + xtolvec) || ds
0
lz+erw|
< / 1 Qs: [ hvee) | — 1R (s: |2 + xtolvec) [ ds

llz|lm
+ /| 1 Q(s: 2lvee) [ ds

ztepw|T

|lz+erwl|T
< / e llw] (1 + cs) ds
0

+7(llzll = llz + exwl]) - sup [ Q(s: []vec) |

s€lllzterwllT||2|7]

<epllwll |z + erwll 7 (1 + 5lle + epwllT) + 7ep [Jwll [J] (1+ L7).

The last inequality but one follows from (4.15) and the last inequality
follows from (4.12) and the triangular inequality. Consequently, taking
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limits implies

D=V (:iv) = liminf LB =V @+ ew)

k— o0, w—v €k

<72+ Gzl +L)7) ll=] - o]l

Since —V¢ is lower semicontinuous and ||z|| is bounded the assertion follows
from Lemma 4.3.2. [

In the sequel, we proceed with the construction of a smooth Lyapunov
function and a smooth comparison function. Let U be an open subset of
RX and consider the convolution of V¢ and the mollifier k, defined by

V(o) i= Vs, (a) = [

V(e —y) ko (y) dy = / V(l2—lvee) kv (y) dy.
RK

REK

Also, we consider the convolution of the extended comparison function
we(x) given by

wila) = ek (@) = [ 0@ =)k ) d
By standard convolution results it follows that V¢ € C*°(U,R;) and w¢ €
C>(U,Ry). Furthermore, since V¢ is continuous in U it holds that V,* —
V¢ uniform on compact subsets of U as r — 0. Consequently, for every
€ > 0 there is an 7 such that for all » € (0,79) we have that V¢ and w,
are smooth on U and

|[Vi(z) = Ve (x)| <e and |we(z) — w(x)] < (4.16)

£
2

for all z € U. The subsequent statement addresses the decrease condition
of the convolution along trajectories of the strict GFN model Q.

Lemma 4.3.4 LetU C Rf be compact, V¢ and w € K be such that (4.13)
holds. Suppose that Assumption 4.3.1 is valid. Then, for every e > 0 there
exists a g > 0 such that for all v € (0,1¢) we have

VAQ(1) < —w'(Q(1)) +¢ (4.17)

for all Q € Q and t € [0,T] with Q(-)|jo,r) CU.
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Proof. Due to the shift property it suffice to consider the case t = 0. So,
let x € U and let Q € Q,. Then,

V@)~ Vi@ = [ (V@D -5 =V —1) ) ko) dy

< [ [Vi@sa) =) = Ve(R( 1o = phee)

kr(y) dy
+ /]RK (V( R(t§ |-17 - y|vec)) - V(‘JZ — y|vec)) kr(y) dy’ (418)

where R(-; |z — ylvec) 1S a trajectory corresponding to Assumption 4.3.1.
By the local Lipschitz continuity of V' with constant Ly and by Assump-
tion 4.3.1, the first term on the right hand side in the above inequality can
be estimated as follows

L [Vi@sa) =) = ve(RG o = yle)) [ 5o 0)

< [ 1ol Q) =y = Rtsle = yhue) | 5, (0) dy
L ke (y) dy.
<tely [ k) dy

Further, it holds that [ [ly[| &(y) dy < [ 7k (y) dy = r and for ro := 55—
it follows that

[l

/RK |VAQtx) —y) — VIR [2 = ylvee)) | - kr(y) dy <t

The stability of the strict GFN model Q implies that the very last term
in (4.18) can be estimated by means of the convolution of the comparison
function w € K and the mollifier,

/]RK (V(R(t, IZ‘ - y‘vec)) - V(lﬂ? - y‘vec)) : kr(y) dy

< [ (- [ wtmssiesheo) as) )

- t < [ Rk = el dy) ds.
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Next, we show that the function

- / (1 R(5; | = ylvee) |I) ko (y) dy

is continuous in [0, t].
To see this, consider the modulus of continuity of the function

S > ’w(” R(S; |$ — y|vec) ||)a

defined for § € [0,t] by

m (5,w(| BC: |2 = yheo) 1)) =
w(” R(s; |7 — ylvec) ”) - w(HR(s'; |z — y|veC)H) ’

sup
|s—s'|<d

Then, for s, s’ € [0,¢] it holds that
w(” R(s; |7 — ylvec) ”) - w(” R($/§ |z — Ylvec) ”) <
m (8w (| R(s 12 = yheo) 1))
The stability of the strict GFN model Q yields that ||R(;|z — ylvec)| 1s

bounded and, hence, w(|| R(:; |z — y|vec) ||) is uniformly continuous. Thus,
we have

%Q%m(mu(HR(ﬂx—yk%MD>:0

That is, for every € > 0 there is a d.» > 0 such that for all ¢ < §. it holds
that m(t, w(]| R(:; |2 — ylvec) ||)) < &’. Now, for &’ > 0 choose § > 0 such
that |s — '] < § < 0. Then,

[ (0l Rl = ghac) 1) = (1 RO o = o) 1)) o)
< [ (5w Rl = phee) D) i)

S/ e ky(y) dy = ¢€'.
RK
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Besides, by conditions (4.16) we have that —wy (z) + § < —w®(z) +¢.
Finally, applying Assumption 4.3.1 and collecting the above relations yields
~ _VEQ(t ) — ViE(x)

VA(Q(052)) = lim t

1 t
<s-tmy [ ([ wlBele = ol b ) dy ) as
t—0 t RE 0
1t .
< _tlg%g 0 (/RKM(HR(S’ |x_y|vec)”) kr(y) dy) d8+§
= [ w(IRO: 1z = sl ko 0) dy+ 5
= */ w(z —y) ky(y) dy + 5
RK
= —wt(Q0:2)) + § < —wf(Q(0:)) + <.
This shows the assertion. |

Now, let U = {U;}2, be a locally finite open cover of R" such that for
every i the closure U; is compact. Further, let {(;}5°; be a smooth parti-
tion of unity that is subordinate to U. Details are provided in Appendix A.
Define

i = z min{min V*(z), min w®(z)} and ¢ = max||Vy;(x)].

zeU; zelU; z€eU;
(4.19)
Then, by Lemma 4.3.4 for every i there are C°°-functions V;* and wy such
that for every x € U;,

&

[Ve(z) = V()| < m

and |w(z) — wi(x)] <e;. (4.20)

Moreover, by the conditions (4.17) and (4.19) we have that
VEQ(t ) < —wf(Q(t ) + 26 < —5u(Q(t 7). (4.21)

Next, we define

Vi)=Y pilo) Vi (o).
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To see that V¢ is proper and positive definite we note that the following
estimate holds true

Vi (e )| < Z% ) [ViE(@) = Ve ()]

V@) S eile)

< _ i :
=1 ;2z+1(1+q) sV ()

The next step is to derive that V¢ is decaying along trajectories of Q. To
this end, we consider

VM) = & VQM) + Ve (Q(1) = VAQ))]
> e Q) (V@) - w(@(t)))]
i=1

1)+ Q) (VE@Q®) - ve@)

= &Ve@QM+ &

+ 3 8:QW) (V@) - V(@)

<> @) (Vf(Q(t)) ICIONACOE Ve(Q(t))() .

Using the conditions (4.20) and (4.21) we get the following estimate

t) < Z%(Q(f)) (— )+ Z 2J+1qJ1€J+ 4;) )

Defining &; := max{e; : z € U; NU; # 0} we have that

Q) < 3 wilQM) (;wm(t)) +&Y )

=~ @ilQM) (— 3u(Q(1) +5)-
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Using (4.19) and the triangular inequality applied to the second inequality
in (4.20), it holds that

— 3w Q1) + & < —jw(Q(t) < —tuwf(Q(1)).

>

Finally, we have that

The collection of the material in this section and the converse Lyapunov
Theorem 4.2.7 yields the following smooth converse Lyapunov theorem.

Theorem 4.3.5 Suppose the strict GE'N model Q satisfies Assumption 4.3.1.
Then, Q is stable if and only if there is a C°°-smooth Lyapunov function
V' and a C*-smooth comparison function w such that

V(Q() < —w(llQ()])

for every trajectory Q € Q.

4.4 Notes and References

Much of the material presented in Sections 4.1 and 4.2 has already been
published in [75], [76]. The notion of GFN models has been introduced
by Ye and Chen, see [86]. The conditions defining GFN models have been
shown for fluid limit models by Stolyar in [81]. Furthermore, in [19] these
properties have been stated as remarks for work-conserving fluid networks.

An introduction to the behavioral approach to mathematical systems
theory can be found in the text book [66]. However, the stability analysis
therein is restricted to systems which are described by differential equations
and a so-called kernel representation. The Definition 4.1.2 for stability in
the behavioral framework is taken from [85].

A stability analysis of GFN models based on Lyapunov arguments was
previously only considered by Ye and Chen. Their converse result, in terms
of the L-condition, falls short of a converse Lyapunov theorem as stated in
Theorem 4.2.7. The proof of this result is not recalled as all its steps are
contained in this thesis, although they are distributed across the Chapters 3
and 4, cf. [86].
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In the dynamical systems and control literature converse Lyapunov
theorems have been widely studied since the 1950s. In particular, the
construction of smooth Lyapunov functions has been an active field for
a long time. During the last 15 years smooth Lyapunov functions have
also been constructed for differential inclusions with appropriate right-hand
sides, cf. [26, 82]. Especially, Teel and Praly provide a good historical
overview. In 2007 a metric approach to construct smooth Lyapunov was
published by Siconolfi and Terrone [79)].

In the queueing literature the smoothing technique based on mollifiers
was considered by Dupuis and Williams [41] and Down and Meyn [39].

The presented strategy to gain a smooth converse Lyapunov theorem
is based on the approach of Clarke, Ledyaev and Stern [26]. For strict
GFN models a major difference is, however, that in the abstract setting
a strict GFN model is not given as the set of solutions of a differential
inclusion. In particular, the conditions (a)-(f) in Definition 4.2.2 do not
provide Gronwall lemma-like estimates for the evolution of the difference
of two trajectories with different initial points. This exactly is the con-
tent of Assumption 4.3.1, which is appropriate that the technique works.
For additional comments on Assumption 4.3.1 and situations in which it is
satisfied, we refer to the notes and references at the end of the subsequent
chapter. Moreover, the domain of the Lyapunov function V', defined in
(4.6), is Rf as a strict GFN model contains only nonnegative trajectories.
This causes the problem of defining the convolution of the continuous Lya-
punov function V' and a mollifier for all points on the boundary aRf of
the nonnegative orthant. To overcome the difficulty we extend V to R
by taking componentwise absolute values. In [41] Dupuis and Williams
this problem is solved by a shift of the nonnegative orthant through some
constant.

In order to conclude converse Lyapunov theorems for fluid networks
under the disciplines introduced in Chapter 3 the question remains whether
the results obtained in this chapter are applicable to the individual fluid
networks discussed in Chapter 3. This will be the content of the subsequent
chapter.



5 Applications of the Converse
Theorems

In this Chapter we focus again on fluid networks under the disciplines
considered in Chapter 3. There, by means of a Lyapunov function, we
established sufficient stability conditions for fluid networks under general
work-conserving, priority, and HLPPS disciplines. One aim of this chap-
ter is to show that for fluid networks under these disciplines a converse
Lyapunov theorem indeed holds. That is, we will show that a stable fluid
network admits a Lyapunov function. The strategy to obtain the desired
results will be to verify that the fluid network under consideration defines
a strict GFN model and apply the converse Lyapunov Theorem 4.2.7.

At the end of Chapter 2 it is demonstrated that general work-conserving
fluid networks define closed GFN models. Hence, what is left to show is the
concatenation property and the lower semicontinuous dependency on the
initial value. For this reason, since the involved fluid processes are Lipschitz
continuous, we will outline that a fluid network can be considered in terms
of a differential inclusion. A precise description will be given in Section 5.1.

In Section 5.2 we will establish that general work-conserving, priority,
and HLPPS fluid networks define strict GFN models. In particular, in the
framework of differential inclusions we give a new proof of the existence
Theorem 3.2.1 of an allocation process. Moreover, we also discuss the
relation of strict GFN models to FIFO fluid networks and the fluid limit
model of a HL queueing network.

In Section 5.3 we point out the impact of the converse Lyapunov theo-
rem for the stability of HL. queueing networks. Based on a Foster-Lyapunov
criterion for positive Harris recurrence, we provide an alternative proof of
Theorem 2.4.10 in the case that the associated fluid network defines a
strict GFN model. We will use the continuous Lyapunov function of the

101
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fluid network to construct a Foster-Lyapunov function for the multiclass
queueing network.

Besides, the fluid approximation of a HL queueing network, which is
based on scaling associated to the strong law of large numbers, the diffusion
approximation of an HL. queueing network is also of interest. This approx-
imation is based on the functional central limit theorem. Especially for the
analysis of heavily loaded queueing networks the diffusion approximation
is a powerful tool. Within this context the linear Skorokhod problem is
of the same significance as fluid networks. In fact, the fluid limit model
approach of Dai was inspired by the work of Dupuis and Williams [41]. In
Section 5.4 we show that the set of solutions to the linear Skorokhod prob-
lem defines a closed GFN model which satisfies the concatenation property.
Thus, for linear Skorokhod problems a converse Lyapunov theorem holds
true. Precisely, we will show that a linear Skorokhod problem is stable if
and only if it admits an upper semicontinuous Lyapunov function.

5.1 Fluid Networks as Differential Inclusions

To apply the converse Lyapunov Theorem 4.2.7 to fluid network models
that work under one of the disciplines introduced in Chapter 3, we need
to show that it defines a strict GFN model. Hence, we have to demon-
strate that the concatenation property (e) and the lower semicontinuity
property (f) in the Definition 4.2.2 are satisfied in each case. In order to
obtain the concatenation property we make use of concepts from the the-
ory of differential inclusions. In this section we describe that differential
inclusions provide a natural framework for the analysis of fluid networks.
Clearly, a detailed description of the dynamics of a fluid network depends
on the specific discipline that is used. But one part of the dynamics of
fluid network models that all service disciplines have in common is the
flow balance relation

Q) =Q0) +at— (I —P")MT(t), (5.1)

where the precise description depends on the allocation process T'(+), and
hence, on the service discipline. According to Proposition 2.4.13 the pro-
cesses are Lipschitz continuous and by Rademacher’s Theorem differen-
tiable almost everywhere. Hence, for almost all ¢ € R} the flow balance
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relation (5.1) can also be written as
Qty=a—(I-P"YMT(t), Q0)=Q. (5.2)
Now we consider the derivative of the allocation process as variable, i.e.

we define u(t) = T'(t) almost everywhere and note that u is measurable.
The corresponding differential equation can be written as

Q(t) = f(Q(1),u(t) = a — (I = PT) Mu(t). (5-3)

The allocation rate u(-) is determined through the service discipline. So,
each service discipline has a set of admissible values U(Q), where u € U(Q)
if and only if u € Rf satisfies some allocation conditions that are specific
to the discipline. As mentioned in Remark 2.4.6 the solutions to the fluid
network equations are not unique and, thus, the allocation process need not
be unique as well. Hence, for every @ € Rf there are different choices of
u possible, where the admissible values u depend on the fluid level process
Q(t) through the allocation conditions. Thus, the flow balance relation
(5.2) can also be expressed by a differential inclusion of the form

Q(t) € {£(Qt),u(t) = ult) € UQE))}, Q0) = Qo. (5.4)

Sometimes the set-valued map U : Q ~» u is referred to as the feedback
map. Defining

F(Q(t) :={a~ (I~ PT)Mu(t) : u(t) € UQ(t))}, (5-5)

we rewrite (5.4) as a closed loop differential inclusion

Q1) € F(Q(1)), Q(0) = Qo (5.6)
In the following section we will investigate the differential inclusions and
the set-valued map U for the particular service disciplines introduced in
the Chapters 2 and 3. For this reason, our analysis is based on general
results from the theory of differential inclusions. These are summarized in
Appendix B. However, the so called Filippov Lemma is stated here, since
it fits to the special structure of the differential inclusion defined by (5.5).

Lemma 5.1.1 ([45]) Let f(t,u) be continuous and let the set-valued map
t ~ U(t) be upper semicontinuous with closed convex values. Let y(-) be
a measurable function such that y(t) € f(t,U(t)) for almost all t. Then,
there is a measurable function u(-) such that y(t) = f(t,u(t)) for almost
all t.

Proof. See [45] pp.78/79. |
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5.2 Applications to Some Fluid Networks

In this section we discuss the differential inclusions that arise from the
consideration of the particular disciplines. We will start our analysis for
general work-conserving fluid networks. Subsequently, we examine fluid
networks under priority and HLPPS disciplines. In addition, we contem-
plate the relation of fluid limit models to strict GFN models and point out
why FIFO fluid networks do not fall immediately into the framework of
differential inclusions.

General Work-Conserving Fluid Networks

First, we recall the dynamic equations for fluid networks under a general
work-conserving service discipline. That is,

Q1) =QO) +at— (I —P"YMT(t) >0, (5.7)
T(0) =0and T(-) > 0 (5.8)
I(t)=et—CT(t)and I(-) >0 (5.9)

0=(CQM)T I(t), for almost all ¢ > 0. (5.10)

Second, we bring the conditions (5.8)-(5.10) into the context of the differen-
tial inclusions (5.6). So, for Q € Rf the conditions defining the admissible
values for u are

>0, e—Cu>0, (CQ)T - (e—Cu) =0. (5.11)

The conditions in (5.11) are immediate consequences of (5.8), (5.9) and
(5.10) in their differentiation. Hence, the set of admissible values of w is
given by

Uc(Q) == {u e R : (5.11) is satisfied }.

The set of allocation rates u that satisfy u > 0 and e—Cu > 0 is a compact
and convex subset of RX. In addition, the condition (CQ)T - (e — Cu) =
defines a hyperplane. Hence, the set U (Q), given by the intersection of a
compact and convex set and a hyperplane, is compact and convex. That
is, the set of all feasible directions being in the state @ € R¥ is given by

FQ) ={a-(I—-P"YMu: ueUc(Q)}. (5.12)
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So, we consider the differential inclusion defined by

Q(t) € F(Q(1)) (5.13)

and the initial condition Q(0) = Q. Note that the fluid level processes
defined by (5.7)-(5.10) are forced to be nonnegative. However, for fluid
levels on the boundary of the nonnegative orthant the conditions in (5.11)
do not provide the nonnegativity of the fluid level. Hence, for fluid levels on
the boundary of the nonnegative orthant we have to rule out the directions
that would cause an abandonment of the nonnegative orthant. For this
reason, according to Theorem B.3 in Appendix B, for every Q € R, we
have to consider intersection of F(Q) in (5.12) and the contingent cone
7&5 (@) to the nonnegative orthant. The existence of solutions that remain
in the nonnegative orthant is the content of the next result, which is an
elegant method to prove Theorem 2.1 in [19].

Theorem 5.2.1 For any work-conserving fluid network (a, p, P,C) with
an initial level Qq there exists a work-conserving allocation T .

Proof. From the conditions (5.11) it follows that the set Uc(Q) is compact
and convex and Ug is upper semicontinuous. Further, the map (Q,u) —
a — (I — PT) M u is continuous. Hence, by Proposition B.1 the set-valued
map F' is upper semicontinuous. Moreover, F' has closed convex values that
are contained in some ball with radius b > 0. Also the conditions (5.11)
imply that F(Q) N 'E%f (Q) # 0 for all @ € RY. Then, by Theorem B.3

there exists a solution Q(-) to (5.6) such that Q(t) € R for all ¢ > 0.

Furthermore, let Q(-) be a solution that remains in the nonnegative
orthant. Note that f(Q,u) is continuous in u and that U(t) := {u € RE :
e—Cu >0, (CQ(t))"(e—Cu) = 0} is closed and bounded. Also, t ~ U(t)
is upper semicontinuous. Then, by the Filippov Lemma 5.1.1, there is a
measurable selection u(-) of ¢t — Ux(Q(t)) such that u(t) € Ua(Q(t)) for
almost all t > 0 and

Q(t) = a — (I — PTYM u(t) for almost all ¢ > 0.

Thus, integrating the latter yields that given Qo the pair (Q(-),T'(-)) with
T(t) := fot u(s) ds is a fluid solution. ]

Remark 5.2.2 In general, the set-valued map Q ~ F(Q) m%f (Q) is not
upper semicontinuous as the following example shows.
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041—>] M1 —

Figure 5.1: A two station network serving two fluid classes.

Example 5.2.3 We consider a two station fluid network serving two fluid
classes as depicted in Figure 5.1. Let € > 0 and let the service capacities
be u; = a; + ¢, i = 1,2. Further, we consider the initial fluid level Q¢ = 0
and the sequence Q,, = (0 %)T of initial levels. Then, for all n € N and

for small t > 0, the allocation rates are given by T, (t) = ( at l)T. So,

a1+te

for the set-valued map F defining the right-hand side of the differential
inclusion we have F(Qy) = (O - 5)T and, thus,

e

Fn T @) = ().

Now we pick the sequence (Qm (0 — 5)T) on the graph of F N Hﬁ which

converges to (0, (0 — €)T) ¢ graph(F N Hﬁ)' Hence, the graph is not
closed and by Proposition B.2 the set-valued map F N Hﬁ s not upper
Semicontinuous.

We use AC(R;,RE) to denote the set of absolutely continuous func-
tions z : Ry — RX. Let S : R ~» AC(Ry,RY) denote the solution map
of the differential inclusion

Q1) € F(Q(1)) N T (Q(1))

describing general work-conserving fluid networks. We omit any sub- and
superscripts since it will be clear from the context to which service disci-
pline and differential inclusion the solution map refers to. Thus, we can
represent the set of work-conserving fluid level processes by

Qc ={Q() : Q() € S(Qv), Qo € RY }.
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Following the Propositions 2.4.13, 2.4.14, and 2.4.15 it holds that Q¢ de-
fines a closed GFN model. So, we only have to prove that the concatenation
and the lower semicontinuity property are satisfied.

Proposition 5.2.4 The set of fluid level processes Q¢ satisfies the con-
catenation property (e) in Definition 4.2.2.

Proof. Since solutions of differential inclusions are by definition abso-
lutely continuous functions, and concatenation preserves absolute conti-
nuity. This shows the assertion. |

The next statement shows that the solution map depends lower semi-
continuously on the initial condition.

Proposition 5.2.5 The set of fluid level processes Q¢ satisfies the lower
semicontinuity property (f) in Definition 4.2.2.

Proof. To show condition (f) we have to verify the existence of a T > 0 such
that Qo ~ S(Qo)|j0,7) is lower semicontinuous. In view of Proposition 4.2.4
and Proposition 5.2.4 it is sufficient to construct for each Qg a T(Qo) > 0
such that (f) holds. To this end, let Qy € R be fixed, Q(-) € S(Qo).
Then, by the proof of Theorem 3.2.1 there exists a function u(-) € U(Q(+))
such that

Q(t)=Qo+at—(I-PHM /o u(s) ds. (5.14)

We distinguish the following situations.

First, suppose that Qy € Rf is such that all stations have some
nonempty queues, i.e. CQo > 0. Hence, there is a T(Qg) > 0 such that
CQ(t) > 0 for all t € [0,T(Qo)]. We note that (CQ)T - (e — Cu) = 0 from
(5.11) also reads as

XJ: Q1= > w|]=o.

Jj=1 \leC(j) leC(j)

Since both factors are nonnegative and, in fact, CQ(t) > 0 for ¢ € [0, T(Qo)],
it holds that

L= > wullor@o = € Cul)lor@o) (5.15)
leC(j)
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for all j =1,...,J. Let (QfF)nen be a sequence of initial values converging
to Qp. Consider the functions

Q"(t) = Q) +at— (I— PM / u(s) ds = Q(t) + (QF — Qo). (5.16)

The selection u clearly satisfies the constraint (5.11), so if Q™ is nonnegative
on [0,T(Qo)], it defines a fluid solution on that interval. We claim that
this is the case for n large enough. Indeed (5.16) shows for the indices
k for which Qo = 0 that Qp(t) > Qr(t) > 0, while if Qo > 0, then
by the choice of T(Qo) we have Q(t) > 0 on [0,7(Qo)]. And so for n
sufficiently large Q™(¢) > 0. As @™ — @ uniformly on [0, 7(Qo)] we obtain
that Q ~ Sr(Q)lj0,7(Q,) is lower semicontinuous at Q.

Second, suppose that the initial fluid level at some stations is zero. We
first treat the case of a single station with empty queues. Without loss of
generality let this station be j = 1 and let a denote the set of classes which
are served at station 1. Then, the last constraint in (5.11) is not active for
station 1 and therefore the constraints for fluid classes k € a are given by

ug > 0, 1= u > 0. (5.17)
l€a

However, since Q(+) is a solution to the differential inclusion (5.6) poten-
tially only a proper subset of (5.17) is feasible. If this condition enforces
equality in the second constraint in (5.17), then we can argue as in (5.15) on
a sufficiently small time interval and the previous argument applies again.
The interesting case is when there is idle capacity at station j = 1. Here
ug(+) > 0 are such that » ;. u;(-) < 1 and that the fluid levels of classes
k € a remain nonnegative. Using b := {1, ..., K}\a the differential form of
the flow balance equation (5.7) can be expressed in block form by

Qa(t) = g + PT My ua(t) + PN My uy(t) — My ua(t)
Qb(t) = ap + P}L M, ’U,a(t) + PJ M, ub(t) — M, Ub(t).

The nonnegativity of the fluid levels for classes [ € a yields the following
condition

0 < aa+ Py Myus(-) — (I — P) Mg ua(-),
which also reads as

Ua () < Ma_l (o — PJ)_I (o + P;;) My up(-))-
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As e;‘FC’QO > 0 for j # 1 then, arguing as in (5.15) there is a T'(Qp) > 0
such that the allocation rates corresponding to fluid classes present at the
stations j # 1 satisfy Zlec(j) u(-)o,r(Qy)) = 1. Let € > 0 be fixed, so
that if ||Qo — Q|| < € then Qr > 0 when Qo ; > 0. Now, for another initial
value Q§ with [|Qo — Q}|| < & we consider u!(-) := (us(-) +v(), up(-))7,
where v(-) takes values in Rl such that

Swt)+ut)=1 if € CQ'(t) >0, (5.18)

l€a

and v(t) = 0 otherwise. Then, we consider the solution Q*(-) associated
with u!() and @}, i.e.

Q'(t) = Qb +at—(I— PTM/<““5)+”()>ds

up(s)

— Qb Qo+ Q) — (I - PTM/(”(S)

So, the difference between the solutions Q(-) and Q!(-) is given by

Q- =a-a+ [ (P - (M) a

In particular, as ()9, = 0 we have that

t
Qi(t)—Qa(w=Qé7a—<J—PJ)Ma/ o(s) ds
0

Hence, if Qf , > 0 the nonnegativity of (I — P,J)M, and v(-) imply that
there is a r > 0 such that

Qo0 — (I = P)M, /O v(s) ds = 0. (5.19)

We will assume that v(-) is chosen so that the time in which (5.19) is
achieved is minimal.

Thus, given a sequence of initial values (Qf})nen converging to Qo and
in particular @ , converging to zero, we define

rp :=min{r > 0 : v"(-) satisfies (5.18) and (5.19)}
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and

u(t) = (ua(t) +0™(t), up(t) )T for 0<t<r,,
T (ua(t) un(8)T for > 7.

Further, we note that (5.19) implies that if Qf , converges to Qo = 0 it
holds that r,, converges to zero as well. Hence, we have that u™(-) converges
to u(+) and consequently Q™(-) converges uniformly to Q(-) on [0,7(Qo)],
ie. Q(- )| 0,7(Qo)] depends lower semicontinuously on Q.

The cases where more than one stations have empty queues follows the
same line of reasoning. The assertion follows from Proposition 4.2.4. W

In a nutshell, the latter results yield the desired converse Lyapunov

theorem for general work-conserving fluid networks.

Theorem 5.2.6 A general work-conserving fluid network defines a strict
GFN model. In particular, it is stable if and only if it admits a continuous
Lyapunov function.

Priority Fluid Networks

For convenience we recall the basic notations for priority fluid networks.
A priority discipline is determined by a permutation

m:{l,.., K} —>{1,.., K},

where for fluid classes [, k present at the same station j = ¢(k) = ¢(I) fluids
of class [ have priority over fluids of class k if and only if (1) < w(k). For
k € {1,..., K} the set of all fluid classes served at the same station j = ¢(k)
that have priority over k is denoted by

Iy :={l:1€Clelk)), m(l) < n(k)}.

The dynamic equations describing the evolution are given by

Q) =Q) +at— (I —P"YMT(t) >0, (5.20)

(0) =0and T(:) >0, (5.21)

Yi(t)=t— Y Ti(t)and Y () 20, ke{l,.., K} (5.22)
eIl

0=Q(t) Yi(t) foralmostallt>0, ke{l,., K} (5.23)

The subsequent statement follows similar to the Propositions 2.4.13, 2.4.14,
and 2.4.15 directly from the dynamic equations.
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Lemma 5.2.7 ([86]) A priority fluid network defines a closed GEN model.

To show that priority fluid networks also define strict GFN models
we rewrite the dynamic equations in the context of differential inclusions
by setting 7 = u. To determine the set of feasible allocation rates u
we consider the conditions (5.21)-(5.23) in their differentiation, i.e. for
ke{l,.. K},

ug > 0, 1= w >0, Qr- (1= ) w)=0. (5.24)

eI, eIy,

Likewise, for a given fluid level Q) € Rf we define
Un(Q) :== {u € R : (5.24) is satisfied for all k € {1,...,K}}.

The constraints (5.24) show that U (Q) is compact. To see that Un(Q) is
also convex, let u and v be in Un(Q) and let A € (0,1). Then, it follows
immediately that Au + (1 — A)v > 0. Further, we have that

Ddu+(1=Nu=A> w+(1-X3)Y u<l

S A lelly lelly

and the second constraint in (5.24) is also satisfied. To verify the third
condition, it suffices to regard the case when @ > 0 since otherwise the
condition is already included in the other constraints. Note that in this
case we have that 3, .; w =) ;. vi = 1. Consequently, it holds that

Q- (1= M+ (1 =2u) = Q- (1= w+1-1) > w)

LeTTy, eIy, eI,
=Qr-1=(A+(1-2X))=0

In addition, the set-valued map Uty : @ ~ U (Q) is upper semicontinuous.
Thus, a priority fluid network is described by the set of solutions to the
following differential inclusion

Q) € F(Q) :={a— (I —P")Mu: uecUn(Q())}.
The set-valued map F' has nonempty compact and convex values and, by

Proposition B.1, it is upper semicontinuous. Since F(Q)N ’ng (Q) # 0 for

all@ € Rf , the same line of arguments as for general work-conserving fluid
networks implies the subsequent converse Lyapunov theorem for priority
networks.
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Theorem 5.2.8 A priority fluid network defines a strict GFN model. In
particular, it is stable if and only if it admits a continuous Lyapunov func-
tion.

HLPPS Fluid Networks

We recall briefly the description for HLPPS fluid networks. At stations
with positive total fluid level, the fluid classes present at a station are
served simultaneously proportional to their current fluid level. The total
fluid level at station j at time t is given by

QF (1) =¢jCQt) = Y Qi
1eC(y)

The dynamic equations of fluid networks under HLPPS disciplines can be
summarized as follows

Q1) =QO0) +at— (I —P"YMT(t) >0, (5.25)

W(t)=CM*Q(t), (5.26)

I(t)=et—CT(t), I(-)>0, (5.27)

0=1I;(t)W;(t) foralmostallt>0, Vj=1,..,.J, (5.28)

To(t) = %’“(t()t) it Q5,0 > 0. (5.29)
c(k)

The subsequent statement follows similar to the Propositions 2.4.13, 2.4.14,
and 2.4.15 directly from the dynamic equations. Thus, we obtain the fol-
lowing result.

Lemma 5.2.9 A HLPPS fluid network defines a closed GFN model.

To conclude that HLPPS fluid networks satisfy the concatenation and
the lower semicontinuity property, we define T'(t) =: u(t) and transfer the
conditions (5.26)-(5.29) to the context of differential inclusions. Further,
we regard the conditions that determine the allocation rates and, hence,
the set-valued map Uppg mapping to each fluid level the set of feasible
allocation rates. If Q? (t) > 0, the allocation rate uy of fluid class k € C(5)
is given by

up(t) = Q%i()t&) (5.30)
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If Q¥(t) = 0 for some j € {1,...,J}, according to the basic fluid network
equation (5.27) the allocation rates wuy for k € C(j) have to satisfy

u, >0, 1—e] Cu>0. (5.31)
Hence, for Q € Rf the set of feasible allocation rates is given by
Upps(Q) = {u € R : (5.30) or (5.31) is satisfied }.

To see that, given @ € Rf , the set of feasible allocation rates is convex
observe that if the total fluid level of a station is positive, the set of feasible
allocation rates is a singleton. Otherwise, let eJT-CQ = 0 for some j €
{1,...,J} and let u and v be feasible allocation rates. Then,

e;C(Au+ (L=Mv)=AejCu+ (1—=A)ejCv <A+ (1-A)=1.
We consider the differential inclusion

Q) e F(Q(t) :={a—(I—-P")Mu: ueUpps(Qt)},  (532)

with initial condition Q(0) = Qg. The right-hand side F' is upper semicon-
tinuous and has nonempty, compact and convex values. In addition, we
have that F(Q) N 7@:(@2) # 0 for all @ € RE. Consequently, we obtain

the desired result.

Theorem 5.2.10 A HLPPS fluid network defines a strict GEN model. It
is stable if and only if it admits a continuous Lyapunov function.

Fluid Limit Models

A further class of interest are fluid limit models of queueing networks.
Queueing networks are discussed in Chapter 2. We assume that the As-
sumptions 2.1.2 are satisfied. Furthermore, the evolution of the queueing
network is described by the tuple X(t) = (A(t), D(t), T(t), W (¢),I(¢t), Q(t))
which contains the queue length process Q(t). As in Chapter 2, G denotes
the set on which the strong law of large numbers holds for the interar-
rival times, the service times, and the routing. Furthermore, we consider
sequences of pairs (r,,Z,)nen that satisfy condition (2.9), where z,, are
initial states and r, € R;. By Theorem 2.4.2 for every w € G and for



114 Chapter 5  Applications of the Converse Theorems

every sequence of pairs (r,, T, )nen satisfying condition (2.9), there exist a
subsequence such that

. -
—— X" (ra,t) —> X(t)  wo.c. as j — 0.
Tn.;

In the following, we focus on the set of fluid level limits @, which is denoted
by Qr. That is, whenever a fluid limit Q(-) is considered there is a sample
path w € G and a sequence of pairs satisfying (2.9) such that

1 _

— Q" (rpt,w) — Q(t) u.o.c. as n — oo. (5.33)
Tn

Next, we investigate the Lipschitz, the scaling, and shift property. The

subsequent statement was derived by Ye and Chen. However, in the proof

provided in [86] there is a gap in the verification of the shift property. We

will fill this gap in the following proof.

Proposition 5.2.11 ([86]) The fluid limit model Qy, defines a GFN model.

Proof. Let Q € Q; be a fluid limit. The Lipschitz continuity of the
fluid limit processes follows immediately from Theorem 2.4.5 and Proposi-
tion 2.4.13.

To see that Qj, satisfies the scaling property let w be a sample path that
satisfies the strong law of large numbers and (7., T, )nen be a sequence of
pairs satisfying (2.9). For » > 0 and the sequence of pairs (r - 1, Zn )nen it
holds that

1 11

— QU () = @ (1)) — QD) o

r-.

as n — oo. Hence, the scaling property is valid.

To show the shift property, we follow an idea that is due to Robert, see
[68]. Let Q € Qr, be so that Q(0) = g and let FL(g) denote the set of fluid
limits with initial level g, i.e.

FL@) = {Q: R > RE : Qo) = lim — @™ (), Q0) = 7).

n—o0 T,

Fix a sequence of pairs (7, Zn )nen satisfying (2.9) so that lim,, . 7= =
(g,0,0). Then, by the Skorokhod’s Representation Theorem 1.2.8 we have
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along a subsequence

Q™ (r, 1) = Q" (t,9) € FL(q)

a.s. in the Skorokhod topology. The superscript to the fluid limit expresses
the dependence on the particular sequence. Moreover, for any s > 0 by
the Markov property we have the following equality in distribution

QT (ry (t+8)) £ QU ) (1, 1), (5.34)

Also, by Proposition 1.2.6 and since t — an (t,g) is continuous, it holds
that

1 —n
lim — Q% (ry,, s) = Q "(5,9) a.s.

k—oo T,

Consequently, dividing (5.34) by 7, and taking limits yields that

Q" (4502 Q" Q™ ()
and, hence, we have
Q" (+s.9) e FL(Q™ (5,)).
This shows the assertion. |

For this class the open question remained whether they define closed
GFN models [86]. As we will see, taking the closure with respect to uni-
form convergence on compact sets does not change the stability properties.
In this way, we obtain from fluid limit models closed GFN models. We
define the fluid limit model as the closure of Qj with respect to uniform
convergence on compact intervals, and denote it by Q..

Lemma 5.2.12 The fluid limit model Qy, is stable if and only if Qp is
stable.

Proof. Obviously, if Qy is stable, then Q, is stable. Conversely, assume
that Qy is stable. Let Q. € Qr \Qr and @, € Qr a sequence such that
Qn() = Q«(-) wo.c. asn — oco. Since Qy, is stable there is a uniform



116 Chapter 5  Applications of the Converse Theorems

7 > 0 such that Q,(7 +-) = 0 for all n € N. By the Lipschitz continuity
property it follows for all ¢ > 7 that

Q+ (t) = lim Qn(t) =0

n—oo
and the proof is completed. |

In the following we consider queueing networks under disciplines that
are memoryless in the sense that the allocation process T of the fluid limit
model at a time t does only depend on the queue length at that time t.
In particular, it does not require information of the past. In terms of the
fluid limit models described in [28] this means that only the fluid level at
a given time is needed to describe the evolution of the fluid level process.
Note that this explicitly excludes a number of disciplines as e.g. FIFO net-
works. We will comment on FIFO fluid networks later in this section. We
also note that the problem of concatenating fluid limits was also addressed
by Stolyar [81] and Robert [68, Section 9.2.3]. In [81] it is shown that if
the queueing disciplines in every station satisfy a certain 'uniqueness condi-
tion’ on the disciplines of the individual servers the concatenation property
holds. However, there the definition of state is different, because the state
as used in [81] includes the past trajectory of the queue. Furthermore,
in [68] concatenation is possible if the fluid limits going through a certain
queue level @ are unique.

Remark 5.2.13 Consider a queueing network with a memoryless disci-
pline. We conjecture that in this case the fluid limit model Qy satisfies
the concatenation property. Unfortunately, this claim has shown some re-
silience towards attempts of proof.

Due to fact that Qy, is closed by definition we would obtain the following
result.

Conjecture The fluid limit model of a "memoryless” discipline defines a
GFN model satisfying (e). It is stable if and only if it admits an upper
semicontinuous Lyapunov function.

The conjecture holds true for the systems considered in [68], but unfor-
tunately, the interesting fluid limits do not have unique trajectories. As to
the question of under which conditions fluid limit models satisfy condition
(f) we dare not venture a conjecture.
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FIFO Fluid Networks

Recall that in FIFO fluid networks the fluids are served in the order of their
arrivals. To describe the evolution of class k fluids we have to consider the
immediate workload W (t) = C M~ Q(t) of the stations. For any time ¢
all jobs that arrive later than ¢ have lower priority in the FIFO discipline.
Hence, fluids arriving at time ¢ are served at time ¢ + W;(t). The total
arrivals up to time ¢ are given by

At) = at + PT M T(t).

The characteristic equation of FIFO fluid networks can be represented for
each class k € {1, ..., K} by the following relation of the allocation process
and the immediate workload process

Tyt + W;(t)) = mi(Qr(0) + Ax(t)), (5.35)

where j = c(k) and my, = u;'. Note that the fluid network is not com-
pletely determined by the initial fluid level Q(0) as it has to be specified
in which order the initial fluid level is served in the time period [0, W;(0)].
So, the initial data for each class k € {1, ..., K'} is given by Q(0) and

{Tk(s) L sE [O,W](O)] }

The dynamic equations describing FIFO fluid networks are given by

Qt) = ( Y +at— (I —PYYMT(t) >0, (5.36)

T(0) =0 and T(-) >0, (5.37)

I(t)=et — CT(t) and I(-) >0, (5.38)

0= (CQ(t)T I(t), for almost all ¢ >0, (5.39)

Tho(t+ W (1) = ma(Qr(0) + Ax (), Yt >0, k=1,.., K.  (5.40)

In the following we will investigate whether the results of Chapter 4 are
applicable to FIFO fluid networks. For this reason, in a first step we
recapitulate that FIFO fluid network define closed GFN models.

Proposition 5.2.14 ([86]) A FIFO fluid network defines a closed GFN
model.
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Proof. The Lipschitz property, the scaling and shift property also holds true
for (5.40) follow immediately. Thus, what is left to show is the closedness
property. To avoid double subscripts we denote the sequence by super-
scripts.

Let (Q™(-),T™(-))nen be a sequence of fluid solutions to (5.36)-(5.40)
that converges u.o.c. to (Q*(-),T*(-)). Then, since all processes are con-
tinuous we have for all ¢ > 0 that

lim Tp'(t + W} (t) = Ty (t + Wi (t))

n—o0

as well as

lim A™(t) = lim at + PTMT"(t) = at + PTM T*(t) = A*(t)

n—oo n—oo

and the limits satisfy (5.40). [

However, the fluid networks under FIFO discipline differ from the pre-
vious fluid models. One reason for this is the following. Consider the flow
balance equation in its differential form,

Qt)=a— (I —PTYMT(t).

The corresponding differential version of the FIFO equation (5.40) is given
by

K

Tt + W;(8) (14 W;(t)) = muar —my > puepuTi(t).
=1

That is, allocation process has to satisfy a functional differential equation
of neutral type [48]. Consequently, FIFO fluid networks do not fit into
the framework of differential inclusions. In fact, functional differential
inclusions are appropriate for FIFO fluid networks.

Example 5.2.15 We consider a single station network serving two classes.

The arrival rates «, the service capacities p and the routing are defined in
Figure 5.2. The flow balance equation in this case is given by

an=ao+(3)i- (L) 9)r0.
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Oélié_V] ﬂlzl

— =2 |

Figure 5.2: A single station network serving two fluid classes.

and the immediate workload is W(t) = Q1(t) + 3 Qa(t). Let the initial

fluid level be Q(0) = (1 O)T. Then, the initial immediate workload is
W(0) = 1. To describe the dynamic behavior we need to determine the
allocation process on the interval [0, W(0)] = [0,1]. For instance, let the
initial allocation be given by

T(t) = (é) i, telo1l.

Then, the fluid level process is on the interval [0,1] given by

o= () (3) - (4 9 ()=

and at time t = 1 we have Q(1) = (% 1)T.

Moreover, we consider another initial fluid level Q'(0) = 3 (1 3)T.
The corresponding initial immediate workload is W'(0) = 3

= 7. In this case
let the initial allocation process be given by

Hence, the fluid level process on the interval [0, g] s given by

co=3 () () - (4 9:(0=2(1),
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and at time t = 1 we have that Q'(1) = (3 l)T. However, despite the
fact Q(+) and Q'(-) coincide at t = 1, they have different history. Thus, a
concatenation of the trajectories Q(-) and Q'(-) at t =1 is not possible.

This example shows that for FIFO fluid networks the concatenation is
not immediately possible. In this context the initial data {Ty(s) : s €
[0,W;(0)] } plays a key role, see also Example 4.1.12.

5.3 Stability of Queueing Networks Revisited

In this section we exhibit how the converse Lyapunov Theorem 4.2.7 can be
used to give a new proof of Theorem 2.4.10 if the associated fluid network
defines a strict GFN model. The road map is as follows. In this section
we consider HL. queueing networks whose associated fluid network defines
a strict GFN model. Then, if the associated fluid network is stable it
admits a continuous Lyapunov function. Based on the Lyapunov function
of the associated fluid network we define a Foster-Lyapunov function for the
underlying Markov process of the HL. queueing network. Finally, we apply a
version of the Foster-Lyapunov criterion and conclude that the underlying
Markov process is positive Harris recurrent. But before beginning, we
recall some properties of the components for the scaled versions of the
strong Markov process X(-).

Lemma 5.3.1 (|28]) Given a HL queueing network whose fluid limit model
is stable, then it holds that

1
Tn

Ve (rpm)|| =0

lim L+
n—oo Tn

Ut (rp7)|| = Tim
and the following families

{£Qw ), ne N}, {L0z (), n e N}, {2V (ar), n e N}
are uniformly integrable.

Proof. See [17] Section 4.4. [ |

We will use the subsequent formulation of the Foster-Lyapunov criterion
for positive Harris recurrence, which is close to Proposition 4.5 in [17].
Here, we consider the decrease condition for the expectation evaluated at
W (X (cW (x))), rather than the expectation of the norm of X (W (z)). The
proof is almost along the lines of the one for Proposition 4.5 in [17].
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Theorem 5.3.2 Suppose that X is continuous time Markov process, such
that there exist € > 0, k > 0, ¢ > 0, and measurable function W : X — R
with W(z) > § > 0 and

E,[W(X(ecW(x)))] < max{W(z),k} —eW(x) (5.41)
for all x € X. Then, for all x,
E.[5(8)] < L max{W(x), v},

where B :={x € X : W(x) < k}. In particular, if B is a closed petite set,
X s positive Harris recurrent.

Proof. Let kK > 0,6 > 0 and ¢ > 0 and let (T},),en denote a sequence of
stopping times defined by Ty := 0 and
Toi1:=Tp + cW(X(Ty)). (5.42)

We abbreviately denote by F,, := Fr, the o-algebra corresponding to the
stopping time T},. The strong Markov property and condition (5.41) imply
that

B [W(X(T)) [ Froa] = B [W(X(To1 + ¢ W(X(Th1)) ) )| Fri]
= Ex(,_n[WX(eW(X(T,-1))))]
< max{W(X(T, 1)), 5} — W (X(To 1)) (5.43)
Further, let M (0) := max{W(x), x} and for n > 1 we define
M(n) = W(X(T,)) +T,. (5.44)

Also, we note that T}, € F,,_1.
Next, we show that for N = inf{n € N : M(n) € B} and for alln < N
we have

EM(n) | Fno1] < M(n—1).

To see this, first note that for n < N it holds that max{W (X (T),—1)),x} =
W(X(T,-1)) as well as T}, € F,,—1. Moreover, using (5.42) and (5.43) it
holds that

Eo[M(n) | Fo-1] = Eo[¢W(X(T})) + €T | Fo1]
= CEm[W(X(Tn)) |]:n—1] + EEx[Tn |-7:n—1]
< cmax{W(X(Ty-1)),k} —eW(X(Th-1)) + €Ex [T | Frm1]
= W(X(Tp_1)) — (T — Tp_1) + By [Ty | Fur ] = M(n — 1).
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The validity of the last equality follows from the basic properties of stop-
ping times and expectations. Hence, M (min{n, N}) is a supermartingale
on F,,. Moreover, by the Optional Sampling Theorem 1.2.2 we have that

Ex[M(N)] < E.[M(0)] = max{W(z), r}. (5.45)

Besides, since W(X(T,)) < M(n) it also holds that 75(d) < Tx and
together with (5.44), (5.45) it follows that for all x € X we have

eEy[mB(0)] KE [ M(N)] < max{W(z),x}
and, hence, we have P, [7p < oo] =1 for all x € X and

sup E.[75(d)] < 2.
x€EB

The assertion then follows from Theorem 1.4.1. [ |

In the sequel, we give a new proof of the fact that the stability of the
associated fluid network is sufficient for the positive Harris recurrence of
the multiclass queueing network, which is the content of the second part
in Theorem 2.4.10. The main tools for the verification are the Lyapunov
function admitted by the stable fluid network and the Foster-Lyapunov
theorem stated above. The line of reasoning is similar to [46].

Theorem 5.3.3 Let a queueing discipline be fixed such that the associ-
ated fluid network defines a strict GFN model. Assume that the Assump-
tions 2.1.2 hold. If the associated fluid network is stable, then the queueing
network s stable.

Proof. Since FLM C FN and the associated fluid network is stable, there
is a 7 > 0 such that for all @ € FLM it holds that Q(t) = 0 for all
t > 7)|Q(0)||. Also, from Corollary 4.2.9 there is a continuous Lyapunov
function Vi, and class K functions w;, ¢ = 1,2, 3 such that for g € Rf we
have that

wi(llgll) < V() < wallgl])
Vi(Q(1) < —ws([Q))-

Further, let (7, T, )nen be a sequence of pairs satisfying (2.9). Then, along
a subsequence, which is also indexed by n, it holds that

T%QZ" (rpt) — Q(t) w.o.c.
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as n — o0o. In particular, the stability of the fluid limit model implies that
%Qz" (rn7) = 0.
That is, for any € € (0,1) there is a N € N such that for all n > N we have
Ly (VL (Q™ (ram))) < &.

Moreover, since wy (VL (Q%" (rpt))) < [|Q%" (rpt)|| and by Lemma 5.3.1 we
have that

{Ewz (Vi(@ (ra7))), n € N}
is uniformly integrable. In addition, it also holds that

: 1 n — i 1 n —
Tim LU ()| = T [V ()| = 0.

The families {iU,f” (rnT), n € N} and {%V,f" (rn7), n € N} are for each
k € {1,..., K} uniformly integrable by Lemma 5.3.1. Hence, we have

limsup -E [wy ' (VEL(Q® (ra7))) + U (rar)l| + |V (ra7)l|] < €.

n—oo

Thus, there is a k > 0 such that for all r, > xk we have
E [wy '(VL(Q™ (ra7))) + [ U (o) || + |V (ra7) || ] < 1 &
We define the Foster-Lyapunov function W : X — Ry by
W () = wy ' (Vi.(q)) + [[ull + [[v]]
Then, for all z with W (x) > & it follows that
E, [WX(W(z)7))] < €W (x)
and consequently,
E, [WX(tW(x)))] < max{W(z),k} — e W(x).

Finally, we have to show that B = {z : W(x) < &} is closed and petite.
To see that B is petite, note that by Lemma 2.4.8 the set A = {z € X :
|z| < K} is closed and petite. Furthermore, since wy (Vi (q)) < ||q| it
holds that B C A. In addition, the continuity of wy Vand Vi, imply that
B is closed. As subsets of petite sets are petite, the assertion then follows
from Theorem 5.3.2. [ ]



124 Chapter 5  Applications of the Converse Theorems

5.4 The Linear Skorokhod Problem

Another approximation of a multiclass queueing network is the so called
diffusion limit. This limit can be regarded as a semi-martingale reflected
Brownian motion (SRBM). Similar to the fluid limit, a sufficient condition
for the stability of the SRBM is the stability of the linear Skorokhod problem
(LSP) [41]. The following description of the linear Skorokhod problem is
taken from [20] and [86]. Let R be a J x J matrix, § € R” and Z; € R].
The pair (Z,Y) € C(Ry,R]) x C(Ry,RY) is said to solve the LSP (6, R)
with initial state Zy if they jointly satisfy

Z(t)=Zo+60t+ RY(t) >0, (5.46)
Y (0) =0 and Y(-) is nondecreasing, (5.47)
0= / Z,() dVy(t), =1, (5.48)

0

The first question that arises is, which conditions guarantee the existence
of a solution of the LSP(f, R). In order to state such a condition recall that
a J x J matrix R is said to be an S-matriz if there exists an = > 0 such
that Rx > 0. Further, R is said to be completely-S if all of its principal
submatrices are S-matrices.

Theorem 5.4.1 ([8]) The LSP(0,R) has a solution (Z(-),Y (")) if and
only if the matriz R is completely-S.

Proof. See [8] Theorem 1. [ |
We define

Qrsp:={Z(-): 3Y(:) such that (Z(),Y(-)) satisfy (5.46) — (5.48)}.

Note that Theorem 5.4.1 states only the existence of a solution. In general,
the solutions to the LSP(6, R) need not to be unique, for a counterexample
see e.g. [8].

Definition 5.4.2 A solution Z € C(Ry,RY) is said to be attracted to the
origin if for any e > 0 there is a T < oo such thatt > T implies || Z(t)|| < e.
A LSP(6, R) is said to be stable if for each Zy € Ry any solution Z(-) with
Z(0) = Zy is attracted to the origin.
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To ensure that Qpgsp is nonempty, Theorem 5.4.1 states that R has
to be completely-S. In [86, Theorem 5.2] it is shown that in this case
Definition 5.4.2 is equivalent to Definition 4.1.3. To derive a necessary and
sufficient condition for stability of the linear Skorokhod problem we have
to show that Qpsp defines a strict GFN model. The next lemma states
that Qrgp defines a closed GFN model.

Lemma 5.4.3 ([8]) If the matriz R is completely-S, then Qrsp defines
a closed GFN model.

Proof. A proof of the Lipschitz property can be found in [8] Lemma 1.
The scaling and shift property is shown in [42] Section 2. The closedness
is shown in Proposition 1 in [§]. [ |

Hence, in order to conclude a converse Lyapunov theorem it remains to
investigate whether Qjsp satisfies the concatenation and the lower semi-
continuity property. Again, we bring the linear Skorokhod problem into
the context of differential inclusions. That is, let Y () = u and

F(Z)={0+Ru : ueULsp(2)}, (5.49)

where the set Urgp of admissible values of u € R” is determined by the
conditions

w>0, Z'u=0. (5.50)

While it is clear that the set described by (5.50) is unbounded on the
boundary of the positive orthant, Lemma 5.4.3 may be used to see that
the effective set of values is bounded. Indeed from the Lipschitz continuity
of solutions, only values of u below a certain bound need to be considered
in (5.49). The corresponding differential inclusion is of the form

Z(t) e F(Z(t)),  Z(0) = Zp. (5.51)

It can be seen that the right-hand side is upper semicontinuous and the
set F'(Z) is nonempty, convex and compact. The latter is a consequence
of the Lipschitz continuity of the solutions of linear Skorokhod problem.
In addition, it holds that F'(Z) N 75{1(2) # 0 for all Z € R{. Again
arguments from the theory of differential inclusions show the validity of
the concatenation property. Hence, Corollary 4.2.8 is applicable for the
linear Skorokhod problem.
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Theorem 5.4.4 The LSP(0, R) defines a closed GFN model satisfying the
concatenation property. It is stable if and only if it admits an upper semi-
continuous Lyapunov function.

We note that it is not obvious whether the right-hand side is also lower
semicontinuous.

Remark 5.4.5 The consequence of the above theorem 1is, that the main
theorem is applicable for the linear Skorokhod problem. However, for the
provided Lyapunov function we can only show upper semicontinuity.

5.5 Notes and References

The transfer of fluid networks to the framework of differential inclusions is
very natural. Standard references for differential inclusions and set-valued
analysis are, for instance, [3, 4, 5] and [80]. On one hand the consideration
fluid networks as differential inclusions allows to give a new and elegant
proof for the existence of a work-conserving allocation process, given the
parameters (o, i, P, C) of the network and the initial condition Q(0). In
addition, the validity of the concatenation property follows immediately
by using known results from differential inclusions. On other hand, the
lower semicontinuity property needs to be established directly from the
definition.

In the case that a fluid network under a certain discipline can be mod-
elled in terms of a differential inclusion such that @ ~ F(Q) N 7&5 (Q) is
upper semicontinuous and has nonempty, compact and convex values, we
can apply the smooth converse Lyapunov theorem B.4 to conclude that in
this case a smooth converse Lyapunov theorem holds. However, as stated
in Remark 5.2.2 the set-valued map @ ~ F(Q) N 7&5 (Q) is not upper
semicontinuous in general.

Despite all that, there is an interesting relation to the construction of
smooth Lyapunov functions we presented in Section 4.3. That is, we have
to suppose that the strict GFN model satisfies Assumption 4.3.1 to under-
take that the construction will work. The content of Assumption 4.3.1 is
that for any trajectory Q(-) € Q with initial value Q(0) = z € RE and
any y € R there is a trajectory R(-) € Q with initial value |2 — y|vec such
that the difference ||Q(t) —y — R(¢)|| of the trajectories grows locally at
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most linear in ||y||. This resembles the content of the well known Gronwall
inequality.

To prove the smooth converse Lyapunov Theorem B.4 for differential
inclusions Clarke, Ledyaev and Stern constructed, for a given right-hand
side F', a locally Lipschitz set-valued map Fp, that keeps the asymptotic
stability and satisfies F'(z) C Fr(z) for all . The smooth Lyapunov func-
tion is then constructed for Fr,. In doing so, for the set-valued map Fy,
based on a Gronwall argument, an estimate for the difference between tra-
jectories is available. The desired decrease condition and finally the smooth
converse Lyapunov Theorem B.4 for differential inclusions is then obtained
from this estimate. In particular, it follows from [26] that if for fluid net-
work the right-hand side @ ~ F(Q) N 7{@:(@) is upper semicontinuous,
then Assumption 4.3.1 is satisfied.

Besides that, the differential inclusions approach strengthens the spe-
cial role of FIFO fluid networks among the disciplines considered in this
thesis. As stated in Section 5.2 the appropriate differential framework for
FIFO fluid networks are functional differential inclusions, cf. [3]. Already
for functional differential equations it is general not possible to define Lya-
punov functions as in Definition 3.6.3.

In the literature there are various formulations of Foster-Lyapunov cri-
teria, see e.g. [17, 46, 61, 62, 63| and the references therein. This list is
far from being complete. The Foster-Lyapunov theorem 5.3.2 is a slightly
modified version of Proposition 4.5 in [17]. This adaptation is appropriate
to provide a different proof for the second part of Theorem 2.4.10 in terms
of the Lyapunov function admitted by the stable associated fluid network.
The line of argument is similar to the one for Theorem 2 in [46].

Parts of this chapter have already been published in [75] and [76].






6 Robust Stability of Fluid Networks

In this chapter we will stress the fact that if a real system is considered,
the distributions and their mean values may not be known precisely. The
model for the real system obtained from a best guess of the parameters is
called the nominal network. The analysis of the nominal associated fluid
network is based on the mean values of the primitive increments of the
multiclass queueing network. So, the basic question of this chapter is, how
perturbations in the mean values representing the arrival rates and service
capacities influence the stability of the network. Throughout this chapter
we make the standing assumption that the topology of the nominal network
is known precisely, i.e. the constituency matrix C and the routing matrix
P are fixed.

In Chapter 3 we discussed stability conditions for fluid networks under
general work-conserving, priority, HLPPS and FIFO disciplines. Given a
certain discipline 7 the set of arrival rates and service capacities that lead
to a stable fluid network is denoted by

D, = { (a,pu) € RE x RE; : the fluid network (v, y1, P,C, ) is stable }.

In the following, we call D, the stability region of a fluid network with
topology (P,C) under the discipline m. According to Theorem 3.2.2 we
call

Dy :={(a,p) e RExRE - p<e}

the nominal stability region. Moreover, for general work-conserving fluid
networks we call D, the global stability region. The stability results in
Chapter 3 show that the stability regions of the disciplines considered in
this thesis are related as follows.

Do C Dy C Dy = Dy, (6.1)

129
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where m = {FIFO, priority} and 7’ = {HLPPS, FIFO of Kelly type}.

In the present chapter we will derive a quantitative approach to robust
stability. To this end, we introduce a measure for the perturbations that is
indicated by a single real number. This number will be called the stability
radius. More precisely, given a nominal fluid network («, u, P, C) and a set
of feasible perturbations, the stability radius represents the magnitude of
the smallest shift of the arrival rates and/or service capacities so that the
fluid network looses the property of stability. A formal definition is given
in Section 6.1. In addition, the first section contains some results from
convex analysis that will be used in this chapter.

In Section 6.2 we consider fluid networks where the arrival rates are
subject to perturbations. The third section is devoted to the investigation
of the situation where the service capacities are disturbed. In the sub-
sequent section we combine the latter cases. That is, we consider fluid
networks that are subject to perturbations of the arrival rates and the
service capacities.

6.1 First Steps

To analyze the robustness of a fluid network (o, i, P, C) under a discipline
7 we consider a perturbed fluid network (o, p, P,C, 7w, A), where A € R
denotes a feasible perturbation. At this point we do not yet specify the
perturbation. In order to define a measure for the perturbation we define
for v € RE the y-weighted norm by ||z, := Eszl vk ox|. Here RE|
denotes the positive orthant, i.e. ]Ri(o ={z e Rf cxp >0Vi=1,..,K}.
For the special case v = e we simply write || - |

Definition 6.1.1 Let v € Rfo be fized. The vy-weighted stability radius of
the fluid network (o, u, P,C, ) is defined by

ry(a, p, P,C,m) := inf{||Ally : A is feasible, (a, pu, P,C,m, A) is unstable}.

Here we note that specifying the stability region is challenging. Fur-
thermore, in many cases analytic descriptions of the stability region are
not available. Therefore, a calculation of the stability radius for such dis-
ciplines is not possible. Nevertheless, for some disciplines and networks of
special structure there are conditions at hand which determine the stability
region precisely. For instance, the nominal workload condition constitutes
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the stability region of fluid networks under HLPPS and FIFO of Kelly type
disciplines, see Theorem 3.4.2 and the subsequent remark.

In the queueing literature the analysis of the global stability region has
received considerable attraction over the last 15 years. Chen showed that
the global stability region is monotone with respect to the arrival rates, cf.
[19, Theorem 3.6]. This means that if the fluid network (a, u, P, C) is glob-
ally stable, then the fluid network (o/, i, P, C) is globally stable provided
that o’ < «a. For two station fluid networks the global stability region is
monotone with respect to the arrival rates and service capacities, see [37,
Corollary 1]. However, counterexamples given by Dumas and Bramson
show that, in general, the stability region is neither convex nor monotone
with respect to the service rates, see [40] and [14], respectively.

Apart from that, for HLPPS fluid networks, FIFO fluid networks of
Kelly type stability can be equivalently characterized by the nominal work-
load condition

p<e. (6.2)

Thus, in the remainder of this chapter we concentrate on the stability
region Dy determined by the nominal workload condition (6.2). As stated
in Theorem 3.2.2 the latter provides a necessary condition for stability
for all work-conserving disciplines. Thus, the nominal workload condition
allows for a derivation of an upper bound of the stability radius that is valid
for any work-conserving discipline. In particular, this bound is tight for
disciplines, in which condition (6.2) is also sufficient for stability. Referring
to the nominal stability region Dy we will denote the upper bound by
r9(a, p, P,C) and call it the nominal stability radius.

As the nominal stability radius is not affected by the particular disci-
pline, we omit the letter 7 whenever the nominal stability radius is con-
sidered. In terms of the nominal workload condition (6.2) the nominal
stability radius is given by

rg(a,mR C) =inf { ||A], : A is feasible and p(A) £ e }, (6.3)

where p(A) denotes the nominal workload of the fluid network (a, u, P, C, A)
that is subject to a perturbation A. Moreover, for x,y € Rf the notion
x < y means that x; > y; for at least one component i € {1,..., K}. This
reflects the fact that for some station j € {1, ..., J} the nominal workload
is at least one and, thus, the network is unstable.
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Before we will present a scheme for the calculation of the nominal stabil-
ity radius rg, we have to collect some notations and preliminary results con-
cerning convex analysis. A set A C R™ is called convez if (1—c)z+cy € A
whenever z,y € A and ¢ € (0,1). A point z of a convex set A is called
an extreme point if there is no way to express z as a convex combination
(1 — ¢)x 4 cy such that xz,y € A are distinct and ¢ € (0,1). The set of
all extreme points of A is denoted by ext(A). The conver hull of a set
A, denoted by conv(A), is the smallest convex set that contains A. The
boundary of a set A is denoted by 0A. The interior of a set A is denoted
by int(A) = A\ 0A.

The subsequent result provides a relation of convex compact sets and
their extreme points.

Theorem 6.1.2 Any compact convex set C C R™ is the convex hull of its
extreme points.

This result is called Minkowski’s Theorem in finite dimensions, cf. [12,
Theorem 4.1.8]. We will use Minkowski’s Theorem to show the following
auxiliary result.

Proposition 6.1.3 Given a closed and convex set B C R™ and let A C B
be convex and compact such that DAN OB # (0. Then ext(A) N OB # 0.

Proof. The assertion is shown by contradiction. So assume that ext(A) N
OB = (. This implies that ext(A) C int(B). Further, by Theorem 6.1.2
it holds that A = conv(ext(A)) C int(B), which is a contradiction to
JANOB # 0. |

Let C be a convex set in R”. A function f: C' — (—o0, 0] is convex if
and only if for every x and y in C and A € (0,1) it holds that

fAz+ (1= Ny) <Af(z)+ (1= A)f(y)

The subsequent results can be useful for establishing convexity of certain
sets of interest, see [69, Theorem 4.6].

Theorem 6.1.4 For any convex function f and any ¢ € [—o00, 0], the
level sets {x : f(z) <c} and {z : f(z) < c} are convexr.

Throughout the chapter, we consider an academic example consisting
of three fluid classes, which are served at two stations.
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150 ¢

Figure 6.1: Fluid level processes of the HLPPS fluid network with param-
eters defined in Example 6.1.5. The initial level is Q(0) = (2 3 5)T.

Example 6.1.5 We consider a two station fluid network that serves three
fluid classes, where fluid class 1 is served at station 1 and station 2 serves
the fluid classes 2 and 3. The parameters for the example network are
the following. The arrival rates and the service capacities are given by
a=(0.150.150.10)T and u = (0.6 0.9 0.5)T, respectively. The structure
of the network is given by the constituency matriz C' and the routing matrix
P

7

= (005 025 0.15

0.25 0.15 0.20
) 7
0.20 0.25 0.10

The nominal workload of the network (o, u, P,C) is p = (0.472 0.829)7.
According to Theorem 8.4.2 the network is stable under the HLPPS dis-
cipline. Figure 6.1 shows the fluid level processes to the fluid network
(o, i, P,C, HLPPS), where the initial levels are Q(0) = (2 3 5)T. Moreover,
Figure 6.1 also illustrates the property that the fluid level processes of
classes 2 and 3 empty at the same time, which is in line with Lemma 3.4.1.
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6.2 Perturbations of Arrival Rates

In this section we focus on the situation where the service capacities p,
the routing matrix P and the constituency matrix C' are fixed, while the
arrival rates a are subject to perturbations of the form A € Rf . So, we
investigate the stability of the fluid network (a+ A, u, P, C') in terms of the
perturbation A. We will derive estimates on the size of A that characterize
the nominal stability region of the fluid network (o + A, pu, P,C). The
nominal workload of the fluid network (a+ A, u, P,C) is given by

p(A)=CM 7 (I-P") ! (a+A).
By Theorem 3.2.2, the nominal stability radius can be expressed by
Tg(a,,u,P, C)=min{ [|Al, : A€ RY and p(A) £ e }. (6.4)

To describe the geometric perspective of the nominal stability radius con-
sider a stable single station fluid network (o, u, P, C') that serves two classes
of fluid. According to Theorem 3.2.2 and the subsequent remark the nom-
inal workload is strictly less than one. In Figure 6.2 the light grey domain
represents the nominal stability region Dy. Let B,(z,r) = {z € RX :
|z — 2|y < r}. Geometrically the nominal stability radius can be illus-
trated as the largest neighborhood B, (o, ) around « that is completely
contained in the nominal stability region Dy, where the size of the neighbor-
hood is measured by the y-weighted norm || - ||,. Precisely, for arrival rates
o' in the interior of B, (v, r) the fluid network (o, 1, P, C)) might be stable,
depending on the discipline, while for arrival rates o’ € 9B, (a, r)NIDy the
fluid network (o, u, P, C) is definitely unstable no matter which discipline
is considered.

In the following, we will derive a scheme for the calculation of the nom-
inal stability radius. Based on the geometric interpretation our approach
to calculate (6.4) is by means of an optimization problem. For this reason,
one constraint on the perturbation A € Rf is that for at least one station
j € {1,...,J} of the fluid network the nominal workload p,;(A) is at least
one. In terms of the fluid network (a+ A, p, P, C) this can be expressed as

hax pj(A) =1. (6.5)

Consequently, the nominal stability radius can be calculated by an opti-
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Figure 6.2: Illustration of the nominal stability radius for a single station
fluid network serving two classes of fluids.

mization problem of the form

K
Tg(avﬂap7 C) =min Z’WCAk
k=1

6.6
subject to ‘maXJpj(A) =1, (6.6)
j=

yeeey

A>0.

The following statement characterizes the solutions of the optimization
problem.

Theorem 6.2.1 If r§ = [|A.|l, > 0 is a solution to (6.6), then A, can
be chosen such that at most one component is strictly positive. That is,
A, = r,%’y;fl e for some k € {1,...,K}.

Proof. For brevity, we denote N := C M ~'(I—PT)~!. Then, the workload
condition p(A) £ e can be written as NA £ e—p. Since the Jx K matrix N
contains only nonnegative entries the left hand side of the above condition
is a weighted sum in A with positive weights. Hence, a perturbation with
minimal y-norm is of the form A, = 797, ™" e, for some k€ {1,...,K}. W

Using N(u) :== C M(p)~*(I — PT)~! and the fact that a destabilizing
perturbation is of the form A, = r9y, e, for some k € {1,.., K}, it
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5 Q3(t)
3 Qa(t)
2
Q1 (t)
0 10.000 ¢ 0 50 ¢

Figure 6.3: The figure on the left shows the fluid level processes to the fluid
network (o + A, u, P,C) under HLPPS discipline where the parameters
(a, i, P,C) and the perturbation are chosen as in Example 6.1.5 and A =
(000.54)T, respectively. On the right the transient behavior of the fluid
level processes is shown.

holds for some j € {1,..., J} that
POt eI N(p)ex = 1— (N(p)a),

Thus, a representation of the nominal stability radius that expresses the
dependency on p is given by

= min § —— R0 (6.7)

Example 6.2.2 We consider the fluid network given in Ezample 6.1.5.
Using v = e, a calculation based on fmincon in MATLAB yields the nomi-
nal stability radius r°(a, i, P,C) = 0.05478. For HLPPS fluid networks the
nominal stability radius coincides with the stability radius. This situation
is illustrated in Figure 6.3 for a perturbation of the form A = (0 0 0.054)7.
Figure 6.3 shows that the fluid levels of classes 2 and 3 are increasing until
the fluid level of class 1 is positive. Not before the fluid level of class 1 has
reached zero, the fluid levels of class 2 and 3 are decreasing. Moreover, it
can be seen, related to Lemma 3.4.1, that the fluid levels of classes 2 and
3 empty at the same time.
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Since r%(a, p, P, C') = 0.05478 is the nominal stability radius the ques-
tion raises what measure of quality it yields. The next example considers
the global stability region for the Example 6.1.5.

Example 6.2.3 Consider the fluid network given in Fxample 6.1.5. For
the perturbation A’ = (0 0 0.05428)T the matriz

10 0374 0.53
A=10.374 0.645 0.916
0.53 0916 1.3

satisfies the sufficient condition of Theorem 3.2.8. Consequently, the fluid
network (a+ A, u, P,C) is globally stable.

6.3 Perturbations of Service Capacities

In this section, we will measure the robustness of a fluid network (a, , P, C)
with respect to perturbations é € Rf of the service capacities of the form
0 < § < p. The inequalities have to be understood componentwise. For
the perturbed fluid network (o, — 0, P, C') the matrix of service capacities
and the nominal workload are denoted by M () = diag(u — ¢) and p(d) =
CM(8)~* (I — P")~!a, respectively. Then, the nominal stability radius
can be expressed as

rS(oz,,u,P, C) =min{ ||§]]y : 0<d < p and jjrllaxjpj(é) =1} (6.8)
To come up with a geometric illustration for this scenario we consider once
again a single station fluid network serving two classes of fluids. Given
the arrival rates « and routing matrix P the effective arrival rates A\ are
determined. The light grey domain in Figure 6.4 represents the nominal
stability region Dy for fixed arrival rates. By Theorem 3.2.2 service capac-
ities in the interior of the nominal stability region might provide a stable
network. Contrary, for service capacities on the boundary 0Dy of the nomi-
nal stability region the corresponding fluid network will be unstable. Using
B, (p,r) ={n € R2y : |z — plly < r} the nominal stability radius can be
described as the radius of the largest neighborhood B.,(, ) around p that
is completely contained in the nominal stability region Dy such that at
least one edge of 0B, (u,r) intersects the boundary 9D, of the nominal
stability region. In Figure 6.4 the neighborhood B (u,r) is illustrated by
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2 4
Dy

Figure 6.4: Ilustration of the nominal stability radius of a single station
fluid network with two classes.

the dark grey domain. The nominal stability radius can be calculated by
the following optimization problem

K

r(a, pu, P,C) =min > 5
k=1

subject to  max p;(d) =1,
F=1yeend
0<6<p.

To calculate the nominal stability radius we split the problem into J sub-
problems as follows. We consider the optimization problem (6.9) for each
location j € {1,..., J} individually. The corresponding solution is denoted
by ;. The smallest solution in magnitude represents the solution to (6.9).
In the sequel, we describe how to solve the optimization problem for a
single location j € {1,...,J}. That is, for each j the task is of the form

rj := min Z Vi O
keC(j)

A
subject to § : koo, (6.10)
eyl L Ok
€C(j)

0 < < g, kEC(j)
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Consequently, the nominal stability radius of the fluid network («, u, P, C)
is given by

rg(a,u,P, C) :j:I{liPJrj. (6.11)

For some ¢ > 0 the general form of the optimization problem (6.10) for a
single location is

ry=min Y101 +...+ 7 0n
A1 An
1‘1—(51—’_.”—’_]}.”—(5” =

0§5k<xk, k=1,2,...,n.

subject to e, (6.12)

The subsequent statement characterizes the structure of the solutions of
the optimization problem (6.12).

Theorem 6.3.1 If ry, = ||04|ly > 0 is a solution to (6.12), then §, can
be chosen such that at most one component is strictly positive. That is,
O :rwfykflek for some k € {1,2,...,n}.

Proof. Assume that § = (6162 ... 0,)" is asolution to (6.12), i.e. 7, = 8],
and
A1 A2 An

1‘1—61+ZE2—52+...+ZE"—57L - ¢

The statement is shown by induction. For n = 2 consider the optimization
problem

min 7151 +’)/252

A Ao
x17§1+502*52_
0<6 <ap, k=12

subject to ¢, (6.13)

For given Aq, Ay and ¢ > 0 the set

A A
M={y=(y1,92) € R, : D2 <
1 Y2
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is closed, convex and the boundary OM equals the set of extreme points
ext(M). The minimal distance ., from « = (z1,22) € M to the boundary
OM can be described by

ry = max{r : B,(z,r) C M}.

Further, for every ¢ > 0 it holds that B, (z,7y +¢) ¢ M and this implies
that OM N OB, (x,ry) # 0. By Proposition 6.1.3 we have that

OM N ext (By(z,7,)) # 0.

Hence, § can be chosen as § = 7., v, ' ey for some k € {1,2}.
In the inductive step we assume that the claim is valid for n and consider
the case n + 1. So, consider the condition

A A An An
1 + 2 + .. 7"'1
z1 — 61 o — 02 Ty, — On, Tp4+1 — 5n+1

By hypothesis it holds that r., = v, d; for some ¢ = 1,2,...,n. Without loss
of generality, let 1 6; = r. Hence,

)\1 )\n+1 —¢ AQ N )\n

x1 — 01 Tp4+1 — 5n+1 T2 T

Thus, by induction hypothesis, it follows that v; 01 = ry or Yp41 Ony1 = 7o,
which shows the assertion. [ |

Example 6.3.2 We consider again the fluid network given in Example 6.1.5.
For v = e a calculation based on fmincon in MATLAB yields the nomi-
nal stability radius r°(c, p, P,C) = 0.13534. In Figure 6.5 the fluid level
processes of the fluid network (o, u — 6, P,C) under HLPPS discipline is
illustrated for the perturbation § = (0 0 0.1325)T. Furthermore, Figure 6.5
shows that the fluid level processes of classes 2 and 3 are increasing in the
beginning. They start to decrease not before station 1 has reduced its fluid
level to zero. The behavior looks like that of Example 6.2.2 except that the
fluid levels empty earlier.

Since r%(a, p, P,C') = 0.13534 is the nominal stability radius the ques-
tion raises what measure of quality does it yields. The next example con-
siders the global stability region for the Example 6.1.5.
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5 Qs(t) 5 Qs(1)

3 3 Qz(t)

2 2

0 0 Ql (t) >
6.000 ¢ 50 t

Figure 6.5: The figure on the left shows the fluid level processes to the
fluid network (v, u—4, P, C) under HLPPS discipline where the parameters
(a, u, P,C) and the perturbation are chosen as in Example 6.1.5 and § =
(000.1325)T, respectively. On the right the transient behavior of the fluid
level processes is shown.

Example 6.3.3 Consider the fluid network given in Fxample 6.1.5. For
the perturbation &' = (0 0 0.1325)7 the matriz

10 0.3893 0.635
A=103893 0.599 1.01
0.655 1.01  1.703

satisfies the sufficient condition of Theorem 3.2.3. Consequently, the fluid
network (a, p — &', P,C) is globally stable.

6.4 Perturbations of Arrival Rates and
Service Capacities

In this section we will consider fluid networks that are subject to perturba-
tions of the arrival rates as well as perturbations of the service capacities.
That is, given a nominal fluid network (o, u, P,C) we consider fluid net-
works (o + A,u — 6, P,C). The disturbances A and ¢ are of the form
A e Rf and 0 < § < u, respectively. The nominal workload of the per-
turbed fluid network is given by

p(A,8) =CM(©)™ 1 (I-P") Ha+A).
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Following the approach of the previous sections we consider the nominal
stability radius that corresponds to the nominal stability region, i.e.

(o, P,C) = min  mind|Ally + (18]l < pi(A,0) =1}

So, the nominal stability radius can be calculated by an optimization prob-
lem of the following from. For brevity, let A := (I — PT)~! and consider

0 .
ry(a,pu, P,C)= min 7,

JE€{1,..., T}
where 7 is a solution to
K
rj = min Zyk(dk + Ayg)
k=1
A+ 08 an A
subject to Z =1 =1, (6.14)
rerd Hr — O
€C(j5)
0 <A,

0 <6 < p, ke C®j).

For each station j € {1,...,J} the general form of the latter setting is of
the following form

K
rj=min Y y(dk + Ag)
k=1
Ae 4+ S0 an A
subject to Z =1 =g, (6.15)

Wl i — Ok

€C()
0<A,

0 <ok < pg, ke C®j).

In the sequel, we will characterize the perturbations §*, A* that provide
solutions to (6.15). This is the content of the following theorem.

Theorem 6.4.1 If r,, = [|A.||y + [|0«]y > 0 is a solution to (6.15), then
a destabilizing perturbation of minimal v-norm can be chosen such that
either for A, or 0, at most one component is strictly positive. That is,
either A, =1y 'y,;l er and 0, =0 or A, =0 and 0, =1, 7,;1 ex for some
ke{l,..,K}.
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Proof. Suppose that the perturbations (A, d,) are a solution to (6.15).
Then, by Theorem 6.2.1 and 6.3.1, it follows that A, = A,, e, for some
m € {1,..,K} and 6, = d,e, for some n € {1,..,K}. If n # m, the
optimization problem is given by

>\
subject to Z 2k

akm m anm Arn
' x

keC (), 1223 Mn n keC(i Mn — 571
k#n k;ﬁn

0 <0, < fhn,

0<A,,.

(6.16)

In the following, we consider the first constraint in (6.16), which can be
written as

A
a3 Smy e A gy
o = On kec(y, MmO kec(, M
k#n k#n

Since pi, — 0, > 0 and using for brevity ¢ := Zkec(j) ktn %—k" and ¢ :=
— 2okeC(j), ktn M , equation (6.17) reads as
COpn + (anm + qpin) Dy — ¢ Ay 6 = Gt — Mgy (6.18)

Moreover, using d := @, + qitn, and p := €, — A, condition (6.18) can be
written in compact form as

f(An,6n) :=C6, +dA, — 6, Ay —p=0. (6.19)
By the definition of d,q it follows that g > fn > 6p. So, (6.19) can be
written as
¢é, ¢ & -4,
A, = h(5,) =2 Coe = s 0, ).
e i 0.10)

The following instances may occur. )
Suppose that pg > éd. Then, it holds that %(6) = (Zfi;g;lz > 0.
Rewritting the problem (6.16) as

min m(0r) = Yim h(0n) + Yn On

. (6.20)
subject to 0 <4, < i
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and using that 92 (8) = 7, 92(6) + v, > 0, the minimum of m is attained
for 0, = 0. Thus, the minimum of (6.16) is attained for (A, d,) = (%,0).

If S = L it holds that

, On € [0, ttn).

|0
QR
I
(=%}
3
SHE
IS

So, the solution to

min m(0,) = Ym % + Vn On (6.21)

subject to 0 < 4§, < iy
is (Am,dn) = (5,0).

Finally, suppose that pq < ¢d or equivalently
straint set is given by

. Then, the con-

oIl
AN
QR

{(Amyn) = Ay = h(6m), 6 € [0,2] }.

Further, v, Ay, + Ym0, = 7 defines a straight line, where (A,,,d,) also
satisfy A, = h(d,). So, d, € [0,2] and A, € [0, £]. Hence, we have that

either A, = % and 6, =0 or A, =0 and §, = %

The case n = m follows the same line of reasoning. This shows the
assertion. [

Remark 6.4.2 The significance of the Theorems 6.2.1, 6.3.1 and 6.4.1 is
that they allow for a calculation of the nominal stability radius as follows:

1. Consider each station j € {1, ..., J} separately.

2. Perturb either the arrival rate or service capacity of one fluid class
and solve for each k € {1,..., K} the optimization problem.:

X _ .
T = MY XE

subject to  pj(xx) = 1.

3. Take the minimum of all obtained results, i.e.

Tg(a,u7P,C):min{r;fk ci=1,..,J, k:l,...7K,X€{A76}}.
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6.5 Notes and References

In this chapter we derived bounds on possible shifts of the arrival rates
and service capacities such that the property of stability is preserved. The
terminology stability region of a discipline and global stability region has
been introduced by Dai, cf. [29]. The monotonicity of the global stability
region with respect to arrival rates follows from Theorem 3.6 in [19]. Later
on Dai, Hasenbein and Vande Vate considered, for fixed arrival rates « the
monotone global stability region M, with respect to the service capacities,
defined by the largest monotone subset of the stability region, see [32]. In
this work it is also shown that, in general, M, # Ds. For the coun-
terexamples mentioned in Section 6.1 the interested reader is referred to
[17, 32, 40] and the references therein. However, Dai and Vande Vate have
shown that for two station networks the global stability region is mono-
tone with respect to service rates, see [37]. This work is based on virtual
stations and push starts and extends a linear programming approach to
characterize the global stability region for two stations networks given in
[9]. A comprehensive discussion of the global stability region is provided
in Section 5.4 in [17].

The notion stability radius originates from the dynamical systems liter-
ature and was introduced by Hinrichsen and Pritchard in 1986, cf. [51, 52].
A comprehensive exposition to that can be found in [53]. The weighted
stability radius for fluid networks as introduced in Definition 6.1.1 is an
adaptation of the conceptual idea in [51], to measure the distance to in-
stability, to the setting of fluid networks. The notations and results about
convex analysis are taken from [69]. Therein, Theorem 6.1.2 is also stated,
see Corollary 18.5.1, but it is not called Minkowski’s Theorem.

In this chapter we concentrate on the nominal stability radius since for
most disciplines, in general, analytic stability conditions are not available.
For this reason, given a stable fluid network under a discipline 7, defined
by the parameters «, i and P, and the constituency matrix C', the nominal
stability radius provides an upper bound on the distance of («, ) to the
boundary of the stability region D,. That is, we have that

B((O&,,U,),’I’»Y(OZ,[JJ,P,O,’/T)) CB((avu)arg(avuaP7C))'

Consequently, the insights of the results obtained in this chapter may be
interpreted as follows. If a fluid network (a,pu, P,C,7) is subject to a
disturbance A and it holds ||A|| < r%(a, pu, P, C, ), the network might be
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stable and the stability analysis needs to be done in terms of the particular
discipline. Parts of this Chapter have already been published in [72, 73, 74].

Finally, we note that the Lyapunov theory we developed in Chapter 4
and Chapter 5 is supposed to be an appropriate tool for future research,
since the converse Lyapunov theorems if a Lyapunov function is available,
provide necessary and sufficient stability conditions.



A Some Analysis

In this chapter we recall some definitions and results from analysis that
are used throughout this thesis. The Banach space of continuous functions
z : [0,7] — R™ with the norm |z|c := max,cp,r [|2(t)|is denoted by
C([0, T],R™). A set X C C([0,T],R") is called equicontinuous if for every
€ > 0 there is a § > 0 such that for each x € X and s,t € [0,T] such that
[t — s| < 0 it holds that ||z(¢t) — x(s)|| < . The content of the Theorem
of Arzela-Ascoli is that the compact sets in C([0,T],R™) are exactly those
that are closed, bounded and equicontinuous.

Theorem A.1 (Arzela-Ascoli) A set X C C([0,T],R") is relatively
compact if and only if it is bounded and equicontinuous.

A proof can be found in [70] Section 9.8. In particular, this implies
that every bounded and equicontinuous sequence (x,,)nen in C([0,T],R™)
contains a convergent subsequence. Further, a function x : R — R™ is
called absolutely continuous if for every finite interval [a,b] and € > 0 there
is a & > 0 such that for any disjoint intervals ]a;, b;[C [a,b], i = 1,2,...,n
with Y"1, (b; — a;) < & it holds that

Sl (bs) — @@ <e.
=1

The following property of absolutely continuous functions is well known, a
proof can be found in [70] Section 5.4.

Theorem A.2 Suppose that x is absolutely continuous, then x is differ-
ential almost everywhere.

147



148 Chapter A Some Analysis

A very useful property of absolutely continuous functions is that its
derivative is Lebesgue integrable. That is, for all s < ¢,

x(t) —z(s) = /:jj(r) dr.

Consequently, the space AC([0,T],R™) of absolutely continuous functions
x:[0,T] — R™, equipped with the norm || - | ac defined by

lellac = =) + / (o))l dt,

is a Banach space. A function f : R™ — R"™ is called locally Lipschitz if
for any bounded set B C R™ there is a Lp > 0 such that for all z,y € B
we have that || f(z) — f(y)|| < Lp||z — y||. Further, f is called Lipschitz if
the last condition holds for B = R™.

Partition of Unity

Let M C R"™, a family U = {U,}aeca of open set is called an open cover
of M C R™ if each x € M is in some U, € U. That is, M C UQGA U,.
An open cover is called locally finite if for every oo € A the set {o/ € A :
Uy NUgy # 0} is finite.

Definition A.3 A family ¥ = {¢a}aca of C* functions o : M — R is
called a smooth partition of unity subordinate to U if

1) 0 < @u(z) <1 forallxz € M and for all o« € A,

2) supp po C Uy,

(
(2)
(3) the set of supports {supp pata is locally finite,
(4)

4) for all x € M it holds that Z valz) =1.
acA

An important consequence of condition (3) in Definition A.3 is that the
sum in condition (4) has actually only finitely many nonzero terms in a
neighborhood of each point. So, there is no issue of convergence.

Theorem A.4 Let M C R™ and U be an open cover of M. Then, there
is a smooth partition of unity subordinate to U.

Proof. See [57] Theorem 2.25. [



B Differential Inclusions

Let X and Y denote metric spaces. A set-valued map F' : X ~~ Y is a
mapping that maps every x € X into a set F(x) called the value of F at x.
The domain of a set-valued map F : X ~» Y is the subset of elements z € X
such that the values F(z) are non empty, i.e. dom(F) ={z € X : F(z) #
(}. The image of F is the union of all values F'(z) for all z € X. The graph
of a set-valued map F is graph(F) := {(z,y) € X xY : y € F(z)}. A
set-valued map F' is said to be closed-valued if the values of F' are closed,
i.e. for every x € X the set F(x) is closed. Accordingly, F is said to be
convez if the images are convex. Moreover, a set-valued map F : X ~~ Y
is called lower semicontinuous at © € dom(F) if for any y € F(z) and
for any sequence of elements (z,)neny € dom(F') converging to x, there
exists a sequence (Yn)neny With y, € F(x,) converging to y. F is said
to be lower semicontinuous if it is lower semicontinuous at every point
x € dom(F). In addition, F is called upper semicontinuous at x € dom(F),
if for any open neighborhood U D F(z) there is an ¢ > 0 such that for all
x’ € B(z,e)Ndom(F) it holds that F'(z’) C U. Again F is said to be upper
semicontinuous if it is upper semicontinuous at every point « € dom(F).

A useful criterion to conclude upper semicontinuity of a parameterized
set-valued map is the following.

Proposition B.1 Let X,Y and Z be metric spaces and U : X ~ Z be
a set-valued map. Assume that f : graph(U) — Y is continuous. If U is
upper semicontinuous with compact values, then F : X ~Y defined by

F(z) ={f(z,u) : ueU(x)}.
1S upper semicontinuous.

Proof. See [5] Proposition 1.4.14. ]

149
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Proposition B.2 The graph of an upper semicontinuous set-valued map
F: X ~Y with closed values is closed.

Proof. See [4] Section 1.1 Proposition 2. [ |

Let K C R™ and consider the differential inclusion
x(t) € F(x(t)), «(0)= . (B.1)

A solution to (B.1) is an absolutely continuous function € AC(R,R"™)
with 2(0) = o such that (B.1) is satisfied almost everywhere. The set of
solutions to (B.1) starting at 2y € K is denoted by Sp(xg). The existence
theorem is as follows.

Theorem B.3 Let K C R™ be a closed set. Assume that the set-valued
map F : K ~ R™ with closed convex values contained in a ball of radius b >
0 is upper semicontinuous. Then, the following conditions are equivalent.

(1) For any zg € K there is a solution z(-) € Sp(zo) satisfying z(t) € K
for allt > 0.

(2) For any x € K it holds that F(x) N Tk (x) # 0.

Proof. See [80] Theorem 5.2. [

Here, Tk (x) denotes the contingent cone to K C R™ at z, which is
defined as the set of v € R™ such that there is a sequence (hy,)neny C int(R4)
converging to 0 and a sequence (v,)n,eny C R™ converging to v such that
for all n € N it holds that = + h,, v, € K.

A differential inclusion (B.1) is called strongly asymptotically stable if
no solution exhibits finite time blow-up, and

Lyapunov Stability: For any € > 0 thereisa d > 0 such that any solution
x(+) with ||zo|| < d satisfies ||z(t)|| < € for all ¢ > 0.

Attractiveness: For each individual solution z(-) one has x(t) converges
to 0 as t — oo.

The following statement is a smooth converse Lyapunov theorem for dif-
ferential inclusions.
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Theorem B.4 Let F : R™ ~» R™ be an upper semicontinuous set-valued
map with nonempty, compact and conver values. Then, the differential
inclusion (B.1) is strongly asymptotically stable if and only if there is a
positive definite and proper function V€ C*°(R™,R) and positive definite
function W € C(R™\{0},R) such that for all x # 0 the following decrease
condition is satisfied

vgl}g(};)(VV(x),U) < —W(x). (B.2)

Proof. See [26]. [ |

The content of the next statement is about the limit of a convergent of
sequence of solutions.

Theorem B.5 Assume that the set-valued map F : R™ ~~» R™ is upper
semicontinuous with closed convex values contained in a ball of radius b >
0. If (zr(-))ken is a sequence of solutions with x(-) € Sp that converges
u.0.c. to a function x(-), then z(-) € Sp.

Proof. See [80] Theorem 4.6. [ ]

A set-valued map F : R" ~» R" is called locally Lipschitz on R™\{0}
provided that for every compact set U € R™\{0} there corresponds L > 0
such that

F(l‘l) C F(xg) + L ||.’L‘1 — JJQH B(O, 1)

for all z1,22 € U, where B(0,1) = {x € R™ : ||z|| < 1}. The follow-
ing statement from [26] will be very useful to prove a smooth converse
Lyapunov theorem for differential inclusions.

Theorem B.6 Let F' : R™ ~» R™ be an upper semicontinuous set-valued
map with nonempty, compact and conver values. Suppose that F is strongly
asymptotically stable. Then, there exists an upper semicontinuous set-
valued map Fr, with nonempty, compact and convex values which is locally
Lipschitz on R™\{0}, strongly asymptotically stable, and satisfies F(x) C
FL (x) .

Proof. See [26]. [ ]
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Theorem B.7 Assume that F : X ~» X is Lipschitz with constant A and
has closed values on the interior of its domain. Let y(-) € Sr(yo) be a
given absolutely continuous function. Then, for all t > 0 it holds that

d(y(1), Sp(w0)(1)) < |lzo — yol| ™,
so that the solution map Sg is lower semicontinuous.

Proof. See [3] Section 5.3. [
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