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1 Introduction

Chemical reactions form the basis of our everyday lives. Many of these everyday re-
actions occur upon irradiation of light, for instance, in the primary event of vision, in
photosynthesis, or in the formation of vitamin D in the human skin upon sun irradiation.
It is therefore obvious that light can also be employed as a tool to initiate and study
chemical processes in a well-controlled laboratory environment. Following the course of
such chemical reactions from the reactant over reaction intermediates to the products
in real time requires the ability to follow the motion of molecules and atoms on unimag-
inable short time scales on the order of only a few femtoseconds (1 fs = 10−15 s). Since
conventional (e.g. thermal) light sources are not capable of providing the necessary tem-
poral resolution, studies on photochemical and photophysical processes were limited to
the observation of the formed products for a long time while the reaction path remained
practically inaccessible.
The field of time-resolved optical spectroscopy was revolutionized by the development

of laser sources capable of generating light pulses in the visible spectral range with
durations of only a few femtoseconds, which led to the foundation of a new research
field, termed femtochemistry [12, 13]. In 1999, Ahmed H. Zewail was awarded the Nobel
Prize in Chemistry for his pioneering contributions to this field. In femtochemistry,
femtosecond pulses are used to initiate and probe photochemical transformations such
as photodissociation, photoionization, or photoisomerization reactions, providing unique
and unprecedented insights into molecular photodynamical processes.
Nevertheless, the full technological potential of ultrafast spectroscopy has so far only

rarely been exploited, as these techniques are in general capable of capturing much more
information than typically utilized. This is exemplified by the fact that the ‘workhorse’ of
ultrafast spectroscopy – the pump–probe technique – is in its simplest form a third-order
technique and thus provides information in up to three temporal or spectral dimensions.
Yet, for many years only a small fraction of the available spectroscopic information was
taken into account by considering simple slices along a single dimension, for example,
along the pump–probe delay time. As a consequence, identifying all species involved
in a reaction is often impossible since the signatures of reactants, intermediates, and
products overlap in many cases which in return implies that a reaction product might
not be isolated from the signatures of other reagents. This is a major issue especially in
cases with low reaction quantum yields.
As a significant technological improvement compared to the pump–probe scheme,

coherent two-dimensional electronic spectroscopy was established in the late 1990s as an
optical analog of two-dimensional nuclear magnetic resonance. This method spreads the
information along two independent frequency dimensions, associated with the system’s
absorption and emission frequencies [14–20]. In this way, frequency correlations are
resolved and couplings are directly visualized. So far, this technique was exclusively
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2 Introduction

applied to purely photophysical phenomena, such as energy transfer in natural or artificial
light harvesting [21–24] or exciton dynamics in multichromophores [25–28], but never for
the time-resolved study of photochemical transformations. While several investigations
of photochemical exchange in the infrared spectral region with vibrational transitions
(two-dimensional infrared spectroscopy) were reported in the literature [29–35], studies
with electronic excitations were so far limited to phenomena in which the excited species
return to their initial configurations after a short time such as in excited-state charge-
transfer processes [36, 37].

Beyond the two-dimensional approach, also coherent three-dimensional experiments
on photophysical systems were reported very recently in the infrared [38–40] and visible
spectral range [41–46], in which the signal is additionally mapped onto a third frequency
axis accounting for dynamics (such as coherences) that occur after the first two light–
matter interactions.

The goal of this thesis is to transfer the method of coherent two- and three-dimensional
electronic spectroscopy for the first time to the field of femtochemistry, opening up the
science of ultrafast photochemical processes to the multidimensional concept. Several
fundamental questions are addressed in the course of this work: Is coherent multidimen-
sional spectroscopy capable of probing molecular reaction dynamics as well as isolating
the signatures of the reaction products from all other species? How exactly do different
molecular species turn into one another and which electronic states are involved? How is
the photochemistry affected when the molecule absorbs a second photon after the initial
excitation? And can we provide a joint spectro–temporal formalism for the description
of light fields that allows for higher-order and polarization-sensitive experiments?

In order to verify the general capabilities of the approach, well-established experi-
mental techniques are used in the first instance to explore the photodynamics of pho-
toreactive model systems on the basis of their corresponding transient absorption and
coherent two-dimensional spectra. In addition, techniques making use of more elaborate
pulse sequences, which have so far been limited to the study of vibrational transitions,
are implemented in this work also for electronic excitations. This can be used to explore
the dynamics initiated upon photoexcitation to higher-lying electronic states. Finally, a
new formalism is introduced in this thesis based on the von Neumann time–frequency
picture of shaped femtosecond laser pulses. By generalizing this joint time–frequency
representation to the description of shaped laser pulses with time-varying polarization
profiles, the vectorial character of light–matter interactions can be utilized with appli-
cations in polarization-sensitive multidimensional spectroscopy and coherent quantum
control.

The discussed experiments can be classified based on the number of associated light–
matter interactions, i.e., on the order of the exploited optical nonlinearity. For this
reason, this thesis is subdivided into three main chapters containing experiments with
third-order (Chap. 4) and fifth-order interactions (Chap. 5), as well as the von Neumann
formalism allowing for higher-order nonlinearities (Chap. 6). This work is therefore
organized as follows.

The theoretical background of ultrashort laser pulses, their representation in the
Fourier domain, conventional joint time–frequency representations, the description of
time-varying polarization states, nonlinear optics, and photochemical processes is pro-
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vided in Chap. 2.
The experimental techniques required for the implementation of all methods is de-

scribed in Chap. 3. This includes a short description of the used femtosecond laser
source, ultrafast frequency-domain pulse shaping, the employed pulse characterization
and compression technique, the experimental setup for transient absorption, and the
concept of coherent two-dimensional spectroscopy.
The first experiments are discussed in Chap. 4, in which a model reaction – the cis-

trans photoisomerization among ring-open nitro-substituted merocyanine isomers – is
studied by means of third-order spectroscopies. To gain a picture of the excited-state
lifetimes of the system, the associated spectral profiles, and the quantum yield of the
reaction, broadband transient absorption measurements in combination with global data
analysis are employed in the first part of this chapter. Afterwards, third-order two- and
three-dimensional spectroscopy is used to elucidate the mechanism of the photoreaction
by analyzing the signal in terms of characteristic vibrational modes associated with the
formation of the photoproduct. Results of high-level quantum-chemical calculations per-
formed by our collaborators from the theoretical chemistry department at the University
of Würzburg in the group of Prof. B. Engels are also presented.
In Chap. 5, a closely related compound – a dinitro-substituted merocyanine – is char-

acterized by means of novel multidimensional techniques. Coherent two-dimensional
spectra are collected to analyze whether the same isomerization reaction as observed in
Chap. 4 is part of the photochemistry of this molecule. In order to explore the pho-
tochemistry of higher-lying states, a fifth-order technique, termed triggered-exchange
two-dimensional spectroscopy, which was so far only available in the infrared regime, is
successfully established for the first time for electronic transitions in the visible spectral
range.
The von Neumann time–frequency representation for linearly polarized pulses is in-

troduced in Chap. 6. After a short motivation, the formalism is generalized to the
description of pulses with shaped polarization profiles and the introduced parameters
are illustrated with the help of several example pulse shapes.
Finally, a short summary of this thesis is given in Chap. 7, while in the Appendix

supplementary calculated data for the system investigated in Chap. 4 and auxiliary
calculations for Chap. 6 are provided.
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2 Theoretical Background

Ultrashort laser pulses with durations of only a few femtoseconds (fs) have proven to
be a universal tool for research in natural and medical sciences and have applications
in technology and industrial manufacturing. In this thesis femtosecond laser pulses
are employed for the observation and manipulation of photochemical and photophysical
processes in molecules on their fundamental time scales. For this purpose a mathemat-
ical basis for the description and a detailed understanding of the underlying physical
processes used for generation and manipulation of these laser fields is necessary. More-
over, the photochemical properties and the interactions of light and matter have to be
discussed in detail. In this chapter, essential theoretical concepts as well as the math-
ematical and physical principles of this thesis are explained. Firstly, the mathematical
description of femtosecond laser pulses in time- or frequency-domain as well as in the
joint time–frequency picture, their time-dependent polarization state, and the spatial
properties of Gaussian laser beams are introduced (Sect. 2.1). Also the theory of non-
linear optics is part of this chapter (Sect. 2.2). Finally, the photochemical properties
of molecular electronic states and potentials, electronic transitions, and molecular wave
packets are discussed (Sect. 2.3).

2.1 Mathematical Description of Ultrashort Laser Pulses

Starting point in the description of electromagnetic waves is the inhomogeneous wave
equation for the electric field vector E⃗(r⃗,t) at time t and at the point r⃗ = (x,y,z) in
space that can be derived from Maxwell’s equations. Assuming a charge- and current-
free nonmagnetic medium it reads [47]

∇2E⃗(r⃗,t)− 1

c20

∂

∂t2
E⃗(r⃗,t) = µ0

∂

∂t2
P⃗ (r⃗,t) (2.1)

where c0 = 1/
√
ϵ0µ0 denotes the speed of light in vacuum, µ0 the permeability constant,

and ϵ0 the permittivity of free space. The source term on the right hand side of Eq. (2.1)

consists of the electric polarization P⃗ (r⃗,t) that specifies on the one hand how the medium
affects the electric field and on the other hand the response of the medium to the external
field.
The consequence of the complicated nature of Eq. (2.1) is that in general it can only

be solved numerically. However, several simplifications and approximations that are
valid for all phenomena discussed in this thesis allow the separation of E⃗(r⃗,t) into a

purely time dependent term E⃗(t) and a term u(r⃗) describing the spatial beam profile as
a function of the propagation length along the z-axis such that

E⃗(r⃗,t) ∝ E⃗(t)u(r⃗). (2.2)
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6 Theoretical Background

Based on this equation both terms will be treated separately in the following subsec-
tions before the role of the polarization P⃗ (r⃗,t) is discussed.

2.1.1 Frequency- and Time-Domain Pictures

Coherent ultrashort laser pulses can be described by the temporal evolution of the electric
field E⃗(r⃗,t). In this subsection, the electric field is treated as linearly polarized, e.g.,
the electric field vector is located exclusively within a plane of fixed orientation. This
plane is perpendicular to the direction of propagation, which is – as mentioned above
and without loss of generality – assumed to be the z-direction. The description of
femtosecond pulses with a variable polarization state and the spatial beam propagation
is discussed in Sects. 2.1.3 and 2.1.4, respectively. If the electric field is considered at
a fixed position z = 0 in space, the only parameter sufficient to completely characterize
the electric field is its amplitude |E⃗(z = 0,t)| = E(t) as a function of time. The field
E(t) can then be expressed as a product of an oscillation with carrier frequency ω0 and
an envelope function A(t) [48]

E(t) = A(t) cos(Φ0 + ω0t). (2.3)

The center frequency ν0 of the light field is given by ν0 = ω0/2π. The parameter Φ0 is
the absolute phase, also called carrier-envelope phase (CEP) and determines the rela-
tionship between the field oscillations and the envelope function. Figure 2.1 illustrates
the significance of the CEP. For very short laser pulses with small amounts of optical
cycles [few-cycle pulses, Fig. 2.1(a)], the CEP can have a major influence on the tempo-
ral evolution of the electric field. For Φ0 = 0 a cosine-shaped pulse is generated (red),
thus, the maximum of the envelope function (gray dashed) and the electric field coincide
at time t = 0. However, for Φ0 = π/2 a sine-shaped pulse evolves (blue) such that the
electric field is zero at t = 0 and hence will not reach the maximum value given by the
maximum of the envelope. For laser pulses of longer duration the value of Φ0 is only of
minor relevance, as shown in Fig. 2.1(b) for a pulse with an intensity full width at half
maximum (FWHM) of 25 fs. In this case, the envelope function varies only slowly during
the period of the field oscillation. Therefore, if sufficiently long laser pulses compared
to the oscillation period are employed, the so called slowly varying envelope approxima-
tion (SVEA) is commonly introduced [47]. This approximation states that the carrier
envelope phase has practically no effect on the laser pulse shape if the envelope function
varies only slowly during the period of a single field oscillation. As the laser system
used in this work (see Sect. 3.1) produces laser pulses of a duration longer than 10 fs
between the UV and the NIR region, this approximation is valid and will be used in the
course of this work. This is also reasonable as the carrier-envelope phase delivered by
our system varies on a pulse-to-pulse basis. However, techniques of stabilizing the CEP
exist [49, 50] and experiments have also been carried out where the CEP was used as
the primary control parameter [51, 52]. In addition, the CEP cannot be determined by
common techniques for laser pulse characterization (see Sect. 3.3).

The time-dependent intensity I(t) of the laser pulse is proportional to the squared
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Figure 2.1 | Illustration of the carrier-envelope phase and the slowly varying enve-
lope approximation. (a) A few-cycle cosine laser pulse with a center wavelength of 800 nm,
intensity-FWHM of 2 fs, and CEP phase of Φ0 = 0 (red) is compared to a sine pulse with
Φ0 = π/2 (blue). (b) The same case as in (a) is shown, but with an intensity-FWHM of 25 fs.

envelope function

I(t) =
1

2
ϵ0c0nA(t)

2 (2.4)

where n denotes the refractive index of the medium.
Laser pulses as described by Eq. (2.3) consist of a purely harmonic oscillation of the

electric field vector. However, this is in general not the case for pulses that have travelled
through media or have been manipulated otherwise, e.g., by a fs pulse shaper. For this
reason, a time-dependent phase φ(t) has to be added to the phase term in Eq. (2.3)
resulting in the following expression for the total temporal phase

Φ(t) = Φ0 + ω0t+ φ(t). (2.5)

From this quantity the time-dependent instantaneous frequency is given by the derivative
of the phase with respect to time

ω(t) =
dΦ(t)

dt
= ω0 +

dφ(t)

dt
. (2.6)

The real-valued electric field as a function of time E(t) can be expanded in terms of
monochromatic plane waves, which mathematically corresponds to a Fourier transfor-
mation

E(t) =
1√
2π

∞∫
−∞

dωE(ω)eiωt (2.7)

where the complex-valued quantity E(ω) describes the electric field in frequency domain,
which in turn is given by the inverse Fourier transform of Eq. (2.7)

E(ω) =
1√
2π

∞∫
−∞

dtE(t)e−iωt. (2.8)
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8 Theoretical Background

As E(t) is real valued, the relationship

E(ω) = E∗(−ω) (2.9)

holds, where ∗ denotes the conjugate-complex form. From this symmetry it follows that
it is sufficient to consider the electric field for positive frequencies only by defining the
quantity E+(ω)

E+(ω) =

{
E(w) ∀ ω ≥ 0

0 ∀ ω < 0
(2.10)

whereas the negative part of the spectrum is given by

E−(ω) =

{
E(w) ∀ ω < 0

0 ∀ ω ≥ 0.
(2.11)

In the same way as E(t) and E(ω) are connected via a Fourier transformation, there
is an inverse function of E+(ω) given also by Fourier transformation

E+(t) =
1√
2π

∞∫
−∞

dωE+(ω)eiωt (2.12)

E+(ω) =
1√
2π

∞∫
−∞

dtE+(t)e−iωt (2.13)

which is linked to the real valued field via

E(t) = E+(t) + E−(t) = 2Re{E+(t)} = 2Re{E−(t)} (2.14)

and to its complex-valued Fourier transformation via

E(ω) = E+(ω) + E−(ω). (2.15)

Since E+(t) and E+(ω) are complex-valued quantities they can be characterized by
their amplitudes and phases

E+(t) =
1

2
A(t)eiΦ(t)

=

√
I(t)

2ϵ0c0n
eiΦ0eiω0teiφ(t) (2.16)

E+(ω) = A(ω)e−iΦ(ω)

=

√
πI(ω)

ϵ0c0n
eiΦ0e−iφ(ω) (2.17)
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2.1 Mathematical Description of Ultrashort Laser Pulses 9

where A(ω) is the spectral amplitude, Φ(ω) the spectral phase, and I(ω) the spectral
intensity, i.e., the quantity that is measured by a spectrometer. Due to Eq. (2.9), the
relation −Φ(ω) = Φ(−ω) is valid. The spectral phase is of major relevance since its
manipulation will also result in a changed temporal electric field E(t) due to the mutual
Fourier relationship in Eq. (2.12) and Eq. (2.13).
The distinction between positive and negative frequencies is made here just for the

sake of mathematical correctness. In practice, only positive frequency components and
real valued electric fields are considered. Furthermore, the prefactors in Eq. (2.16) and
(2.17) are disregarded in the representation of the temporal and spectral fields since in
most cases only the shape and not the absolute non-dimensionless value of the electric
fields are considered.
As shown in Eq. (2.6) the temporal phase Φ(t) contains information about the tem-

poral evolution of the instantaneous frequency. In a similar manner the group delay can
be defined by the derivative of the spectral phase Φ(ω) with respect to the frequency,
describing the relative temporal delay of a given spectral component

Tg(ω) =
dΦ(ω)

dω
. (2.18)

In many cases it is convenient to expand the spectral phase in terms of a Taylor series
centered around the center frequency ω0 of the laser pulse spectrum:

Φ(ω) =
∞∑
j=0

aj
j!

· (ω − ω0)
j (2.19)

with the Taylor coefficients given by

aj =
∂jΦ(ω)

∂ωj

∣∣∣∣
ω0

. (2.20)

In the same way, assuming the temporal evolution of the laser pulse is centered around
t = 0, the temporal phase Φ(t) can be expanded in terms of a Taylor series as well:

Φ(t) =
∞∑
j=0

bj
j!

· tj (2.21)

where

bj =
∂jΦ(t)

∂tj

∣∣∣∣
t=0

. (2.22)

The temporal Taylor coefficient of zeroth order describes the absolute CEP phase with
b0 = Φ0 = −Φ(ω0) = −a0. The temporal Taylor coefficient of first order accords with the
carrier frequency ω0, whereas the spectral Taylor coefficient of first order determines the
temporal shift relative to time zero. The spectral coefficient of second order describes
dispersion of second order and consequently the amount of linear group delay [Eq. (2.18)],
which leads to a linear change of the instantaneous frequency with time. In the sign
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Figure 2.2 | Influence of the linear chirp on the oscillation period of the electric
field of a laser pulse. The effect of pulse chirp is demonstrated with a laser pulse of 6 fs
duration (FWHM) and (a) b2 = +0.05/fs2 and (b) b2 = −0.05/fs2 showing an increasing
oscillating frequency with time for the positively chirped pulse and a decreasing instantaneous
frequency with time for negative chirp.

convention used in this thesis, a positive (negative) second order of spectral phase term
also leads to a positive (negative) quadratic temporal phase corresponding to a linearly
increasing (decreasing) instantaneous frequency with time and the laser pulse is referred
to be linearly positively (negatively) chirped, also called up-chirped (down-chirped).
Figure 2.2 illustrates this effect on a laser pulse of 6 fs duration with b2 = ±0.05/fs2

(green). In the case of up-chirped pulses [Fig. 2.2(a)] the oscillation period of E(t) (red)
decreases with time, while it increases for a down-chirp [Fig. 2.2(b)]. Dispersion for
shorter laser pulses causes, depending on the amount and order of chirp, in addition a
temporal broadening. Therefore, dispersion effects have to be avoided in femtosecond
pulse generation. Due to the required broader spectral bandwidth, dispersion has a
stronger effect on shorter laser pulses.
Higher phase terms of even order cause chirp values of higher order, i.e., the instan-

taneous frequency varies non-linearly with time. Odd-numbered phase terms result in
pre- or post-pulses and also in a temporal broadening. In order to quantify this effect,
the term ‘pulse duration’ has to be defined more exactly. We now consider a Gaussian-
shaped pulse envelope

A(ω) =
E0

2
e
− 2 ln 2

σ2
ω

(ω−ω0)2

(2.23)

where σω denotes the FWHM of the spectral intensity profile I(ω). Via Fourier trans-
formation the distribution in time-domain

A(t) =
E0σω

2

√
π

2 ln 2
e−

σ2
ω

8 ln 2
t2 (2.24)

is obtained. In this case the following expression is found for the so called time–
bandwidth product

σωσt = 4 ln 2. (2.25)
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2.1 Mathematical Description of Ultrashort Laser Pulses 11

This equation only holds for pulses with a flat spectral phase function.1 For pulses
with additional non-zero phase terms and different spectral profiles, this equation is
generalized by the form

σωσt ≥ 2πK (2.26)

making use of the parameterK characterizing the spectral intensity profile. For Gaussian-
shaped spectral intensity profiles with a flat phase K = 0.441 is obtained. A laser pulse
is referred to as bandwidth-limited if the equation σωσt = 2πK holds. Equation (2.26)
corresponds to a time–frequency uncertainty and is a fundamental property of physical
quantities linked via Fourier transformation. From this equation it follows that shorter
pulses require a broader spectrum.
The effect of different spectral phase functions and intensity profiles on the temporal

pulse profile is illustrated exemplarily in Fig. 2.3, where I(ω) (red) and I(t) (blue) and
the spectral and temporal phase functions (green) of corresponding pulse shapes are de-
picted next to each other. For all pulses [except of (i)–(l)] a Gaussian-shaped spectrum
is assumed with 17.7 nm FWHM (corresponds to 25 nm FWHM for |E+(ω)|). For a
flat spectral phase this spectral field corresponds to a Gaussian temporal pulse of 53.3 fs
duration [Fig. 2.3(a)]. A linear spectral phase with a slope of Φ′(ω) = 400 fs shifts
the temporal envelope function by the same amount to positive times [Fig. 2.3(b)]. In
Fig. 2.3(c) a linearly chirped pulse with Φ′′(ω) = 2.5 · 104 fs2 is shown, leading to a
broadening of the temporal pulse structure and a quadratic temporal phase function.
In Fig. 2.3(d) it is demonstrated how third-order spectral phase terms affect the pulse
sequence resulting in post-pulses with a phase difference of π between successive sub-
pulses. Fourth-order spectral phase terms [Fig. 2.3(e)] cause a third-order chirp and
therefore the temporal intensity profile is no longer Gaussian. Spectral phase-steps of
π give rise to destructive interference at time t = 0 leading to a distinct intensity dip
at t = 0. Also a phase separation of π is introduced between positive and negative
times, as shown in Fig. 2.3(f). The resulting pulse shape can have a significant effect
on multiphoton excitation processes [53]. By applying a triangular (piecewise linear)
phase function [Fig. 2.3(g)] with the breakpoint at the center wavelength, it is possible
to generate double pulses by shifting the corresponding spectral components to different
points in time [54–56]. Figure 2.3(h) illustrates the effect of a cosine-shaped spectral
phase with an amplitude of π and a frequency of 400 fs. A multipulse sequence is gen-
erated of which every subpulse is a copy of the unshaped pulse. These phase functions
have applications in spectroscopy and microscopy [57, 58] as well as in quantum control
[59, 60]. The influence of the spectral intensity profile is shown in Fig. 2.3(i)–(l). If
spectral components at the outer [Fig. 2.3(i)] or inner [Fig. 2.3(j)] part of the spectrum
are blocked, the temporal intensity profile as well as the temporal phase is strongly af-
fected leading to temporal smearing of the pulse. By imitating the spectral interference
pattern of a Michaelson interferometer [Fig. 2.3(k)] a temporal double pulse is gener-
ated of which each subpulse has the same temporal profile as the unshaped pulse. This
can be used in various time resolved spectroscopy techniques as for example in coherent
two-dimensional spectroscopy in a pump–probe beam geometry, as will be explained in

1a flat spectral phase profile is characterized by ∂jΦ(ω)
∂tj = 0 for j > 1
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Figure 2.3 | Influence of the spectral intensity profile (blue) and phase (green)
on the temporal structure of a laser pulse. The spectral FWHM is 25 nm centered
at 800 nm. (a) bandwidth-limited Gaussian pulse with a flat phase; (b) linear phase with
Φ′(ω) = 400 fs; (c) linearly up-chirped pulse with Φ′′(ω) = 2.5 · 104 fs2; (d) Φ′′′(ω) = 1 · 106 fs3;
(e) Φ′′′′(ω) = 1 ·108 fs4; (f) phase step of π at the center wavelength; (g) generation of a double
pulse by applying a triangular phase with the spectral breakpoint at the center wavelength; (h)
cosine phase with an amplitude of π and frequency of 400 fs; (i) symmetrical spectral clipping
of a Gaussian profile; (j) blocking of the spectral center; (k) spectral interference of a temporal
double pulse with a pulse separation of τ = 800 fs; (l) two spectrally separated Gaussians (6nm
FWHM located at λ1 = 787.0 nm and λ2 = 807.6 nm) leading to temporal interference.
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2.1 Mathematical Description of Ultrashort Laser Pulses 13

Sect. 4.4.2. In contrast, two spectrally separated Gaussians in frequency domain cause
temporal interferences, as illustrated in Fig. 2.3(l).

2.1.2 Joint Time–Frequency Descriptions

In the previous section, the Fourier description of femtosecond laser pulses was intro-
duced. On this basis, arbitrary laser pulses can be described entirely either in time or
frequency domain and both descriptions can be transformed into each other by Fourier
transformation. Hence, both pictures are equivalent and complete from a mathematical
point of view. The major drawback of the Fourier picture is that – at first glance – either
only the spectral or the temporal nature of the laser pulse becomes apparent. For this
reason, alternative descriptions termed joint time–frequency representations (JTFR),
which are functions of time and frequency, were introduced.

In the long history of signal analysis, many different approaches were established in
order to visualize the temporal evolution of the frequency content of a time-dependent
signal s(t). The most common approach is the use of the so-called short-time Fourier
transform (STFT), alternatively termed sliding window Fourier transform. To analyze
the signal at a given instant of time it is multiplied by a window function h(t) which is
centered at a given time t. By Fourier transformation of this gated signal, the STFT is
obtained [61–64]:

S(t,ω) =
1√
2π

∫
s(τ)h(τ − t)e−iωτdτ . (2.27)

The squared absolute value of this term is referred to as the spectrogram of the signal.
The choice of the window function is crucial for the resulting distribution function S(t,ω).
This is demonstrated in Fig. 2.4 using the example of an oscillating waveform with
random noise [Fig. 2.4(a), blue line] over a time range of 10 seconds and three different
Hanning-type (raised cosine) windows of 0.4 s (red solid), 1.0 s (red dotted), and 4.0 s
(red dashed) width. As shown in Fig. 2.4(b) the choice of a narrow temporal window
leads to a broad frequency distribution and the noise-induced fluctuations dominate.
This effect is reduced by using a longer window function [Fig. 2.4(c)]. If the temporal
window is too long, as shown in Fig. 2.4(d), short time fluctuations are averaged out
but the temporal resolution is substantially decreased. This is the reason why so-called
wavelet transforms have been introduced in signal processing. The use of wavelets yield
a high time resolution for high frequency contents and a high frequency resolution for
lower frequencies and thus avoids the issue of a fixed window width. A more detailed
discussion of wavelets can be found in Refs. [65–67].

The principle of gating an unknown signal with another signal plays also a role in
the characterization (see Sect. 3.3) and visualization of femtosecond laser pulses, but
also in time-resolved spectroscopy. The different techniques just differ in the choice of
the window function (or gating signal). For the visualization of shaped femtosecond
laser pulses the Wigner and the Husimi representation have become most widely used.
Another JTFR, which has been established in our group, is the von Neumann represen-
tation [68–70]. This representation will be introduced and generalized for applications
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Figure 2.4 | Basic concept
of the short-time Fourier
transform (STFT). (a) For
illustration the example of
a noisy oscillating waveform
(blue) over a time range of 10
seconds is considered. A Han-
ning window function with a
width of 0.4 s (solid red), 1.0 s
(red dotted), and 4.0 s (red
dashed) is used to generate the
STFTs shown below. (b) With
the 0.4 s window the noise in-
duced fluctuation of the fre-
quency is strongly pronounced
which is reduced using a win-
dow width of 1.0 s (c). (d) A
4.0 s window function averages
over these short-time fluctua-
tions but the temporal resolu-
tion is substantially reduced.
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in polarization-sensitive multidimensional spectroscopy and quantum control in Chap.
6 of this thesis.

The Wigner representation

Many distribution functions have been established in quantum optics and quantum
mechanics where they are also referred to as quasiprobability distributions. One of
the most common distribution functions is the Wigner representation (also known as
the Wigner function or the Wigner–Ville distribution), named after Eugene Paul Wigner
who introduced it in 1932 in the context of quantum thermodynamics. It is based on
a mixed description of states in the joint momentum–space phase space [71]. Later it
was also established in quantum optics [72, 73] and in the early 1990s in the field of
ultrashort laser pulses [74–77]. The Wigner representation W (E+,t,ω) of the electric
field E+(ω) is given by

W (E+,t,ω) =

∫
E+

(
ω +

Ω

2

)
E+∗

(
ω − Ω

2

)
eiΩtdΩ (2.28)

and can also be derived from the temporal field via

W (E+,t,ω) =

∫
E+
(
t+

τ

2

)
E+∗

(
t− τ

2

)
e−iωτdτ. (2.29)

By considering the Wigner representation defined in Eq. (2.29) as a special form of an
STFT it is extracted by using the temporally inverted field as a window function. This
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already explains many basic properties of this representation. TheWigner representation
is a real-valued but not a purely positive function and can exhibit non-zero amplitudes
at time–frequency coordinates where no real content is found in the real electric field
[62]. It was shown that the Wigner function is nonnegative only if the signal can be
expressed as an exponential function of a quadratic polynomial [78], i.e., the laser pulse
has a Gaussian profile with either a flat phase, linear phase, or linear chirp. Thus, the
Wigner representation cannot be considered as a real probability distribution. However,
it satisfies the marginals, which means that the frequency spectrum can be extracted by
integration over W (E+,t,ω) along the time axis:

I(ω) =
ϵ0c0n

π

∫
W (E+,t,ω)dt (2.30)

=
ϵ0c0n

π

∫ ∫
E+

(
ω +

Ω

2

)
E+∗

(
ω − Ω

2

)
eiΩtdΩdt (2.31)

=
ϵ0c0n

π

∫
E+

(
ω +

Ω

2

)
E+∗

(
ω − Ω

2

)
δ(Ω)dΩ (2.32)

=
ϵ0c0n

π
|E+ (ω) |2 (2.33)

where δ refers to the Dirac delta function [62]. A similar relationship can be found for
the temporal intensity profile:

I(t) =2ϵ0c0n

∫
W (E+,t,ω)dω. (2.34)

The Wigner representation contains the complete information – apart from a constant
prefactor – to recover the original field. This is easily proven as W (E+,t,ω) is the Fourier
transform of E+

(
ω + Ω

2

)
E+∗ (ω − Ω

2

)
. Hence, the inverse Fourier transform yields

E+

(
ω +

Ω

2

)
E+∗

(
ω − Ω

2

)
=

1

2π

∫
W (E+,t,ω)e−iΩtdt (2.35)

and by choosing the value ω = Ω/2 and replacing Ω by ω leads to [61, 62]

E+(ω) =
1

2πE+∗(ω = 0)

∫
W (E+,t,

ω

2
)e−iωtdt (2.36)

and similarly for the temporal field to

E+(t) =
1

2πE+∗(t = 0)

∫
W (E+,

t

2
,ω)eiωtdω. (2.37)

Thus, the Wigner transform allows for inversion from which the complete electric field
(apart from the CEP) can be recovered.
Figure 2.5 shows the Wigner representation of a double pulse with a Gaussian spec-

trum generated by shifting the red half of the spectrum by 800 fs to negative and the
blue parts to positive times and adding a linear chirp (a2 = 2·104 fs2). The temporal and
spectral intensity profiles are shown in the diagrams next to the corresponding axis of
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Figure 2.5 | Wigner representa-
tion of a chirped double pulse
that is generated by shifting the
red half of the spectrum to neg-
ative times and the blue half to
positive ones and adding a linear
chirp. The temporal and spectral in-
tensity profiles are shown in the dia-
grams next to the corresponding axis
of the Wigner representation. The
pulse can be represented as a sum of
two pulses and thus cross terms be-
tween the two parts lead to interfer-
ences around t = 0 that cause rapid
signal oscillations where no amplitude
is found in the original signal.
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the Wigner representation. The laser pulse can be considered as the sum of two pulses.
As a consequence, cross terms between the two subpulses arise and cause interferences
around t = 0 where no amplitude is found in the original fields. It has to be noted
that these cross-term interferences are no artifacts and are physically meaningful and
contain relevant information about the encoded signal. However, the interpretation of
such a distribution may be highly complicated in some cases due to the existence of such
interference based oscillations which is the major downside of the Wigner representation.

The Husimi Representation

In order to suppress the oscillations that are observed in the Wigner representation it
is possible to smooth it by a convolution of W (E+,t,ω) with a suitable filter function.
Thus a non-negative smoothed phase-space representation can be generated which is in
many cases easier to interpret and more intuitive than the Wigner distribution [79]. If
this is done using a 2D Gaussian as a filter function that satisfies the time-bandwidth
product σωσt = 4 ln 2 [Eq. (2.25)], the so called Husimi representation is generated via

H(E+,t,ω) =

∫ ∫
W (E+,τ,Ω)e

− 4 ln 2

σ2
t

(t−τ)2− 4 ln 2

σ2
ω

(ω−Ω)2

dτdΩ. (2.38)

The Husimi distribution resulting from the Wigner representation in Fig. 2.5 via
convolution with the time–frequency distribution of the transform-limited pulse is shown
in Fig. 2.6. The interference terms around t = 0 are averaged out and a purely positive
time–frequency distribution is generated.
As only the product of σω and σt is fixed, an infinite number of Husimi distributions

exist for a given electric field. In contrast to the Wigner function, it can be shown that
H(E+,t,ω) can be interpreted in terms of a probability density for observing light inten-
sity at a given coordinate in time–frequency phase space [80]. The Husimi distribution
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Figure 2.6 | Husimi repre-
sentation of the same pulse
as in Fig. 2.5. The result-
ing distribution function is pos-
itive and the interferences ob-
served in the Wigner represen-
tation are smoothed out due
to the two-dimensional convo-
lution with a Gaussian phase-
space function.

does not fulfill the marginal conditions of Eqs. (2.33) and (2.34) and the electric fields
in pure time or frequency domain cannot be recovered analytically.
Originally, the Husimi distribution was introduced in 1940 by the Japanese physicist

Kôdi Husimi who showed that coherent states can serve as a basis for a phase-space repre-
sentation of quantum mechanical states [81]. Coherent states are Gaussian wave packets
with a minimum amount of uncertainty in phase space [82–84]. In time–frequency phase
space they can be considered in terms of bandwidth-limited Gaussian laser pulses cen-
tered at (ω,t). The Husimi representation is then given by the squared absolute value
of the projection of E+ onto the set of coherent state basis vectors αωt. Accordingly, in
frequency space H(E+,t,ω) can be derived via

H(E+,t,ω) =

∣∣∣∣∫ E+∗(ω′)αωt(ω
′)dω′

∣∣∣∣2 (2.39)

where αωt(ω
′) =

(
8 ln 2

πσ2
ω

) 1
4

e
− 4 ln 2

σ2
ω

(ω′−ω)2−it(ω′−ω)
. (2.40)

Via Fourier transformation of αωt(ω
′) the electric field can also be expanded in time

domain:

H(E+,t,ω) =

∣∣∣∣∫ E+∗(t′)α̃ωt(t
′)dt′

∣∣∣∣2 (2.41)

where α̃ωt(t
′) =

(
8 ln 2

πσ2
t

) 1
4

e
− 4 ln 2

σ2
t

(t′−t)2+it′ω
. (2.42)

It can be shown that the coherent states form an overcomplete basis set [85], i.e., even
subsets of coherent states may still be complete. One of these complete subsets of
coherent states is the von Neumann basis which will be introduced in Chap. 6.

2.1.3 The Polarization State of Ultrashort Pulses

As discussed in previous sections, the electric field of light can (with few exceptions)
be considered as a transversal electromagnetic wave. So far, only linearly polarized
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Figure 2.7 | The
polarization state
of a plane electro-
magnetic wave as
a superposition of
two waves with or-
thogonal polarization
directions and spe-
cific phase difference.
(a) For linear polarized
light the phase difference
between the two waves
is zero and the two
electric field vectors add
up to a traveling wave
with a fixed polarization
direction. (b) Circular
polarized light results
from a phase difference
of π/2 between the two
components.
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light was discussed, i.e., light where the electric field vector oscillates in a plane whose
orientation is fixed in space. In this section, the vectorial character of ultrafast laser
pulses will be discussed.

Since light is in general a transversal wave, every traveling electromagnetic wave can
be considered as the vectorial sum of two linearly polarized orthogonal components
[48, 86, 87]. The actual polarization state of the wave is then given by the ratio of
the amplitudes of the two components and by their relative phase difference. This is
illustrated in Fig. 2.7 by using the example of a continuous harmonic wave traveling in
z-direction. The two orthogonal components are chosen here such that they point in x-
and y- direction, respectively. In Fig. 2.7(a) the relative phase is zero resulting in a wave
polarized linearly but tilted by -45◦ with respect to the x-direction. The convention
used here is such that the polarization is defined by the view from the receiver along the
negative z-direction. When the phase relation between the two waves is π/2 by shifting
one of the components by δz = λ/4 compared to the other one, the two components add
up to circularly polarized light which is characterized by the property that the electric
field vector follows a helix in space along the direction of propagation. Consequently,
the electric field does not change its strength but only its direction.

In general, i.e., for arbitrary amplitude ratios and phase relationships, the tip of the
electric field vector describes an ellipse in space giving rise to elliptically polarized light.
The same is true for ultrashort laser pulses where the polarization profile may change
as a function of time. Thus, for a deeper mathematical understanding, we now consider
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Figure 2.8 | Illustration of the ellipti-
cal pulse parameters. The orientation
angle θ describes the inclination angle of
the ellipse with respect to the laboratory
frame, whereas ϵ defines its ellipticity an-
gle. Both quantities are a function of the el-
liptical semi-major axis Ã1 and semi-minor
axis Ã2. The magnitudes of the electric field
vectors in polarization direction 1 and 2 are
denoted by A1 and A2. The auxiliary angle
χ is given by the A2/A1-ratio.

the electric field vector

E⃗(t) =

(
E1(t)
E2(t)

)
=

(
A1(t) cos[ω0t+ φ1(t)]
A2(t) cos[ω0t+ φ2(t)]

)
(2.43)

of a laser pulse in time domain with center frequency ω0 with its two linearly indepen-
dent components E1(t) and E2(t) that can be described by the time dependent field
amplitudes A1(t) and A2(t) as well as the associated temporal phases φ1(t) and φ2(t)
[88, 89]. From a mathematical point of view, the parameter set A1(t), A2(t), φ1(t),
and φ2(t) suffices to describe the polarization state of the laser pulse as a function of
time, though it may not be very intuitive as the two polarization components interfere
with each other such that the instantaneous polarization state cannot be extracted eas-
ily. Therefore, it is convenient to use the more descriptive “elliptical” representation
as defined below. As mentioned above, for an arbitrary polarized stationary wave, the
tip of the electric field vector follows an ellipse, as illustrated in Fig. 2.8. Assuming
the SVEA (see Sect. 2.1.1), which is valid for all pulses employed in this thesis, this is
still an excellent approximation for femtosecond laser pulses with a time-varying electric
field and will only break down for extremely short (few-cycle) laser pulses [90]. In the
following, the time dependence of all parameters is implicitly assumed, but for the sake
of simplicity the time variable t is omitted.
The elliptical semi-major axis Ã1 and semi-minor axis Ã2 of the ellipse are tilted with

respect to the laboratory frame defined by the angle θ that characterizes the orientation
angle of the ellipse. The angle of ellipticity ϵ denotes the degree of which the ellipse is
oval and is defined via

tan ϵ =
Ã2

Ã1

. (2.44)

As shown in Fig. 2.8 the auxiliary angle

χ = arctan
A2

A1

∈
[
0,

π

2

]
(2.45)

is introduced that describes the ratio of the two laboratory frame field amplitudes and
helps to calculate ϵ and θ. In addition, we use the difference of the phase modulations

δ = φ2 − φ1 ∈ [−π, π] (2.46)
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between the two field components in the laboratory frame. Following Ref. [89] the
elliptical pulse parameters are then given by

ϵ =
1

2
arcsin[sin(2χ) sin δ] ∈

[
−π

4
,
π

4

]
(2.47)

and

θ =


θ̃ ∈ [−π

4
, π

4
] ∀χ ≤ π

4

θ̃ + π
2

∈ [π
4
, π

2
] ∀χ > π

4
∧ θ̃ < 0

θ̃ − π
2

∈ [−π
2
, − π

4
] ∀χ > π

4
∧ θ̃ ≥ 0

(2.48)

where

θ̃ =
1

2
arctan[tan(2χ) cos δ] ∈

[
−π

4
,
π

4

]
. (2.49)

The domains of definition of the parameters are given in the square brackets in the
equations above. In the used convention, the orientation angle θ is always defined in the
first and fourth quadrant and thus takes values in the range [−π/2, π/2]. The ellipticity
ϵ is given by the ratio of the semi-minor to the semi-major axis, i.e. |ϵ| ≤ π/4, and the
sign of ϵ determines the sense of rotation where positive values correspond to left-handed
and negative ones to right-handed elliptical polarization.
The total length of the instantaneous electric field vector is defined by the total in-

tensity

I = Ã1
2
+ Ã2

2
= A2

1 + A2
2. (2.50)

Finally, a fourth parameter is necessary for a complete characterization of the electric
field. This parameter will also be independent from the choice of the coordinate system
(just as ϵ and I) and is termed the total phase φ. It is composed of the phase modulation
φ1 of component 1 corrected by a geometrical phase factor that adapts the phase of the
field oscillations of component 1 to the ellipse-inherent coordinate system such that
the reference point of phase zero is reached when the electric field vector reaches the
perihelion of the light ellipse [88, 89]. It is defined by

φ = φ1 + sign{θϵ} arccos

[√
I

I1
cos θ cos ϵ

]
(2.51)

and still allows the definition of the instantaneous frequency by the derivative of the
total phase with respect to time in analogy to the case of a linearly polarized field as
introduced in Eq. (2.6). Furthermore, the total phase follows the phase of one component
at times where the amplitude of the other component vanishes.
Thus instead of using A1(t), A2(t), φ1(t), and φ2(t), the parameter set consisting of

I(t), θ(t), ϵ(t), and φ(t) can be used to completely specify the temporal evolution of the
electric field vector as a function of time.
In some cases it is convenient to visualize the polarization state and its evolution

with time in the so-called Poincaré plane which is spanned by the two θ and ϵ vectors
as illustrated in Fig. 2.9(a) [91]. Points in the upper part represent left elliptically
polarized light (solid ellipses), those in the lower part right elliptically polarized light
(dashed ellipses). Another possibility is to project the two-dimensional (θ–ϵ) plane
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Figure 2.9 | Visualization of the polarization state of light in Poincaré phase space.
(a) All possible polarization states can be described by plotting them in the two-dimensional
(θ–ϵ) plane. The upper and lower parts describe left (solid ellipses) and right (dashed ellipses)
elliptically polarized light. (b) For some applications it is convenient to project this plane
onto a sphere, also termed the Poincaré sphere, where the azimuthal angle corresponds to 2θ
and the polar angle to 2ϵ. Points on the equator describe linearly polarized light, whereas the
upper and lower poles represent left-handed and right-handed circularly polarized light.

onto a sphere, called the Poincaré sphere, as it was originally introduced by the French
mathematician and physicist Henri Poincaré in 1892 [92]. The spherical coordinates
are mapped such that the azimuthal angle corresponds to 2θ and the polar angle to 2ϵ
[Fig. 2.9(b)]. According to this, points on the equator of the sphere describe linearly
polarized light whereas the upper and lower poles correspond to left-handed and right-
handed circularly polarized light, respectively. The advantage of the Poincareé sphere is
that it simplifies many calculations and provides an intuitive description of how polarized
light behaves when it interacts with polarizing optical elements [93]. For example, the
periodicity with respect to the orientation angle θ is inherently accounted for by the
projection of the (θ–ϵ) plane onto a spherical surface.

2.1.4 Spatial Beam Propagation

As introduced in Sect. 2.1.1, the electric field was approximated by plane waves and
the intensity distribution of the laser field orthogonal to the propagation direction was
disregarded. This allowed us to describe the electric field as a function of just one
spatial coordinate z associated with the propagation direction. This approximation
is valid for example for point sources if the field is observed far from the origin. In
contrast, lasers cannot be considered as such light sources because their light emission is
highly confined in space. Most lasers are constructed such that they operate in the most
fundamental transversal electromagnetic mode (TEM) of the optical laser resonator –
the TEM00 mode. This mode is a solution to the paraxial Helmholtz equation with high
axial symmetry. Thus, we can make use of cylindrical coordinates (ρ,z) and assume
the paraxial approximation (i.e. ρ ≪ z). Given these assumptions, the electric field
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Figure 2.10 | A fundamental Gaussian mode near the beam waist. The spatial
intensity in a plane orthogonal to the z-direction is given by a Gaussian distribution (left).
The spot size w(z), i.e., the 1/e-radius of the electric field amplitude profile as a function of
distance z is indicated by the red shaded area. The beam waist is located at z = 0 with the
diameter 2w0 while at the Rayleigh length z0 the diameter increases to 2

√
2w0. The radius

of the wave front curvature at the focus is infinity whereas for larger z values the radius
approaches z.

amplitude of the TEM00 mode in free space is proportional to [47, 94, 95]

u(ρ,z) = u0
w0

w(z)
e−ρ2/w2(z)eikρ

2/2R(z)ei[kz−η(z)]. (2.52)

In this equation, the first part describes the transversal field amplitude distribution
where the beam diameter w(z) is defined as the distance from the optical axis (ρ = 0)
where the field amplitude has dropped to the factor 1/e. The parameters used in Eq.
(2.52) are illustrated in Fig. 2.10. Making use of the Rayleigh length z0 and the beam
waist w0 (the beam radius at z = 0) w(z) is given by

w2(z) = w2
0

[
1 +

(
z

z0

)2
]
. (2.53)

Consequently, the beam diameter increases by a factor of
√
2 within the Rayleigh length.

The beam waist and the Rayleigh length are connected via

w2
0 = z0λ/π (2.54)

from which it becomes obvious that beams with a smaller beam waist will exhibit a
shorter Rayleigh length and thus will be more divergent. In this context, the so-called
confocal parameter b, also called depth of focus, is introduced defined by b = 2z0.
The second exponential term of Eq. (2.52) consists of a complex phase term describing

the radius

R(z) = z

[
1 +

(z0
z

)2]
(2.55)
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of the curvature of the wavefront, which is defined as the surface of points having the
same phase. The radius diverges for z → 0 and approaches z for larger distances.
The divergence angle Θdiv of the beam is given by

Θdiv =
w0

z0
(2.56)

and can be approximated in the far field where z ≫ b by Θdiv = w(z)/z.
The last term of Eq. (2.52) contains the linear phase evolution of a plane wave but

modified by the function

η(z) = arctan

(
z

z0

)
, (2.57)

termed the Gouy phase which describes an additional phase shift of π compared to a
plane wave when the beam propagates through the focus.
In the later described experiments the Gaussian beam (Rayleigh length z01, beam

waist w01) is focused with a lens or a spherical mirror into the sample. Assuming that
the Rayleigh length of the incoming beam is much larger than the focal length f of the
focusing element, it can be shown that the beam waist w02 in the focus can be estimated
via [95]

w02 ≈
λf

πω01

. (2.58)

Especially in such cases where non-linear processes take place in the focus of the beam
or where the laser is used to obtain a high spatial resolution, the size and shape of the
focus is a critical parameter. Also in cases where several beams are spatially overlapped
in the focal region the parameters introduced above have to be carefully adjusted and
deviations from the Gaussian beam profile should be avoided.

2.2 Nonlinear Processes in Ultrafast Optics

Ultrafast laser pulses possess the unique property that very high peak intensities can
be reached. If such pulses propagate through a medium, the electric polarization P⃗ (r⃗,t)
may not respond linearly to the electric field of the light. This typically appears, if the
value of the electric field is comparable to the interatomic field strength. An upper limit
of this field strength can be estimated using Coulomb’s law in the case of the hydrogen
nucleus at a distance of the Bohr radius a0 which results in Eatom = e/(4πϵ0a

2
0) =

5.1 × 1011 V/m [96]. Electric field strengths on this order of magnitude are easily
achievable with femtosecond laser pulses.
In such high intensity regimes, the conversion of the laser pulse frequency to other

spectral regions is possible using particular nonlinear media. In this way, the fundamen-
tal wavelength of the laser system centered in the NIR can be converted to the visible
or even to the UV spectral range, which is necessary for most experiments discussed in
this work. In addition, also broader laser pulse spectra can be obtained enhancing the
time resolution in spectroscopic studies. The underlying nonlinear optical processes are
discussed in the following subsections.
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2.2.1 Nonlinear Polarization

In the nonlinear regime, the electric polarization P⃗ (t) in a lossless and dispersionless
medium can be described by a power series in terms of the electric field [47, 96, 97]:

P⃗ (t) = ϵ0

(
χ(1)E⃗(t) + χ(2)E⃗2(t) + χ(3)E⃗3(t) + ...

)
(2.59)

with the n−th-order nonlinear optical susceptibility χ(n) of the medium, which is a
tensor of rank n+1. It can be shown that the second-order susceptibility χ(2) vanishes in
centrosymmetric media (i.e., isotropic materials such as glasses or crystals with inversion
symmetry) and thus second-order nonlinear interactions, and also all other nonlinearities
of even order, cannot occur in these materials. In contrast, third-order phenomena
associated with χ(3) can be observed for materials with and without inversion symmetry.
Thus, in many cases the third-order polarization gives rise to the lowest nonlinear term
in Eq. (2.59). Most time-resolved spectroscopic techniques such as transient absorption
and coherent two-dimensional spectroscopy are also based on χ(3) processes.

2.2.2 Frequency Conversion

In the following, a number of nonlinear processes such as second-harmonic generation and
optical parametric amplification, which are essential for this work, are briefly discussed.
An overview over these processes is given in Fig. 2.11.

Sum- and Difference Frequency Generation

We now consider the case where two laser pulses with frequencies ω1 and ω2 pass an
optical material whose response to the applied electric field is nonlinear. The total
electric field is given by

Etot(t) =
1

2
A1(t)e

iω1t +
1

2
A2(t)e

iω2t + c.c.. (2.60)

In the following we omit the vectorial character of Eq. (2.59) and assume a non-vanishing
second-order nonlinear polarization (i.e. χ(2) ̸= 0) with an instantaneous response given
by

P (2)(t) = ϵ0χ
(2)E2

tot(t) (2.61)

which gives rise to a signal field

Es(t) ∝ E2
tot(t) ∝ A2

1(t)e
2iω1t + A∗2

1 (t)e−2iω1t SHG 2ω1

+A2
2(t)e

2iω2t + A∗2
2 (t)e−2iω2t SHG 2ω2

+2A1(t)A2(t)e
i(ω1+ω2)t + 2A∗

1(t)A
∗
2(t)e

−i(ω1+ω2)t SFG ω1 + ω2 (2.62)

+2A1(t)A
∗
2(t)e

i(ω1−ω2)t + 2A∗
1(t)A2(t)e

−i(ω1−ω2)t DFG ω1 − ω2

+2|A1(t)|2 + 2|A∗
2(t)|2. OR ω ≈ 0
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Figure 2.11 | Illustration of basic nonlinear processes and their energy-level de-
scriptions. (a) In the process of sum-frequency generation (SFG), two input waves of different
frequencies are mixed giving rise to an output field of which the frequency is given by the sum
of the frequencies of the input fields. In contrast, for difference-frequency generation (DFG)
(b) the frequency of the output field is given by the difference of the input fields. (c) Second-
harmonic generation (SHG) can be considered as the SFG process for two input fields with the
same frequency. (d) The process of optical parametric amplification (OPA) is based on DFG
generation of a pump and a signal field giving rise to an idler and an amplified signal field.
(e) Focusing a femtosecond laser pulse into a nonlinear optical medium can lead to white-light
generation (WLG) where self-phase modulation is assumed to play a dominant role.

According to the first and second term of Eq. (2.62) a second-order polarization causes
new frequencies at 2ω1 and 2ω2, which are the second-harmonic of the two fundamental
frequencies. This process is called second-harmonic generation [SHG, Fig. 2.11(c)] which
was observed for the first time in 1961 by Franken et al. [98]. In addition, the sum [third
term in Eq. (2.62)] and the difference (fourth term) of the two frequencies can also be
observed, called sum-frequency generation [SFG, Fig. 2.11(a)] and difference-frequency
generation [DFG, Fig. 2.11(b)]. The SHG process can principally be considered as the
SFG process for the special case ω1 = ω2. Additionally, the last term of Eq. (2.62)
predicts the presence of a non-oscillating (DC) component, also known as optical recti-
fication (OR).

On the right-hand side of Figs. 2.11(a)-(d) the energy-level descriptions of the pro-
cesses are depicted. Being generally based on nonresonant interactions, only the atomic
ground state (solid line) is an energy eigenlevel. In contrast, the dashed lines represent
virtual levels that are not eigenlevels of the system but can be considered as the combined
energy of the ground state and of one or more photons of the radiation field [96].
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Optical Parametric Amplification

As shown in Fig. 2.11(d), a photon of frequency ωpump can interact with a photon
of frequency ωsignal giving rise to ωidler = ωpump − ωsignal via DFG and to an amplified
signal field because the emission of additional photons at ωsignal can be stimulated by the
existence of photons at these frequencies [96]. This process is called optical parametric
amplification (OPA) and can be employed to efficiently generate broadband laser pulses
over a wide spectral range, as will be shown in Sect. 3.1.2.

Phasematching

In above descriptions of second-order optical nonlinearities, we ignored the spatial de-
pendence of the electric fields. However, to ensure that the new frequencies generated in
the nonlinear material will add up constructively, it is necessary that the second-order
polarization oscillates in phase with the signal field at each position in space.
For example for sum frequency generation [third term of Eq. (2.62)] the signal field

at frequency ω3 with the wave vector k⃗3 is given by

Es(r⃗,t) =A3(t)e
i(ω3t−k⃗3r⃗) + c.c. (2.63)

=2A1(t)A2(t)e
i[(ω1+ω2)t−(k⃗1+k⃗2)r⃗] + c.c. (2.64)

where k⃗1 and k⃗2 are the wave vectors of the incoming waves. It follows that effective
frequency conversion requires

k⃗3 = k⃗1 + k⃗2 (2.65)

known as the phase matching condition. If beam 1 and 2 travel collinearly, this condition
also holds for the absolute values |⃗kn| = n(ωn)ωn/c0 and we obtain

n(ω3)ω3 = n(ω1)ω1 + n(ω2)ω2. (2.66)

With ω3 = ω1 + ω2 this condition can only be met if

n(ω3) = n(ω1) = n(ω2). (2.67)

Yet, the refractive index is in general not constant as a function of frequency and
therefore Eq. (2.67) can not be satisfied. This can be circumvented by using uniaxial
birefringent nonlinear crystals where the refractive index depends on the polarization
direction of the beams with respect to the optic axis of the crystal. For light with polar-
ization parallel to the optic axis, the refractive index ne is different from the refractive
index no for light perpendicularly polarized to the optic axis. The subscripts e and o re-
fer to extraordinary and ordinary. For collinear phase matching in SHG (ω1 = ω2 = ω),
Eq. (2.67) leads to the condition n(ω) = n(2ω), which can be satisfied for negative uni-
axial crystals (i.e., ne < no) if the beam of the fundamental is polarized in the ordinary
direction. Then phase-matching can be realized by adjusting the angle θ between the
wave vector and the optic axis because the extraordinary index ne is a function of θ and
no(ω) = ne(2ω) can be achieved.
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Figure 2.12 | Phase matching by angle adjustment for second-harmonic generation
employing the negative uniaxial crystal BBO. (a) The ordinary index of diffraction no

(red) as a function of the fundamental laser wavelength does not depend on the angle θ between
the optic axis and k⃗. In contrast, the extraordinary index ne (blue) varies with θ and phase
matching can be achieved by adjusting θ such that ne(2ω) = no(ω) (dashed circles). This
is shown here for four selected fundamental wavelengths of 410, 532, 800, and 1064 nm in
which cases the phase matching angles are 85.5◦, 47.4◦, 29.0◦, and 22.9◦, respectively. (b)
To achieve phase matching an intersection must exist between the index ellipsoid ne(θ) of the
extraordinary direction and the circle representing the angle-independent ordinary index no

[95].

This principle is illustrated in Fig. 2.12 for the case of SHG using the nonlinear
crystal β-barium borate (BBO). Figure 2.12(a) shows the index of refraction for ordinary
(red) and extraordinary (blue) polarization directions as a function of wavelength for
different angles θ. The curves were calculated using the Sellmeier equation (see e.g.
Refs. [47, 99, 100]) with coefficients given in Ref. [101] and the well-known angular
dependency as for example treated in Ref. [96]. The ordinary index no does not depend
on θ and decreases for higher wavelengths. The extraordinary index shows the same
trend as a function of wavelength and additionally depends on θ. Thus the fundamental
wavelength for which phase matching is achieved can be adjusted by choosing the correct
angle as shown here for fundamental wavelengths of 410, 532, 800, and 1064 nm (dashed
circles), in which cases the phase matching angles are 85.5◦, 47.4◦, 29.0◦, and 22.9◦,
respectively. As shown in Fig. 2.12(b), the extraordinary index in negative uniaxial
crystals is given by an ellipsoid with ne(90

◦) = no and ne(ω) < no(ω) for all other angles
θ. The ordinary index is angle independent and can thus be represented by a circle. By
adjusting θ the wave vector k⃗2ω of the second-harmonic points to the direction of the
intersection of the circle and the ellipsoid where ne(2ω) = no(ω) and therefore phase
matching is achieved [95].

If wave 1 and 2 (signal and idler) are polarized parallelly, this is called “type-I phase-
matching” whereas in “type-II phase-matching” the two waves are polarized perpendic-
ularly to each other.
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Figure 2.13 | White-light con-
tinua generated in different ma-
terials. The supercontinua are gen-
erated by focusing 100 fs pulses with
about 1 µJ pulse energy centered at
800 nm (red) with an f = 75 mm
lens into different transparent ma-
terials (semi-log scale). The super-
continuum generated in a sapphire
plate (green) ranges down to 425 nm
while the use of water (orange) ex-
tends the lower spectral limit below
400 nm. The material used in this
work is CaF2 (blue) yielding a white-
light spectrum that exceeds the vis-
ible spectral range (indicated by the
background color gradient).
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White-Light Generation

Another frequently utilized nonlinear effect in ultrafast optics is the generation of a
white-light supercontinuum [Fig. 2.11(e)] [47, 96, 102]. White-light generation (WLG)
can in general be observed when laser pulses are focused into transparent media and
was first reported by Alfano and Shapiro with picosecond pulses in 1970 [103]. Later,
supercontinua ranging from 0.3 ω0 to 2.4 ω0 were reported [104] and theoretical models
were introduced to describe this phenomenon properly.

Typical white-light spectra generated in different materials are shown in Fig. 2.13.
For this purpose, the pulses at the fundamental wavelength (red) centered at 800 nm
with a pulse energy of 1 µJ and 100 fs duration were focused with a lens (focal length of
75 mm) into different transparent media. The spectrum generated in sapphire (green)
ranges from 450 nm up to the near IR. Also liquids like water (orange) can be used
leading to a blue-edge spectral limit slightly below 400 nm. One of the most effective
solid-state media for white-light generation for spectroscopic purposes is CaF2 (blue)
which allows the generation of white-light supercontinua exceeding the visible spectral
range [105–107]. Yet, the major drawback of Caf2 as a source for supercontinua lies in
the fact that the material gets irreversibly damaged if it is not constantly moved during
illumination.

As the nonlinear effect of white-light generation can be observed in isotropic materials
with inversion symmetry in which the second-order susceptibility χ(2) vanishes it can be
concluded that this effect is caused by the third-order susceptibility χ(3). Considering
only contributions oscillating at the same frequency as the incoming field, the dielectric
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polarization is given under these circumstances by

P (t) = ϵ0χ
(1)
[
E+(t) + c.c.

]
+ ϵ0χ

(3)
[
E+(t) + c.c.

]3
(2.68)

= ϵ0

[
χ(1) +

3χ(3)

4
|A(t)|2

]
E+(t) + c.c. (2.69)

= ϵ0

[
χ(1) +

3χ(3)

2ϵ0c0n0

I(t)

]
E+(t) + c.c. (2.70)

=: ϵ0χeffE
+(t) + c.c.. (2.71)

Thus, the total effective susceptibility χeff can be expressed in terms of the sum of the
linear term and the intensity dependent nonlinear susceptibility.
In the linear regime the refractive index of the medium is given by n0 =

√
1 + χ(1),

but in the nonlinear case χ(1) has to replaced by χeff as defined in Eqs. (2.70) and (2.71)
leading to

n(t) =
√
1 + χeff(t) =

√
1 + χ(1) +

3χ(3)

2ϵ0c0n0

I(t) (2.72)

= n0

√
1 +

3χ(3)

2ϵ0c0n3
0

I(t) ≈ n0

[
1 +

3χ(3)

4ϵ0c0n3
0

I(t)

]
(2.73)

=: n0 + n2I(t) (2.74)

resulting in the intensity-dependent refractive index where n2 = 3χ(3)/4ϵ0c0n
3
0 is the

nonlinear index coefficient [47].1 This process is known as the optical Kerr effect. The
consequence of the Kerr effect is on the one hand that the transversal beam profile of
the laser pulse with its varying transversal intensity leads to a spatial modulation of the
refraction index causing lensing effects, also called self-focusing or Kerr lensing [47, 96].
On the other hand, the temporal intensity variation of the laser pulse leads to a temporal
phase modulation giving rise to what is known as self-phase modulation (SPM). This
effect can be explained considering the temporal phase as introduced in Eq. (2.5) (with
Φ0 = 0) explicitly at a given z-position:

Φ(t,z) = ω0t+ φ(t)− kz = ω0t+ φ(t)− n(t)ω0

c0
z

= ω0t+ φ(t)− zω0

c0
[n0 + n2I(t)] (2.75)

where the time dependent refractive index as given in Eq. (2.74) was used. The instan-
taneous frequency as the time derivative of Φ(t,z) [Eq. (2.6)] is hence given by

ω(t,z) =
dΦ(t,z)

dt
= ω0 +

dφ(t)

dt
− zω0n2

c0

dI(t)

dt
. (2.76)

1In Eq. (2.73) we made the approximation
√
1 + x ≈ 1 + x/2 for x ≪ 1, which is valid because

n2I ≪ n0.

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



30 Theoretical Background

−200 −100 0 100 200
0

0.2

0.4

0.6

0.8

1

t [fs] 

te
m

p
o

ra
l i

n
te

n
si

ty
 [

n
o

rm
.]

1.8

2.0

2.2

2.4

2.6

2.8 in
sta

n
ta

n
e

o
u

s fre
q

u
e

n
cy

 [ra
d

/fs]

ω [rad/fs]
p

ro
p

a
g

a
ti

o
n

 le
n

g
th

 z
 [

m
m

]

 
1.5 2.0 2.5 3.0

0

0.2

0.4

0.6

0.8

1.0

0

1

a b

800 60010001200

λ [nm]

z

sp
e

ctra
l in

te
n

sity [n
o

rm
.]

z=0 mm

z=1 mm

Figure 2.14 | Principle of self-phase modulation. Pulse broadening by SPM is simulated
with an initially bandwidth-limited 100 fs Gaussian pulse centered at 800 nm traveling through
1 mm of sapphire with a peak intensity of 1.2 · 1011 W/cm2. (a) The temporal intensity
profile (blue) leads to a temporal phase modulation that causes a decrease of the instantaneous
frequency (red) at the leading edge of the pulse and an increases of the frequency at the trailing
edge. (b) The frequency broadening becomes apparent in the spectral evolution as a function
of the propagation length z, which is linear in z and symmetric with respect to ω0 if only SPM
is considered.

This means that the phase modulation in Eq. (2.75) leads to the generation of new
frequencies during pulse propagation because the temporal intensity profile causes a
shift of the instantaneous frequency. This is illustrated in Fig. 2.14 where the self-phase
modulation of a 100 fs pulse centered at 800 nm with a Gaussian temporal intensity
profile (9.4 nm bandwidth) traveling through 1 mm of sapphire (n2 ≈ 3 · 10−16 cm2/W
[108]) is simulated. As shown in Fig. 2.14(a) the leading edge of the temporal profile (blue
line), where dI(t)/dt > 0, leads to a spectral red-shift whereas the trailing edge with
dI(t)/dt < 0 causes a blue-shift of the instantaneous frequency (red lines for different
propagation lengths z). In Fig. 2.14(b) the evolution of the pulse spectrum is depicted as
a function of the propagation length z. The maximum of the spectrum of the incoming
pulse at 800 nm is strongly reduced while new frequencies at the blue- and red-edge
are generated during the propagation along z. While in the simulation the material
dispersion and the transversal beam profile (and thus spatial effects like self-focusing)
were neglected, both processes will have a strong effect in a real medium.

Self-phase modulation is considered as the dominant starting mechanism behind white-
light generation, but this effect alone is not sufficient to explain the broad and asym-
metric spectra as observed in experiments, which becomes obvious when Fig. 2.13 is
compared to Fig. 2.14(b). It is now widely accepted that other (predominantly nonlin-
ear) effects like self-steepening, Kerr lensing, material dispersion, and plasma formation
have to be taken into account as well [109–112].
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2.3 Photochemical Processes

Many fundamental processes in our daily life are based on photochemical processes.
In this work, different organic photoreactive compounds are employed serving as model
systems for various ultrafast time-resolved spectroscopy methods. In order to understand
the underlying photochemical processes a short introduction to this topic is given in the
following sections.

2.3.1 Electronic States and Transitions

As molecules are microscopically small objects on the order of a few angstroms that are
composed of electrons and atomic nuclei, a quantum mechanical treatment is necessary
to describe and understand their properties entirely. In order to evaluate the stationary
states of a molecule with discrete energy levels E, we have to solve the Schrödinger
equation

Ĥ|Ψ(r⃗,R⃗)⟩ = E|Ψ(r⃗,R⃗)⟩ (2.77)

where Ĥ is the Hamilton operator and |Ψ(r⃗,R⃗)⟩ the associated wave function which is

a function of the coordinates of the electrons r⃗ and the nuclei R⃗ [84, 113, 114]. The
Hamilton operator can be expressed in terms of a sum

Ĥ = Te + TN + Vee + VeN + VNN (2.78)

of the kinetic energies of the electrons (Te) and nuclei (TN), and the electron–electron
(Vee), electron–nuclear (VeN), and nuclear–nuclear (VNN) potential energies. As even for
the simplest molecule – the H+

2 ion – no exact analytical solution is possible, certain
approximations need to be introduced. As electrons are much lighter than the nuclei, it
can be assumed that electrons will follow the motion of the nuclei quasi instantaneously.
For this reason, the Born–Oppenheimer approximation was introduced [115], neglecting
the electron–nuclear correlation of motion, which is why it is sometimes also called the
adiabatic approximation. Disregarding spin contributions and rotational states, the total
wavefunction can thus be factorized into a product

|Ψ(r⃗,R⃗)⟩ = |Ψe(r⃗,R⃗)⟩|χ(R⃗)⟩ (2.79)

of an electronic wavefunction |Ψe(r⃗,R⃗)⟩ for fixed nuclear coordinates and a vibrational

wavefunction |χ(R⃗)⟩. As a consequence, electronic potential energy surfaces (PES) can
be calculated point–by–point, by fixing the nuclear positions at different molecular ge-
ometries because the electronic term only depends on the nuclear coordinates and not
on their motions.
In order to describe the transition probabilities between different molecular eigen-

states, we consider the coupling of the classically treated electric field E(t) with the
dipole moment of the molecule. Using the elementary charge e and the charges of the
nuclei Zk, we define the dipole moment operator

M̂ = −e

(∑
j

r⃗j −
∑
k

ZkR⃗k

)
, (2.80)
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which can be used to calculate the transition probability between an initial state i to a
final state f . This probability is determined by the square of the absolute value of the
transition moment µi→f given by

µi→f =⟨Ψf (r⃗,R⃗)|M̂ |Ψi(r⃗,R⃗)⟩ =

=− e
∑
j

⟨Ψe
f (r⃗j,R⃗)|r⃗j|Ψe

i (r⃗,R⃗)⟩⟨χf (R⃗)|χi(R⃗)⟩ (2.81)

+
∑
k

eZk⟨Ψe
f (r⃗j,R⃗)|Ψe

i (r⃗,R⃗)⟩⟨χf (R⃗)|R⃗k|χi(R⃗)⟩.

In contrast to pure vibrational transitions where no change of the electronic wavefunction
occurs (i.e., |Ψe

i ⟩ = |Ψe
f⟩), for electronic transitions the second term of Eq. (2.81) vanishes

since different electronic eigenstates are orthogonal (i.e., ⟨Ψe
f (r⃗j,R⃗)|Ψe

i (r⃗,R⃗)⟩ = 0 for
i ̸= f). Consequently, the expression for the transition dipole moment can be simplified
to [114]

µi→f =

[
−e
∑
j

⟨Ψe
f (r⃗j,R⃗)|r⃗j|Ψe

i (r⃗,R⃗)⟩

]
× ⟨χf (R⃗)|χi(R⃗)⟩. (2.82)

According to this equation, the transition probability is determined by two terms. The
first term of Eq. (2.82) is called the electric-dipole transition moment, which describes
the electronic redistribution associated with the photoexcitation. The second term is the
overlap integral of the nuclear wave functions, i.e., of the vibrational levels of initial and
final vibrational state. The squared value |⟨χf (R⃗)|χi(R⃗)⟩|2 is called the Franck–Condon
factor. From this it follows that a larger overlap between the initial and final vibrational
wave functions leads to an increased transition probability between the two vibrational
states.
Another frequently used physical quantity used in this context is the oscillator strength

fi→f . The oscillator strength is a dimensionless parameter that can be calculated using
µi→f via

fi→f =
2meωi→f

3~e2
|µi→f |2 (2.83)

where me is the electron mass and ωi→f the frequency of the radiation field necessary
for a transition from the initial to the final state. The oscillator strength is well suited
for comparing the relative transition probabilities between different electronic states or
molecular configurations. For forbidden electronic transitions f approaches zero, whereas
for very strong electronic transitions it reaches values close to 1. The oscillator strength
can be determined experimentally by integration over the absorption band [114].
Different molecular state representations to visualize electronic and vibrational levels

are used in the literature. The Jablonski diagram depicts electronic levels as a function
of energy. It also visualizes transitions between states and is especially useful for that
class of molecules that do not undergo substantial configurational changes upon pho-
toexcitation. An exemplary Jablonski diagram is shown in Fig. 2.15(a) including the
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Figure 2.15 | Molecular electronic state representations. (a) The Jablonski diagram can
be used to visualize involved electronic eigenstates and transition between them which is shown
here exemplary for a system with several singlet (S0, S1, Sn) and triplet states (T1, T2). (b) To
illustrate the Franck–Condon principle and the red shift of the fluorescence (Kasha’s rule), the
dependency of the potential energy on the nuclear coordinates has to be considered, as done
here for the case of harmonic S0 and S1 potentials with their associated (analytical) vibrational
wave functions (blue curves). (c) The concept of potential energy surfaces is commonly used
in photochemistry. The reaction from the reactant to the product can then be considered as
the motion of a wave packet on a high-dimensional hypersurface.

lowest electronic singlet state S0, the first excited state S1, another higher lying sin-
glet state Sn, and two triplet states T1 and T2 (thick horizontal lines). The vibrational
states can be considered as additional levels on top of each electronic level characterized
by a vibrational quantum number v (thin horizontal lines). Absorption of a photon of
proper energy excites the molecule from the ground state to an excited state (vertical
straight arrows). Since in general this process involves also a vibrational excitation,
higher vibrational levels will be populated after excitation and thus the molecule will
undergo vibrational cooling (VC, small arrowheads), also called vibrational relaxation,
to the lowest vibrational state of the corresponding electronic level. As radiative pro-
cesses typically have a much larger time constant, they cannot compete with VC, which
is the basis for Kasha’s rule, stating that polyatomic molecules luminesce predominantly
from the lowest vibrational state of a given electronic level [114, 116]. Once the molecule
reaches the lowest vibrational level different radiative and nonradiative deexcitation pro-
cesses may take place. Fluorescence (Fl) is observed for radiative transitions between
states of the same spin multiplicity while phosphorescence (Ph) occurs when the involved
states possess different multiplicities (usually triplet → singlet transitions). Nonradia-
tive transitions between different electronic states of the same spin multiplicity are called
internal conversion (IC), the same process for states of different multiplicity is referred
to as intersystem crossing (ISC).

The potential energy can also be visualized as a function of one (or several) of the
nuclear coordinates, as shown exemplary in Fig. 2.15(b) for a harmonic potential. The
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transition probability (straight arrows for absorption, undulated arrows for fluorescence)
is given by the Franck–Condon factors determined by the square of the integrated overlap
between the vibrational states (blue curves). The onset of the S1 state with respect to S0

and the fact that fluorescence originates (as a direct consequence of Kasha’s rule) from
the lowest vibrational S1 state generally leads to a spectrally red-shifted fluorescence.

2.3.2 Photochemical Reactions

As already indicated in Fig. 2.15(b), the vibrationally relaxed electronic excited state
molecular configuration differs for most photosystems from the ground state configura-
tion. As a consequence, photoexcitation is in many cases accompanied by a structural
rearrangement of the molecule which is caused by the spatial redistribution of the elec-
tronic probability density. Nevertheless, in most cases the molecule returns to its original
structure upon relaxation to the electronic ground state.
In contrast, photoreactive molecules can undergo major structural changes after pho-

toexcitation. In this context, the concept of potential energy surfaces has to be intro-
duced. It allows us to describe the molecular motion as a propagation of a wave packet
(see Sect. 2.3.3) in an n = (3N − 6)-dimensional phase space, where N is the number of
atoms in the molecule [114].2 The PES then describes the molecule’s potential energy
as a function of the molecular coordinates. These are typically atomic Cartesian coordi-
nates, but in many cases it is more intuitive to employ a transformation of coordinates
to internal molecular coordinates such as bond lengths, bond angles, or torsional an-
gles. For photoreactive systems, the PES is constituted in such a way that a structural
change is possible (or even favored) after excitation to an excited electronic state and the
molecule may thereupon reach another local minimum of the PES. Such a process is vi-
sualized in Fig. 2.15(c) where a fictitious PES is plotted as a function of two independent
molecular coordinates. One of them is associated with the reaction coordinate, a second
one with another vibrational coordinate of the molecule. The reactant is located in the
global minimum of the S0-state, which means that this point is a minimum with respect
to all internal degrees of freedom. By excitation to S1 the molecule is transferred to an
elevated point and the molecule then follows the gradient of the PES. For this reason
the shape of the PES is the decisive parameter for the outcome of the photoreaction. In
the depicted example, there is no local maximum along the reaction coordinate, but in
the S0-state a local maximum is found preventing the thermal reaction in the electronic
ground state. Such local maxima are called transition states (TS) and are involved in
many (photo)reactions [114, 117].
Another important concept in photochemistry is also shown in Fig. 2.15(c). The

depicted energy profiles share a single point where the two surfaces are degenerate and
an intersection between ground and excited state is formed. It can be shown that PESs
are allowed to cross in an (n − 2) = (3N − 8)-dimensional subspace [114]. If the two
PESs are plotted as a function of the two remaining coordinates (also called branching
plane), they form the shape of a cone centered at the degeneracy, which is the reason
why such points are called conical intersections (CI) [118–121]. At a conical intersection

2The number n = (3N − 6) only strictly holds for non-linear molecules where 3 translational and 3
rotational degrees of freedom have to be accounted for.
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the Born–Oppenheimer approximation fails and the non-adiabatic coupling between the
two states has to be taken into account. Conical intersections play a major role in many
photochemical processes because their existence permits ultrafast and therefore highly-
effective transitions between electronic states. As a result of the conical intersection in
Fig. 2.15(c), the molecule may either react radiationless towards the product side or
relax back to the reactants region of the PES.
The physical parameter which is commonly used to quantify the efficiency of a pho-

tochemical process A → B is the quantum yield ΦA→B [114]. It is defined as the ratio
of the number nB of product molecules formed to the amount of photons np absorbed
by the reactant at a specific wavelength:

ΦA→B =
nB

np

(2.84)

It follows from this definition that the quantum yield of a process like A → B is always
in the range 0 % ≤ ΦA→B ≤ 100 %.

2.3.3 Molecular Wave-Packet Dynamics

Femtosecond lasers are light sources that emit spectrally broad and highly coherent
electromagnetic waves in the form of ultrashort laser pulses. With such laser pulses it is
not only possible to transfer energy to a photosystem via photoexcitation, but also the
coherent character of the light field can be transferred to matter.
We now assume that a laser pulse is used to excite a molecule from an electronic ground

state to some excited electronic state. Typically, the laser bandwidth of a femtosecond
laser pulse covers several vibrational levels of the molecule. In order to understand the
nature of molecular wave packets the time evolution e−

i
~Evt of the quantum states with

energies Ev (v = 0, 1, 2, 3,...) has to be included explicitly. The coherent excitation
of several vibrational states can be expressed in terms of a linear combination of the
vibrational levels yielding the total vibrational wave function [84]

|χ(R⃗,t)⟩ =
∑
v

av|χv(R⃗)⟩e−
i
~Evt (2.85)

where av stands for the amplitude of each vibrational level given by the laser spec-
trum and the corresponding transition dipole moment. If only a single vibrational level
is excited (for instance by a narrowband continuous wave laser), the squared absolute
value of the wave function is time independent as the time evolution operators cancel.
The result is a stationary probability distribution. However, for a coherent superpo-
sition of different vibrational states, cross-terms of the form e−

i
~ (Ev−Ev+1)t = ei~wvibt,

e−
i
~ (Ev−Ev+2)t = ei~2wvibt, etc. arise resulting in an oscillating probability distribution as

a function of time with the classical vibrational frequency wvib = (Ev+1 − Ev)/~.
The phenomenon of a molecular vibrational wave packet in a harmonic potential with

a periodic time of T = 100 fs is illustrated in Fig. 2.16. To illustrate the transition
from a stationary state to the quasi-classical limit, different numbers of eigenstates are
superposed by varying the width of a Gaussian amplitude function centered at v = 5.
In Fig. 2.16(a) the Gaussian FWHM is set to 0.5 ~ωvib such that virtually only the
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Figure 2.16 | Simulation of the temporal evolution of the probability distribu-
tion |χ(R⃗,t)|2 of a Gaussian vibrational wave packet in a harmonic potential with
T = 100 fs. The amplitudes of the vibrational states contributing to the wave packet are
indicated above each panel by the Gaussian amplitude profiles (red) centered at ν = 5 for
different FWHM widths of (a) 0.5 ~ωvib, (b) 1.2 ~ωvib, (c) 2.5 ~ωvib, and (d) 5 ~ωvib.

v = 5 state is excited resulting in a stationary distribution. In Figs. 2.16(b)–(d), the
Gaussian width was set to 1.2 ~ωvib, 2.5 ~ωvib, and 5 ~ωvib, respectively, resulting in
temporally oscillating probability distributions with increasing localization with respect
to the nuclear coordinates. This demonstrates that the more eigenstates are excited
simultaneously, the more localized the wave packet gets. For large amounts of excited
vibrational eigenstates [Fig. 2.16(d)] the dynamics are comparable to the classical si-
nusoidal motion of the harmonic oscillator, which is the reason why this is called the
quasi-classical limit.
Coherent vibrational wave packets were already observed in the early days of fem-

tosecond spectroscopy in many different molecular systems such as liquids [122, 123],
dyes in solution [124, 125], small molecules in the gas phase [126], unimolecular reac-
tions [127–129], and even in biological systems [130–132], which demonstrates that such
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vibrationally coherent phenomena can be induced in a large variety of molecular sys-
tems. In principle molecular wave packets are not limited to vibrational states. Also
coherent rotational wave packets [133–136] exploited in molecular alignment techniques
[137] and coherences between electronic states [138–141] can be induced and analyzed
by femtosecond laser pulses.
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3 Experimental Techniques

In this chapter the main techniques relevant for the realization of the experiments dis-
cussed in this thesis will be briefly explained. A schematic overview of the experimental
setup, which is placed on a damped optical table, is shown in Fig. 3.1. In essence,
it consists of a commercial Ti:Sa oscillator and amplifier system followed by elements
for frequency conversion necessary for obtaining broadband tunable pump laser spectra
in regions ranging from 250 nm up to 1000 nm. A home-built pulse shaper is used
to manipulate those laser pulses for pulse characterization, pulse compression, and for
spectroscopic purposes. For most applications, a simple SHG-crystal was employed for
collinear pulse characterization. A variable temporal delay can be introduced using a
mechanical translation stage allowing for a maximum delay of the pump pulses of roughly
4 ns. For transient absorption, every second pump pulse needs to be blocked, which was
done using a phase-locked optical chopper. The actual experiments were performed in a
home-built transient absorption setup where the pump and probe beams were spatially
and temporally overlapped by focusing them into a quartz flow cell. A spectrometer,
consisting of a spectrograph with two separated entrance slits and a two-dimensional
CCD chip, was used to determine the spectra of the employed laser pulses. Most of
these elements and their functional principles will be discussed in more detail in the
following section. First, the laser system and necessary elements for frequency conver-
sion are explained (Sect. 3.1). Then, the technique of LCD-based frequency-domain
pulse shaping is briefly reviewed (Sect. 3.2). This is followed by a short introduction
to the utilized methods for femtosecond pulse characterization and compression (Sect.
3.3). In the end, a short overview over transient absorption (Sect. 3.4) and coherent
two-dimensional spectroscopy (Sect. 3.5) is given.

3.1 Femtosecond Laser Pulse Generation

3.1.1 Ti:Sapphire Lasers and Chirped Pulse Amplification

The centerpiece of a state-of-the-art femtosecond laser is a so-called oscillator consisting
of a pump laser, a gain medium, and an optical resonator of length L. The longitudinal
modes are standing waves of the resonator cavity equally spaced in frequency domain at

ωm =
2πmc

2neffL
(3.1)

where m is a positive integer and neff the effective average refractive index of the cavity
[47]. Thus, the mode spacing is given by

∆ = ωm+1/(2π)− ωm/(2π) = c/(2neffL). (3.2)

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



40 Experimental Techniques

Ti:Sa oscillator

&

Nd:YVO
4
 pump laser

stretcher

regenerative

ampli!er

&

Nd:YLF

pump laser

compressor

NOPA 2

500-750 nm

5 µJ

< 15 fs

BS BS

optional

grating

pulse

shaper

SLM

SHG

crystal

pulse

characterization

sp
e

ct
ro

g
ra

p
h

2
D

C
C

D

CaF
2

S

ND

λ/2 HM

800 nm

1 kHz

2.5 mJ

100 fs

NOPA 1

500-750 nm

50 µJ

< 20 fs

Chopper

500 Hz

delay line

max. 4ns

SM

SM

SM

Figure 3.1 | Schematic overview of the setup used for most experiments presented
in this thesis. All components are placed on a damped optical table, including the Ti:Sa
amplifier as the light source, elements for frequency conversion, pulse shaping, pulse charac-
terization, temporal pulse delay, transient absorption measurements, and spectral pulse char-
acterization. Some of the employed optical elements are beam splitters (BS), a neutral density
filter (ND), a half-wave plate (λ/2), a hot mirror (HM), the sample inside a flow cell (S), and
spherical mirrors (SM). The Ti:Sa oscillator and amplifier system, NOPA 1, SLM, delay line,
Spectrograph, and the CCD are computer-controllable.
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Figure 3.2 | Ultrashort laser pulse generation via mode locking. (a) By superposing
many longitudinal resonator modes of the laser cavity of length L, an ultrashort laser pulse
is generated by forcing the modes to share the same phase. (b) The longitudinal modes
(grey vertical lines) are equally spaced in frequency domain forming a frequency comb with a
frequency spacing of ∆ and an offset f0. Only those modes located within the amplification
profile of the gain medium (red curve) will be emitted leading (c) in time domain to a sequence
of laser pulses with a temporal separation of τRT .

In order to enable a laser to operate in a pulsed mode, the basic idea is to force those
longitudinal cavity modes to share the same phase offset such that they add up at a
specific instant of time resulting in an ultrashort ’burst’ of light as illustrated schemati-
cally in Fig. 3.2(a). As shown in Fig. 3.2(b) only those modes (vertical gray lines) that
are located within the amplification profile of the gain medium (red) are amplified and
can contribute to the laser emission. The laser pulse travels through the cavity with
a roundtrip time τRT = neffL/c and a small portion of it is transmitted by one of the
cavity mirrors (output coupler) resulting in a sequence of femtosecond laser pulses at a
repetition rate of 1/τRT = ∆, as depicted in Fig. 3.2(c). Hence the oscillator’s repetition
rate is given by the optical path length of the resonator, whereas the pulse duration is
limited by the spectral amplification bandwidth of the gain medium.
In Eqs. (3.1) and (3.2) the refractive index is assumed to be constant as a function of

frequency. This approximation is not true for real laser cavities where material disper-
sion, e.g., in the gain medium, has to be taken into account. For this reason, the following
essential conditions must be met for a working femtosecond laser: firstly, a mechanism
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Figure 3.3 | Femtosecond laser pulse generation and amplification in a Ti:Sapphire
oscillator and CPA system. (a) A typical a Ti:Sapphire oscillator consists of two end
mirrors (output coupler and total reflector), the Ti:Sapphire crystal pumped by a green cw
laser, a prism compressor for dispersion compensation, and an aperture for blocking of the cw
mode and wavelength tuning. (b) The principle of chirped pulse amplification used to generate
pulses with very high peak intensities; the depicted pulse parameters are taken from the laser
system used in this work (Solstice, Spectra Physics);

for mode-locking of the (longitudinal) laser-cavity modes has to be employed; secondly,
a broadband gain medium is necessary; thirdly, an element for dispersion compensation
needs to be inserted into the resonator.
For several years, mostly passively mode-locked dye laser were employed which were

able to produce sub-100 fs pulses in the visible regime [142] employing prism pairs
for dispersion compensation within the resonator cavity. While pulse durations below
30 fs were reported, the average output power was typically limited to about 100 mW
[143, 144].
However, in the early 1990s, the self-mode locked Ti:sapphire laser was established

[145], which is still the most popular source of femtosecond laser pulses and was also
used in this work. Utilizing optimized techniques for intracavity dispersion compensa-
tion, pulse durations below 12 fs were possible [146, 147]. Later, by using chirped mir-
rors, even the single pulse regime with octave-spanning spectra was reached [148, 149].
Ti:sapphire crystals, i.e., Al2O3 substrate that is highly doped with titanium, possess
a very broad gain bandwidth, a high nonlinear index, outstanding mechanical, optical,
and thermal properties, and provide a wide spectral tuning range in the near infrared
spectral region peaking at 795 nm [47]. The large nonlinear index n2 leads to a strong
intensity dependent refractive index n(I) resulting in a pronounced electrooptical Kerr
effect (see Sect. 2.2.2). Due to the Kerr effect, pulsed cavity modes are – under cer-
tain circumstances – more stable than continuous wave (cw) modes. This is due to the
fact that pulsed modes have higher peak intensities leading to a tighter focus in the gain
medium because of Kerr lensing. By adjusting the pump laser focus such that the pulsed
mode has a better overlap with the pump beam and by introducing an aperture inside
the laser cavity, the gain of the pulsed mode is increased while the cw mode experiences
more intracavity losses. Hence, the mode-locking process may start spontaneously or

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



3.1 Femtosecond Laser Pulse Generation 43

can be initiated by applying moderate external perturbations, for instance, at the prisms
or cavity mirrors [145].

A typical Ti:sapphire oscillator layout is illustrated in Fig. 3.3. The Ti:sapphire crystal
is pumped by a frequency doubled Nd:YVO4 cw laser at 532 nm (green). The cavity
consists of an output coupler at one end and a highly reflective mirror at the other end.
Dispersion compensation is achieved by employing a prism compressor within the laser
cavity, but also chirped mirrors can be used. An aperture is used to block the cw cavity
mode and for wavelength selection and control of the spectral bandwidth. The beam
(red) hits the Ti:sapphire crystal under Brewster’s angle in order to minimize losses due
to reflection on the crystal surface.

For many applications such as material processing, frequency conversion, and non-
linear spectroscopy, the pulse energy provided by typical Ti:sapphire oscillators is not
sufficient. Therefore, amplification of the pulses can be carried out using the chirped
pulse amplification (CPA) technique [150–152], where due to the risk of damaging the
amplifier and for the suppression of nonlinear effects, the low power input pulses are
stretched by gratings [153]. The block diagram in Fig. 3.3(b) shows the principle of the
CPA technique, where the depicted pulse parameters are taken from the laser system
used in this work (Solstice, Spectra Physics). The oscillator (Mai Tai, Spectra Physics)
delivers pulses with a typical pulse duration below 100 fs at 80 MHz repetition rate with
about 10 nJ of pulse energy. Before amplification, a Pockels cell is used to select from
this sequence the laser pulses to be amplified at a repetition rate of 1 kHz. These pulses
are strongly stretched in time to typically more than 100 ps. Afterwards, these pulses
are amplified in another Ti:sapphire crystal pumped by a pulsed nanosecond Nd:YLF
laser at 527 nm. Here, two important requirements have to met. The amplification
bandwidth has to be broader than that of the pulses to be amplified and the amplifier
should not be saturated [47]. Only under these circumstances the pulse spectrum is not
substantially affected by the amplification process. After a small number of round trips
in the regenerative amplifier cavity, the pulses are coupled out and recompressed again
by a grating compressor resulting in pulses with a duration of about 100 fs at 1 kHz
repetition rate and 2.5 mJ pulse energy. As a result the CPA system increases the pulse
energy by a factor of 2.5·105 on the expense of reducing the repetition rate. It should
be noted that an increased number of round trips in the amplifier cavity leads to an
increase in pulse energy, but the pulse will also accumulate more third-order dispersion
(TOD). However, the grating compressor can only compensate second order dispersion
and consequently uncompensated TOD leads to a slight temporal pulse broadening com-
pared to the seed pulses. In addition, even if the two above mentioned requirements are
met, the amplification process is not perfectly linear and thus the laser pulse spectrum
is usually slightly narrowed during amplification which also leads to a minor increase in
pulse duration.

3.1.2 Noncollinear Optical Parametric Amplification

The laser system described in the previous section delivers laser pulses of 100 fs pulse
duration centered at 800 nm. Yet, most molecules absorb at other wavelengths in the
visible or even in the UV. In addition, for very fast processes on the order of tens of
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Figure 3.4 | Schematic layout of
the used NOPA (TOPAS White,
Light Conversion). A small por-
tion of the incoming beam is used to
generate the white light seed pulses
in a sapphire plate (Sa) which are
modified using a simple static fre-
quency domain pulse shaper con-
struction. The remaining part is
frequency-doubled (SHG) and split
in two parts pumping the first and
second amplification stage. Ampli-
fication is achieved by overlapping
pump and seed/signal in a BBO crys-
tal under a certain angle of non-
collinearity Ψ. Finally the output
pulses are compressed using an ad-
justable pair of fused silica wedges
(compr.).
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femtoseconds, an improved time resolution would be desirable, which is only possible
by employing even shorter laser pulses. For these reasons, techniques for frequency
conversion of the 800 nm pulses are required.
The presently most versatile and efficient method for frequency conversion of fem-

tosecond laser pulses is a technique termed noncollinear optical parametric amplification
(NOPA) making use of the OPA effect explained in Sect. 2.2 by mixing the SHG signal of
the CPA system at 400 nm (pump) with a whitelight continuum as seed [signal, compare
also Fig. 2.11(d)] under a certain angle of noncollinearity [154]. In conventional OPA
systems with collinearly propagating pump, signal, and idler pulses, phase matching is
achieved by adjusting the crystal angle. However, the three group velocities cannot be
matched properly resulting in narrowband pulses with typical pulse duration not below
100 fs. In contrast, if pump and signal propagate under a certain angle of noncollinearity,
the signal group velocity can be matched to the idler group velocity projected onto the
signal direction which means that the pump, signal, and idler pulses overlap over the
complete crystal length. Using this principle it was shown that pulses with durations
below 20 fs which are tunable over almost the complete visible regime can be generated
[155, 156] and pulse durations even below 10 fs are possible by proper compression [157]
and adjustment of the pulse fronts [158, 159].
The schematic layout of the NOPA used for all experiments in this thesis (TOPAS

White, Light Conversion) is shown in Fig. 3.4 consisting of two amplification stages. A
small portion of the fundamental (800 nm, 1 kHz, 0.8 mJ, 100 fs) is used to generate a
whitelight continuum as seed which is negatively chirped by a static double-pass pulse
shaper both for precompression and for preparing the seed pulses such that the desired
seed bandwidth can be amplified by the pump pulses. Thus the NOPA bandwidth is
easily adjustable and the output pulses can be compressed by material dispersion. The
remaining fundamental is frequency doubled, split in two parts for the two amplification
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stages, and focused into a BBO crystal where it is overlapped with the seed (first stage)
and the signal (second stage). For the used combination (BBO, type-I phase-matching,
pump at 400 nm, signal at 600 nm), the optimum angle of noncollinearity between pump
and signal is Ψ = 3.7◦ [154]. For tuning of the NOPA wavelength, the delay between the
two pump pulses and the seed/signal pulses as well as the crystal angle can be adjusted
using computer-controlled stepping motors. Finally, the output pulses (500–750 or 850–
1000 nm, 10–60 µJ, 15–40 fs) are compressed using an adjustable amount of material
dispersion provided by a pair of fused silica wedges.

3.2 Ultrafast Pulse Shaping

Femtosecond laser pulse shaping has become a key technology in almost all areas em-
ploying ultrashort laser pulses which is why it is an indispensable element in present-
day femtosecond laser laboratories [160–163]. Manipulating the temporal and spectral
properties of the light field via pulse shaping has applications in areas like pulse char-
acterization and compression (see Sect. 3.3), time-resolved spectroscopy (Sect. 4.4.2),
microscopy, coherent control, material processing, optical communications, and many
more. As femtosecond pulse shaping also plays a major role in the experiments and
formalisms presented in this thesis, a brief overview over this technique is provided in
the following.

Considering Eq. (2.7) it becomes obvious that the electric field of a laser pulse can
in principle be manipulated in a similar way both in time or frequency because both
domains are unambiguously linked via Fourier transformation. However, frequency-
domain shaping was introduced over a decade before first techniques working in time
domain were established. This is due to the fact that for frequency domain pulse shaping
a static spatial modulation can be employed while in time domain a temporally varying
filter is necessary which requires fast electronic control units.

The field of laser pulse shaping was established in the late 1980s by Weiner et al. who
used static phase masks to modulate the properties of femtosecond pulses [164, 165]. But
broad application was not possible until computer-controllable spatial-light modulators
(SLMs) based on liquid-crystal displays (LCDs) were available several years later [166].

In the most common experimental implementation an SLM is placed in the Fourier
plane of a zero-dispersion compressor, as illustrated in Fig. 3.5. The pulse shaper consists
of a diffraction grating that splits the beam into its spectral components, a focusing
element such as a lens or focusing mirror with a focal length f placed at a distance f
behind the grating in order to focus each spectral component into the Fourier plane,
another focusing element separated by f from the Fourier plane, and a second grating
that recombines the spectral components to a collimated beam. As the light passes four
times the distance f , this kind of setup is also called a 4f -configuration. Depending
on the type of the employed SLM, which is placed in the Fourier plane, the spectral
phase, the spectral amplitude, and the polarization profile of the laser pulse can be
manipulated.

In this thesis, a two-layer LCD mask (SLM-640, CRI ) with 640 pixels was used as
SLM. The advantage of LCDs is that they can be used with almost arbitrary repetition
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Figure 3.5 | Working principle of an LCD-based frequency-domain femtosecond
pulse shaper in a 4f-configuration capable of phase and amplitude shaping. The
laser pulse is split into its spectral components by a diffraction grating. A focusing element
with focal length f focuses each spectral component into the Fourier plane. A spatial-light
modulator is placed into the Fourier plane consisting of an entrance polarizer at 0◦, two LCD
layers with optical axes tilted by ±45◦, and an exit polarizer at 0◦. Another focusing element
and a second grating recombine all spectral components to a shaped laser pulse.

rates of the laser system and high pulse energies as they possess a high damage threshold.
Moreover, they are capable of generating highly complex phase functions which can also
feature discontinuities. Yet, the update rate of such pulse shapers is limited by the
comparatively slow speed of operation of liquid-crystal displays on the order of several
tens of milliseconds up to seconds. Other disadvantages of LCD-based pulse shaping
are the limited spectral range given by the restricted transparency of LCDs (only VIS
to NIR), the sensitivity to the alignment, and pulse shaping artifacts caused by the
pixelation of the phase mask [167, 168]. Independent of the type of SLM used in a
4f -configuration, it was further shown that frequency domain pulse shaping can result
in a spatio–temporal coupling [169–171], leading to a spatial displacement of different
spectral or temporal components of the shaped laser pulse.

The working principle of an LCD mask used for pulse shaping is as follows: two
parallel glass plates coated with indium tin oxide (ITO) at the inner surface, which
serve as an electrode film, are separated by a distance d. A nematic liquid crystal
compound is inserted between the two electrodes whose preferential orientation direction,
associated with the SLM modulation axis, is determined by a specific coating of the glass
substrate. If no voltage is applied to the electrodes, the liquid crystals orient along this
axis which is orthogonal to the direction the light travels through the LCD pixel [chosen
here as the z−direction as in Fig. 3.5]. If a voltage U is applied between the two
electrodes in z−direction, the crystals will twist in the plane spanned by the z−axis
and the modulation axis. As a result, the dipole moment of the crystals projected on
the modulation axis and thus the refractive index nmod(U) for light polarized along the
modulation axis (mod) is changed. In this way the optical path length and thereby the
phase retardance ∆Φmod(U,ω) of the light travelling through the LCD pixel and polarized
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along the modulation axis can be manipulated by changing the voltage. Taking zero
voltage as reference, the phase retardance of light at frequency ω is given by

∆Φmod(U,ω) =
ωd

c
[nmod(U)− nmod(0V )]. (3.3)

For typical LCDs the maximum phase retardance is about 6π for light in the visible
spectral range. The voltage–phase relationship is typically not linear which is the reason
why the LCD mask has to be calibrated carefully. In addition, a wavelength calibration
is necessary to assign the correct wavelength value to each LCD pixel.
Pure phase shaping can then be achieved by using a single-mask LCD SLM with

the modulation axis oriented along the polarization direction of the incoming light. In
contrast, for independent phase and amplitude shaping, a two-mask LCD is necessary
with the modulation axes tilted by +45◦ and −45◦ with respect to the polarization
direction of the incoming light combined with linear polarizers before and after the
LCD arrays, as also shown in Fig. 3.5. As linearly polarized light can be considered
as a superposition of two orthogonal linearly polarized components, the two layers will
affect these two components independently. For arbitrary phase retardance of the two
components, this will result in elliptically polarized and phase-shaped pulses after the
two LCD layers. This light can be converted back to linearly polarized phase- and
amplitude-shaped pulses by a linear polarizer. The complex-valued modulation function
M(ω) describes the resulting phase and amplitude mask [48]. In the considered case of a
dual-layer LCD used in amplitude and phase shaping mode, it can be shown that M(ω)
is given by

M(ω) = e−i
∆Φ1(ω)+∆Φ2(ω)

2 cos

(
∆Φ1(ω)−∆Φ2(ω)

2

)
(3.4)

where ∆Φ1,2(ω) is the phase retardance in polarization direction 1 and 2 at ±45◦. It
follows from this equation that the phase retardance of a single spectral component
is determined by the sum of the phases of the two layers while the amplitude can be
controlled by the argument of a cosine function consisting of the difference of the two
phases.
The linearly polarized spectral output field of the pulse shaper can be derived by

multiplying the incoming field with the modulation function:

E+
out(ω) = M(ω)E+

in(ω). (3.5)

The temporal output field is given by the convolution of the incoming temporal field
with the Fourier transform M(t) of the spectral mask:

E+
out(t) = M(t) � E+

in(t). (3.6)

3.3 Pulse Characterization and Compression

Characterizing and compressing the laser pulses that are provided by the laser system is
an essential procedure before spectroscopy measurements can be carried out with these
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Figure 3.6 | Conventional SHG FROG setup and pulse-shaper assisted collinear
SHG FROG. (a) In conventional noncollinear SHG FROG, a copy of the pulse to be charac-
terized is generated by a beam splitter (BS), delayed, and focused together with the undelayed
pulse in a noncollinear fashion into a nonlinear crystal for SHG generation. The SHG FROG
trace is achieved by measuring the SHG signal originating from the interaction of both pulses
spectrally resolved as a function of delay time τ . (b) In pulse shaper assisted collinear SHG
FROG, the pulse copy is generated with a variable delay using a femtosecond pulse shaper and
both pulses are focused collinearly into the crystal. The conventional SHG FROG trace can
be isolated from the cFROG trace using a specific Fourier filter as described in the text.

pulses. The reason for this is that the outcome of nonlinear time-resolved experiments
is highly sensitive to the degree to which the laser pulse is compressed to its bandwidth
limit and it is obvious that the time resolution of the experiment is directly connected
to the laser pulse duration.
As there exist no electronic detectors with response times fast enough to follow the

temporal evolution of the electric field on a femtosecond time scale, the only way to
characterize a laser pulse is to measure its interaction with another femtosecond laser
pulse. One of the most reliable and robust methods is the technique termed frequency-
resolved optical gating (FROG) [172–174]. In its simplest version, the SHG FROG
technique depicted in Fig. 3.6(a), a copy of the laser pulse is generated with a beam
splitter and temporally delayed with respect to the other pulse with an interferometer
[175]. Both pulses are focused in a noncollinear beam geometry into a nonlinear crystal
(typically BBO) and the SHG signal (see Sect. 2.2) originating from the interaction of
both pulses is detected spectrally resolved as a function of delay time τ . The resulting
SHG-FROG trace

SSHG
FROG(ω,τ) =

∣∣ESHG
FROG(ω,τ)

∣∣2 ∝
∣∣∣∣∣∣

∞∫
−∞

E+(t)E+(t− τ)e−iωtdt

∣∣∣∣∣∣
2

(3.7)

is symmetric with respect to τ = 0 and can be considered as a spectrally resolved
autocorrelation. The corresponding spectral and temporal intensities and phases can be
retrieved iteratively on the basis of the FROG trace utilizing the method of generalized
projections with the software package FROG (Femtosoft Technologies) which minimizes
the deviation between the experimental trace and a calculated trace [176].
In this work another variation of the SHG FROG technique was implemented, using
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the pulse shaper instead of an interferometer setup to create a copy of the pulse with
variable delay, as shown in Fig. 3.6(b). As a result, the two pulses travel along the same
path and a collinear SHG FROG (cFROG) is measured [177, 178], which is the same as
a spectrally resolved interferometric autocorrelation. The use of a pulse shaper further
simplifies the alignment, the measurement process, and the analysis of the resulting
FROG trace (pulse-shaper assisted cFROG) [179, 180]. It can be shown [177, 178] that
the expression for the cFROG trace

SSHG
cFROG(ω,τ) ∝

∣∣∣∣∣∣
∞∫

−∞

[
E+(t) + E+(t− τ)

]2
e−iωtdt

∣∣∣∣∣∣
2

(3.8)

can be simplified to

SSHG
cFROG(ω,τ) = 2 |ESHG(ω)|2

+ 4SSHG
FROG(ω,τ)

+ 8 cos [(ω0 + ω/2) τ ] Re
[
ESHG

FROG(ω,τ)E
∗
SHG(ω)e

iω
2
τ
]

+ 2 |ESHG(ω)|2 cos [(2ω0 + ω) τ ]

(3.9)

where ω0 is the fundamental carrier frequency of the laser pulses. Thus the cFROG trace
SSHG
cFROG(ω,τ) contains four different contributions of which one [second term of Eq. (3.9)]

is the desired conventional SHG FROG trace (DC term). As the third and fourth term
of Eq. (3.9) are modulated by the frequencies ω0 and 2ω0 (AC cross-terms) they can
be removed by applying a suited Fourier filter. The time independent offset in the first
term of Eq. (3.9) is simply the SHG spectrum of the laser pulse and can be removed by
subtracting the background for long delay times.
The pulse shaper modulation function for creating two replica of the incoming pulse

separated by the time delay τ is

M(ω) =
1

2

[
1 + e−i[ω−(1−γ)ω0]τ

]
(3.10)

where one pulse is fixed at t = 0 and only the second pulse can be scanned which has
the advantage that the fixed pulse suppresses the t = 0 replica caused by the pixel gaps
of the LCD mask [168] which may perturb the measured FROG trace. The parameter γ
determines whether the carrier envelope phase is shifted together with the envelope of the
pulse (γ = 1) as would be the case in a real interferometer or whether only the envelope is
shifted while the carrier phase remains unchanged (γ = 0) [179]. The resulting spectrally
integrated cFROG signal will only accord with the interferometric autocorrelation for
γ = 1, whereas for γ = 0 no modulations occur as the two pulses always interfere
constructively. Choosing γ = 0 results in an effective measured carrier frequency of 0 and
the measured signal is the envelope of the interferometric autocorrelation. For 0 < γ < 1
the carrier phase is adjusted in such a way that the measured modulation frequencies
are reduced depending on the chosen γ value, e.g., for γ = 0.5 the oscillation frequency
is reduced by a factor of two. In this way, the amount of sampling points (and thus the
time) necessary for measuring the complete cFROG trace can be substantially reduced
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Figure 3.7 | Procedure of laser pulse characterization and compression via pulse-
shaper assisted collinear SHG FROG. (a) An exemplary cFROG trace is shown measured
with γ = 0.4 and ω0 = 3.17333 rad/fs. To extract the desired SHG FROG trace, the cFROG
trace is Fourier transformed along τ (b) (absolute value shown). Four different AC terms
at ωτ = −2γω0, −γω0, +γω0, and +2γω0 (vertical dashed lines) are observed that can be
separated from the unmodulated term (red dashed lines) containing the conventional SHG
FROG (c) using a suitable filter function. Afterwards, the FROG trace is reconstructed (d)
using a commercially available software package from which the temporal (e) and spectral field
(not shown) is retrieved. By applying the inverse spectral phase to the pulse shaper, the laser
pulse is compressed and another FROG trace of the compressed pulse is measured (f) and
again the corresponding field is retrieved (g) confirming successful compression of the pulse
to a temporal FWHM of 13 fs (h). This procedure may be repeated if the laser pulse is not
entirely compressed to its bandwidth limit in the first iteration.
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because the Nyquist limit (which holds strictly for such interferometric measurements)
can be expanded. This demonstrates very nicely the advantages of pulse shaping for
interferometric measurements as it allows control over the carrier envelope phase in a
very simple fashion. The minimum possible γ value is given by the spectral bandwidth of
the laser pulse because for Fourier filtering the contributions at ω0 and 2ω0 which shift
towards zero frequency for lower γ values have still to be separable from the desired
unmodulated SHG FROG trace.

The complete procedure of pulse shaper assisted laser pulse characterization and com-
pression is demonstrated in Fig. 3.7. An exemplary collinear FROG trace measured
with γ = 0.4 and ω0 = 3.17333 rad/fs is shown in Fig. 3.7(a). The absolute value of the
Fourier transformed data set [Fig. 3.7(b)] contains four AC terms at ωτ = −2γω0, −γω0,
+γω0, and +2γω0 (vertical dashed lines) and the conventional SHG FROG trace as un-
modulated DC term (red dashed box), which can be extracted by applying an inverse
Fourier transform after filtering of the AC terms and subtraction of the constant SHG
background [Fig. 3.7(c)]. Figure 3.7(d) shows the retrieved FROG trace obtained with
a commercially available software package. The corresponding temporal electric field
[Fig. 3.7(e)] features several pre- and post-pulses, the temporal FWHM of 19 fs is in this
case an unsuitable parameter for the characterization of the pulse structure. In the next
step the inverse spectral phase is applied to the pulse shaper and another SHG FROG
is measured [Fig. 3.7(f)]. The retrieved FROG trace [Fig. 3.7(g)] confirms the successful
compression of the laser pulse with a temporal FWHM of 13 fs. This procedure can be
repeated several times for compensation of the remaining phase distortions.

3.4 Transient Absorption Spectroscopy

The concept of detecting extremely fast photophysical or photochemical processes with
very short pulses of light was introduced in the late 1940s under the name flash photoly-
sis by Ronald G.W. Norrish, and George Porter providing time resolutions on the order
of milliseconds to microseconds [181, 182]. In 1967 they were awarded with the Nobel
Prize in Chemistry for this groundbreaking development together with Manfred Eigen.
In the late 1980s, researchers – among them the Nobel prize winner Ahmed H. Zewail
– succeeded in pushing the time resolution towards the femtosecond regime based on
the development of new ultrafast laser sources thereby establishing the field of femto-
chemistry [12] while the basic idea behind the technique remained the same. Transient
time-resolved absorption measurements also form the basic technical concept of most
experiments performed in the course of this thesis. In the following, the main principles
of the femtosecond transient absorption technique, the used experimental setup, typical
observed signal contributions, and data analysis are discussed.

3.4.1 Basic Principle

Transient absorption is a special subtype of the pump–probe technique and designed
for the investigation of ultrafast photodynamics in the condensed phase [183–186]. As
illustrated in Fig. 3.8(a), an excitation pulse (’pump’) in the visible regime, provided
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by the NOPA as discussed in Sect. 3.1.2, is used to induce an electronic transition
in the system under investigation. The photodynamics triggered by this transition are
detected by measuring the evolution of the sample’s change of absorption as a function
of wavelength λ and time T elapsed since the pump pulse has excited the sample. This
is done by using another laser pulse (’probe’) sent through the sample volume after a
well known pump–probe delay time T . In order to investigate a broad spectral range, a
whitelight supercontinuum covering the complete visible spectral range [see Sect. 2.2.2]
is used. To extract the change of absorption, every second pump pulse is blocked such
that the change of absorption between the pumped and unpumped probe volume can be
measured for consecutive laser shots by sending the part of the probe that is transmitted
by the sample into a spectrometer.
In general, the intensity IPPr(d,λ,T ) of the probe light at a specific wavelength λ

travelling through the absorbing sample of path length d at the pump–probe delay T
and in presence of the pump pulse is described by the Lambert–Beer law

IPPr(λ,T ) = I0(λ)e
−σ(λ)N(T )d (3.11)

where σ(λ) is the (wavelength dependent) absorption cross section and N(T ) the density
of molecules absorbing at this wavelength at the time delay T after the pump pulse. In
practice it is convenient to describe the probe transmission in terms of the logarithmic
quantity absorbance, also called optical density (OD), which is defined via

OD(λ,T ) = −log10

[
IPPr(λ,T )

I0(λ)

]
=

1

ln10
σ(λ)N(T )d (3.12)

and thus depends linearly on the density of absorbing molecules, their absorption cross
section and the path length. Alternatively, the above relationship between the optical
density and the path length can also be described using the molar decadic extinction
coefficient ϵ(λ) and the molar concentration c(T ) instead of the cross section and the
density of molecules:

OD(λ,T ) = ϵ(λ)c(T )d (3.13)

If the pump pulse is blocked and only the probe with intensity IPr(λ) is present, Eq.
(3.11) takes the form

IPr(λ) = I0(λ)e
−σ(λ)N0d. (3.14)

In transient absorption the difference of optical density between the pumped (probe
intensity IPPr) and unpumped sample volume (probe intensity IPr) is evaluated as a
function of pump–probe delay

∆OD(λ,T ) =− log10

[
IPPr(λ,T )

I0(λ)

]
+ log10

[
IPr(λ)

I0(λ)

]
= −log10

[
IPPr(λ,T )

IPr(λ)

]
(3.15)

=
1

ln10
σ(λ) [N(T )−N0] d (3.16)

=ϵ(λ) [c(T )− c0] d (3.17)
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Figure 3.8 | Principle of transient absorption experiments. (a) In the used implemen-
tation a visible pump pulse for excitation and a whitelight continuum with a variable delay T is
used as probe. (b) A schematic representation illustrates typical signal contributions observed
in transient absorption. While ground-state bleaching (GSB) and stimulated emission (SE)
lead to a negative change of optical density, excited-state absorption (ESA) and photoproduct
absorption (PA) are characterized by an increase of the optical density. (c) Layout of the used
optical setup for transient absorption measurements. The setup is designed such that three
different beams (pump, repump, probe) can be employed. A white light probe continuum is
generated by focusing a small amount of the 800 nm pulses into a linearly moving CaF2 plate.
Attenuator wheels are used to regulate the pump and repump pulse energies and λ/2 plates
are inserted to adjust their polarization angles. All three beams are focused and spatially
overlapped in a flow cell with a path length of 200 µm. The transmitted white light beam is
then sent into a broadband spectrometer with a cooled CCD camera capable of shot-to-shot
detection (figure adapted from Ref. [187]). (d) Exemplary transient absorption data (6-nitro
BIPS in acetonitrile) as a function of pump–probe delay T and probe wavelength. Typical
signal contributions are marked at the corresponding regions. Bluish colors represent negative
∆OD values while yellow/red indicate regions of positive changes of the optical density.

which reflects the temporal evolution of the population change [Eq. (3.16)] of the ab-
sorbing molecules and accordingly also of the molecular concentration [Eq. (3.17)].

From Eq. (3.15), it follows that within this sign convention positive changes of the
optical density result from an increase of absorption with respect to the reference signal
without preceding pump pulse whereas negative changes follow from a decreased tran-
sient sample absorption caused by the pump pulse. The main signal contributions that
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are typically observed in transient absorption spectroscopy are summarized in Fig. 3.8(b)
and explained in the following:

• Ground-state bleaching (GSB): molecules are excited by the pump pulses to a
higher-lying electronic state. As a consequence, the number of molecules in the
ground state is reduced. This depopulation of the ground state results in a de-
creased ground state absorption band (bleach). This signal contribution is negative
(∆OD < 0) and the spectral shape matches the inverted steady-state absorption
spectrum of the excited species.

• Stimulated emission (SE): stimulated emission is observed when the excitation
step leads to the population of an emissive state from which fluorescence can be
observed. In this case emission of photons can be stimulated by the photons of
the probe light. The direction of the emitted photons is the same as the direction
of the incoming probe photons, whereby both signals will be detected. As this
results in an increase of probe light intensity these signal contributions are negative
(∆OD < 0). Moreover, the SE signal is typically red-shifted with respect to the
GSB due to the Stokes-shift.

• Excited-state absorption (ESA): Molecular excited states exhibit – just as the elec-
tronic ground state – a typical absorption band. This additional absorption can
only appear if excited-state population is generated which might be reexcited by
the probe to higher-lying states. The probe pulse is thus attenuated by this ab-
sorption of the excited-state population resulting in a positive change of optical
density (∆OD > 0).

• Photoproduct absorption (PA): Photochemical reactions result in the formation
of photoproducts either in their ground states or in some other long-living inter-
mediate states. Photoproduct formation is accompanied by an emerging positive
absorption band characteristic for the type of product such as, e.g., an isomerized
species, radicals, or charge-separated states. Photoproduct absorption gives rise
to a positive change of optical density (∆OD > 0).

The setup used for all measurements discussed in this thesis was designed by J. Buback
and is explained in detail in Ref. [187]. The layout is illustrated in Fig. 3.8(c). According
to the experimental requirements three beams – pump, repump, and probe – can be
employed. The pump pulses (green) as well as the (optional) repump pulses (purple)
are independently delayed with respect to the probe using motorized delay stages (not
shown) with a maximum temporal delay of about 4 ns. Before entering the optical setup,
choppers are used to block a certain amount of the pump and repump pulses at variable
frequencies and phases determined by the type of experiment. The pulse energies can
be adjusted with continuous attenuator wheels. Typical pump/repump pulse energies
are on the order of 5-200 nJ while for whitelight generation seed pulse energies below
1 µJ have been proven to result in the most stable continuum pulses. Silver-coated
planar mirrors are used to guide the pump beam to the sample position and allow
for a spectrally broad tuning range of the pump pulses over almost the complete visible
spectral range. For the repump beam aluminum coated mirrors are utilized which extend
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the usable spectral range for this beam line into the UV regime at the cost of a slightly
lower efficiency in the visible. High-reflective dielectric mirrors are used for the 800 nm
seed pulses (red), while silver mirrors guide the probe continuum to the sample and into
the spectrometer. To generate the probe pulses, the 800 nm pulses are sent through an
iris for improving the spatial beam profile of the seed pulses and focused into a 5 mm
thick linearly moving CaF2 plate. The fundamental was filtered using a custom made
dielectric hot mirror. The relative polarization directions of the pump and repump
beams can be adjusted by λ/2 plates. For all transient absorption measurements the
pump polarization was set to the so-called magic angle of 54.7◦ in order to eliminate
orientational effects [188]. All beams are focused into a flow cell with a path length
of 200 µm where they are spatially overlapped. The transmitted probe beam is sent
into a broadband spectrometer (SpectraPro-2500i, Acton) with a cooled CCD camera
(Pixis 2k, Princeton Instruments) with a resolution of 2048×512 pixels capable of a
multichannel shot-to-shot detection of the probe continuum. The major advantage of
the shot-to-shot readout lies in the fact that consecutive laser shots are highly correlated
which is the reason why experimental noise caused by long term laser drifts is reduced
to a great extent. To refresh the sample volume between consecutive laser shots a micro
annular gear pump (mzr-4605, HNP Mikrosysteme) is used to pump the sample from
the reservoir to the flow cell and back through flexible tubings.

Exemplary transient-absorption data (merocyanine form of 6-nitro BIPS dissolved in
acetonitrile, see Sect. 4.2) is shown in Fig. 3.8(d) as a function of pump–probe delay
time and probe wavelength in terms of a two-dimensional contour plot. Bluish colors
represent a pump induced decrease of sample absorption (GSB, SE), whereas yellow
and red colors indicate an increase of the optical density (ESA, PA). In this case all
possible contributions as illustrated in Fig. 3.8(b) can be observed and are marked at
the corresponding region of the transient map. GSB contributions arise instantaneously
after excitation. ESA at shorter wavelengths and SE signals in the red part of the probe
axis are also detected which decay exponentially as a function of time with characteristic
decay times. The spectral signatures of an absorbing photoproduct emerge after longer
delay times. As this photoproduct originates from excited molecules that do not react
back to the original ground state a remaining GSB – slightly red-shifted to the PA – is
also observed.

In order to better visualize the temporal evolution at a certain probe wavelength, it is
convenient to display slices of the data along the pump–probe delay time T , called single
transients. In contrast, whenever the spectral shape at a fixed delay time is of major
interest, cuts along the probe wavelength axis – also referred to as difference spectra –
might be helpful.

3.4.2 Data Evaluation

In multichannel time-resolved measurements like broadband transient absorption one
faces the challenge that large amounts of data spreading over several dimensions (time
and frequency) are obtained, containing rich information about the investigated photo-
processes. In many cases, spectral signatures of different states overlap and competing
processes may make a straightforward interpretation of the data impossible. In order to
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gain an exhaustive picture of the system, such as the states involved in the dynamics,
their time scales and spectra, a global model-based data fitting method is desired. Such
a model should properly account for all spectral signatures that may be observed over
a broad spectral range as well as on many different time scales [189].
In order to correctly model the spectral evolution as a function of delay time T we have

to extend the Lambert–Beer law as given in Eq. (3.13) because in general a molecular
sample may contain a mixture of components, e.g., different populated states, several
isomers, solvent and molecular contributions, various photoproducts and so on. The
concentration cl of the component l, characterized by its spectral profile ϵl(λ), may
vary as a function of time T . The difference spectrum ∆OD(λ,T ) of the sum of ncomp

components can then be described as a superposition

∆OD(λ,T ) =

ncomp∑
l=1

cl(T )ϵl(λ)d− c0ϵ0(λ)d (3.18)

=

ncomp∑
l=1

cl(T )∆ϵl(λ)d (3.19)

where c0 represents the total initial concentration of molecules before delay time zero and
ϵ0(λ) the corresponding absorption spectrum. Assuming that the number of molecules
is conserved, the total initial concentration equals the sum over all components, i.e.,
c0 =

∑ncomp

l=1 cl(T ).
In order to extract the properties of each component from the measured spectra either

a parameterized kinetic model for the temporal evolution of the concentrations cl(T ) or
a spectral model describing the spectral profiles ϵl(λ) of the compounds can be used. In
this thesis kinetic modelling is preferred over the spectral model which means that the
temporal dynamics are modelled with a predefined analytical function whose parame-
ters are part of the fitting process, while the spectral profile is fitted without further
restrictions. On the basis of a simple rate equation of first order (i.e., the concentrations
can be described by linear differential equations) the concentration of each component
can be parameterized by a monoexponential decay

cl(T ) = e−klT (3.20)

with the rate constant kl. The wavelength dependent amplitudes of the single decay
components are called decay-associated difference spectra (DADS) describing the spectral
difference profiles ∆ϵl(λ) of each component. Thus, using the wavelength-dependent
DADS profiles, the data set can be modelled via

∆OD(λ,T ) =

ncomp∑
l=1

DADSl(λ) [cl(T ) � IRF (λ,T )] (3.21)

where each decay function is convoluted with the instrument response function IRF (λ,T )
which is assumed to be a Gaussian function with variable width and position. The chirp
of the whitelight probe continuum is accounted for by fitting time zero as a function of
wavelength with a polynomial function such that time zero (i.e. T = 0) can be assigned
independently for every single transient.
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Thus, with the formalism described by Eq. (3.21) the contributions of all states and
associated processes are disentangled using a sum over independent monoexponential
decay functions whose wavelength dependent amplitudes reflect the spectral profiles of
all excited, intermediate, and product states. This type of data analysis is called global
fitting because the complete spectroscopic data set is modelled with the same fixed set
of rate constants. In this thesis the open-source software program Glotaran [190], a
graphical interface to the R-package TIMP [191], was utilized for global data fitting,
allowing for the determination of the DADS under consideration of the IRF and the
probe chirp.

One of the drawbacks of global data fitting with a kinetic model might be that different
processes that possess (within the experimental uncertainties) similar rate constants will
be combined into a single DADS and are consequently not distinguishable on the basis
of a global fitting routine.

3.4.3 Correction of Probe Chirp

As described in Sect. 3.4.1, a whitelight continuum generated in a moving CaF2 plate
is used as a probe which allows us to follow the photoinduced dynamics in the spectral
range between 370 and 720 nm. Self-phase modulation is the dominant mechanism in
the generation of supercontinua, as was discussed in Sect. 2.2.2, and it was also shown
[Fig. 2.13(a)] that this effect leads to a varying instantaneous frequency with time and
the resulting spectrally broadened laser pulses are not bandwidth-limited. In addition,
material dispersion of the used optical devices such as filters and the flow cell inevitably
leads to a positively chirped continuum with a typical pulse duration on the order of
several hundreds of femtoseconds at the sample position. This already takes effect in
transient absorption measurements where it results in a probe-wavelength dependent
time zero where pump and probe pulses overlap. In the global fitting procedure this
effect can easily be accounted for by assigning every single transient a specific time-
corrected pump–probe axis T (λ), as mentioned in Sect. 3.4.2. Nevertheless, in order to
extract single difference spectra at the correct delay time and for reasons of illustration,
it is useful to correct the data for the probe chirp.

The chirp of the probe continuum is easily characterized by recording transient ab-
sorption data in the pure solvent. When the pump and probe pulses overlap coherent
non-resonant processes are observed that are in general summarized under the expres-
sion coherent artifact though it is very useful for the time correction of the raw data
[184, 185, 192]. The dominant process leading to this effect is cross-phase modulation
[193–195] resulting from the variation of the refractive index of the solvent under the
influence of the strong pump pulse. But also two-photon absorption [192, 194] and
stimulated Raman processes are assumed to play a major role in the formation of the
coherent artifact [184]. Exemplary transient absorption raw data of pure acetonitrile
with a pump center wavelength of 595 nm and a pump pulse duration of 15 fs is shown
in Fig. 3.9(a). The probe chirp results in an elongated and distorted coherent artifact
signal extending over a temporal range of about 600 fs between 370 and 720 nm. To cor-
rect for the chirp of the probe, the temporal center of the coherent artifact is extracted
at several points in the raw data (red squares) and fitted with a low-order polynomial

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



58 Experimental Techniques
T

 [
fs

]

 λ [nm]

400 500 600 700
−400

−300

−200

−100

0

100

200

300

400

T
 [

fs
]

λ [nm]

400 500 600 700

−100

0

100

4th order polynomial "t

center of coherent artifact

 ∆Abs [mOD]

−10 −5 0 5 10 15

a b

Figure 3.9 | Correction of chirp in transient absorption with a continuum probe.
(a) The raw transient absorption data of pure acetonitrile shows an elongated probe pulse
extending a temporal range of about 600 fs between 400 and 720 nm. Time zero is assigned with
the help of the center of the coherent artifact at several selected data points (red squares) and
fitted with a 4th order polynomial function (green dashed). (b) After shifting and interpolating
every single transient, the corrected transient absorption data map is generated.

(green dashed line). Afterwards, every single transient is shifted by interpolating the
data along slices through the transient map parallel to the fitted polynomial [185]. Using
this method the maxima of the coherent artifact coincide at all wavelengths at time zero,
as shown for the same data set in Fig. 3.9(b). This procedure requires that the data
is recorded over a sufficient temporal range before and after time zero for all probed
wavelengths.

3.4.4 Temporal Resolution

A key point in time-resolved ultrafast spectroscopy is the time resolution achieved with
the employed apparatus. A rough estimation of the upper limit in transient absorption
is received on the basis of the coherent artifact in the pure solvent [192]. Assuming a
Gaussian profile of the cross-correlation of pump and probe, the coherent artifact can be
modelled with the sum of a Gaussian and its first and second time derivative [184, 185].
This is demonstrated in Fig. 3.10 on the basis of the data shown in Fig. 3.9(a). The

measured data is fitted with a sum of a Gaussian and its first and second derivatives, as
shown in Fig. 3.10(a) exemplarily at a probe wavelength of 600 nm. An evaluation of
the FWHM of the fitted Gaussian [Fig. 3.10(b)] yields an average temporal resolution
of 47 fs (horizontal black line), but a pronounced variation as a function of the probe
wavelength is observed. The FWHM curve decreases from around 70 fs around 400 nm
to below 30 fs at 670 nm and a temporal resolution below 50 fs is achieved in a spectral
window ranging from 510 nm to 690 nm. It can be assumed that the effective temporal
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Figure 3.10 | Estimation of the temporal resolution of the used transient absorption
setup on the basis of the coherent artifact measured in acetonitrile with a pump
pulse centered at 595 nm with 15 fs duration [same data as in Fig. 3.9]. (a) The data
of the coherent artifact (blue circles) is fitted with the sum of a Gaussian function and its first
and second time derivative (red line) as shown here exemplarily for a single probe wavelength
of 600 nm. (b) The fitted Gaussian FWHM as a function of probe wavelength gives a rough
estimation of the temporal resolution which is in the range between 29 fs at 670 nm and 76 fs
at 700 nm. The spectrally averaged temporal resolution is 47 fs (black horizontal line).

resolution is below these estimated values as real cross-correlation measurements, as for
example by analyzing the sum frequency of pump and probe, typically yields values
lower than that achieved with the coherent artifact [185].

3.5 Coherent Two-Dimensional Spectroscopy

3.5.1 Motivation

Deciphering the complex nature of photophysical and photochemical molecular processes
in condensed phase is a fundamental research objective that necessitates spectroscopic
information on ultrashort time scales. Third-order techniques like femtosecond pump–
probe spectroscopy are capable of providing these valuable pieces of information in
various spectral regions from the Terahertz down to the X-ray regime. However, most of
these well-established techniques are not capable of characterizing the complete third-
order response leading to ambiguities in the detected signals. Capturing as much of
spectroscopic information about the processes as possible while maintaining the highest
possible temporal resolution is therefore an essential requirement for all newly-developed
time-resolved methods. In this context coherent multidimensional spectroscopy is – with
all its variations – one of the most promising techniques that is capable of clearing up
many of the still unanswered questions in physics, chemistry, and biology and resolves
several drawbacks of conventional pump–probe spectroscopy.

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



60 Experimental Techniques

g
1

g
2

e
1

e
2

g g

e e

Energy

ω
2

ω
1

0
Absorption

ω
1

ω
2

ω
2

ω
1

ω
1

ω
2

ωω

T

ω
pump

ω
p

ro
b

e

ω
1

ω
2

ω
2

ω
1

T

ω
pump

ω
p

ro
b

e

ω
1

ω
2

ωω

a b c

no coupling coupling

Figure 3.11 | Motivating example illustrating the benefit of coherent two-
dimensional electronic spectroscopy. (a) A fictitious absorption spectrum consists of
two overlapping but well-separated peaks centered at frequencies ω1 and ω2. (b) On the one
hand, the origin of this absorption spectrum could be a mixture of two independent molecular
species absorbing at ω1 (blue) and ω2 (green), respectively. (c) On the other hand, a strongly
coupled molecular homodimer could possess the same absorption spectrum (red) emanating
from the excited-state level-splitting. In transient absorption spectroscopy, the two cases are
almost indistinguishable because the coupling between states is not directly accessible with
this technique. Coherent two-dimensional spectroscopy extends the measured data into a sec-
ond frequency dimension and detects the correlation between pump (excitation) and probe
(emission) frequencies. Thus the couplings between states appear as off-diagonal contributions
in the 2D spectra and their temporal evolution is easily monitored.

One potential issue of conventional pump–probe techniques such as transient absorp-
tion is illustrated in Fig. 3.11 demonstrating the need for the introduction of multidi-
mensional electronic spectroscopy. We consider a photoactive molecular system whose
absorption spectrum is illustrated in Fig. 3.11(a) comprising two separated peaks lo-
cated at frequencies ω1 and ω2. The origin of such an absorption spectrum can not be
resolved on the basis of linear absorption spectroscopy because fundamentally different
molecular systems may possess one and the same spectral profile. On the one hand a
mixture of two independent molecular species (ground states g1 and g2, excited states
e1 and e2), or a system with two excited states that are virtually uncoupled, may be
the reason for the two peaks [Fig. 3.11(b)]. On the other hand, a strongly coupled
molecular dimer with identical monomer units (ground state g and excited states e)
could possess an excited-state energy splitting which would also lead to the illustrated
absorption band [Fig. 3.11(c)]. Conventional time-resolved techniques are not capable of
measuring the coupling between the two components directly because they are limited
to the time evolution of the populations without detecting the correlation between the
states. Thus the two illustrated scenarios can probably not be discriminated with tran-
sient absorption spectroscopy as there only a projection of the full third-order response
is detected. To overcome this issue, two-dimensional (2D) electronic spectroscopy was
established providing spectroscopic data in two independent dimensions by resolving
not only the emission frequency but also the excitation frequency as a function of time.
In this way correlations and couplings between different states can easily be visualized
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combining the benefits of the high time resolution of pump–probe spectroscopy with
the rich information about the system’s absorption–emission frequency correlation. In
the given example the coupling between the two excited states resulting in off-diagonal
peaks could not only be exposed, but also its temporal evolution would be observable
using two-dimensional electronic spectroscopy resolving pump (excitation) and probe
(emission) frequencies independently.
The concept of ultrafast two-dimensional spectroscopy was adapted from two-dimen-

sional nuclear magnetic resonance (2D-NMR) [196–198] and was first realized in the NIR
[14, 15] and the IR (2D-IR) region [199–201] for electronic and vibrational transitions
in the late 1990s. A few years later coherent 2D spectroscopy was also established
in the visible spectral range [202–204] opening up this field for a much larger number
of potential applications such as the investigation of photosynthesis [21]. An in-depth
treatment of the theoretical background of femtosecond multidimensional spectroscopy
is given in a number of books [205–207] and review articles [16–20] while in the following
only a brief overview over the main theoretical concepts is given.

3.5.2 Theoretical Concepts

Most established time-resolved spectroscopy methods are third-order techniques which
means that the detected signal arises from three interactions between the electric field
of the laser pulse and the sample. Hence the detected signal emanates from the third
order nonlinear polarization P (3)(r⃗,t) induced by the light field. The existence of three
light matter interactions implies that the emitted signal is determined by three temporal
variables: the time interval between interaction 1 and 2, the interval between interaction
2 and 3, and the time variable describing the evolution of the emitted signal itself.
Consequently, third-order techniques are capable of inducing signals that depend on
three independent variables. In contrast, for example in transient absorption (see Sect.
3.4), the signal is measured only as a function of two variables, namely the pump–
probe delay T and the emission wavelength λ. This means that a simple pump–probe
experiment is not capable of capturing the complete third-order response but only a
subset of it.
Characterizing the complete third-order response as done in two-dimensional spec-

troscopy requires that the three interaction times are adjustable independently from
each other. This is done by employing three laser pulses interacting with the system at
interaction times τ1, τ2, and τ3 followed by the emitted signal at the emission time τs,
as illustrated in Fig. 3.12(a).
On the basis of time-dependent perturbation theory combined with the quantum me-

chanical density matrix formalism [205, 206] the third-order polarization is given by

P (3)(r⃗,t) =
∞∫
0

dt3

∞∫
0

dt2

∞∫
0

dt1R
(3)(t3,t2,t1)E(r⃗,t− t3)E(r⃗,t− t3 − t2)E(r⃗,t− t3 − t2 − t1) (3.22)

where R(3)(t3,t2,t1) is the real-valued third-order nonlinear response function in time
domain containing all information about the system responding to an external field E

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



62 Experimental Techniques

time

Tτ

τ
1
, k

1
τ

2
, k

2
τ

3
, k

3
τ

S
, k

s
τ

LO

signal local oscillator

0

00

ρ
00

( )
ρ

01

00

0

( )
0

ρ
110

0

( )
0

0ρ
10

0

( )
coherence population coherencepopulation

a

b

c

ω
2

ω
1

ω
pump

ω
p

ro
b

e

ω
1

ω
2

hom
og. LW

in
hom

og. L
W

coupling

t

probepump

photon

echo

Figure 3.12 | Basic principle of coherent two-dimensional spectroscopy. (a) Three
laser pulses with wave vectors k⃗1, k⃗2, and k⃗3, separated by coherence time τ and waiting
time T are used to interact with the sample. The first two pulses may be considered as the
pump sequence while the third pulse acts as a probe. The signal is emitted at time t after
the third pulse in the phase-matched direction k⃗s. (b) Exemplary temporal evolution of the
density matrix of a two-level system during the laser pulse sequence. The first interaction
creates a coherence between ground and excited state while the second pulse after time τ
projects the coherence to a population either in the ground or in the excited state. A third
interaction induces another coherence. A photon echo is emitted after the detection time t.
It has to be noted that in reality only a small number of molecules interacts with the light
field while the major part of molecules remains in the ground state (matrix entry 00). (c)
Illustration of a possible two-dimensional spectrum of a multilevel system consisting of two
diagonal contributions with ωpump = ωprobe for the two states absorbing at ω1 and ω2 and a
cross peak indicating coupling between these two states at ωpump = ω2 and ωprobe = ω1. The
peak width along the diagonal is given by the inhomogeneous linewidth while the peak width
along the anti-diagonal reflects the homogeneous linewidth.

after three light–matter interactions. The variables of integration in Eq. (3.22) are the
relative time intervals between successive interactions, i.e., t1 = τ2− τ1, t2 = τ3− τ2, and
t3 = τs − τ2. For reasons of causality the response function is non-zero only for t3, t2,
and t1 > 0.

In two-dimensional spectroscopy three laser beams with wave vectors k⃗1, k⃗2, and k⃗3
irradiate the sample while a fourth one with the wave vector k⃗s is emitted by the sam-
ple which is the reason why this technique is assigned to the class of four-wave mixing
(FWM) experiments. The direction of the emitted signal field is (as in all FWM pro-
cesses) determined by the phase-matching condition. The signal emitted in the direction

k⃗s = −k⃗1+ k⃗2+ k⃗3 is called the rephasing part, while the role of the first two interactions
is switched for the non-rephasing part emitted in the direction k⃗s = k⃗1 − k⃗2 + k⃗3.

In the context of two-dimensional spectroscopy and assuming that the pulse envelopes
can be approximated by δ-functions, the time interval between interaction 1 and 2 is
called coherence time τ = t1, while the interval between the second and third interaction
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is referred to as the population or waiting time T = t2 in accordance with the pump–
probe delay in conventional pump–probe spectroscopy. The signal detection time is
t = t3 = τs assuming that the absolute time origin is at τ3 = 0.
Different experimental methods have been introduced to characterize the emitted sig-

nal. In heterodyned 2D spectroscopy a fourth laser pulse – the local oscillator (LO) –
propagates in the signal direction as a reference beam at time tLO and the signal is
characterized in amplitude and phase using the technique of spectral interferometry
[208, 209]. The use of a fourth pulse can be circumvented using specific beam geome-
tries as will be explained in Sect. 4.4.2.
An intuitive description of nonlinear spectroscopy techniques is obtained with the

density matrix representation. The density matrix ρ of a quantum system with several
states describes the probability of the system to be found in one of these states. The
possible time evolution of a (2 × 2)-density matrix of a two-level system (ground state
0 and excited state 1) during the 2D pulse sequence is given in Fig. 3.12(b). In the
beginning, the system is in the ground state (ρ00). This condition is called a population.
Each light–matter interaction results in a step in the density matrix either in vertical or
horizontal direction. The first light–matter interaction leads to the coherent superposi-
tion of ground and excited state, the system is thus prepared in a coherence (either ρ01
or ρ10) in which it evolves during the coherence time τ . The second interaction projects
the coherence back to a population in the ground (ρ00) or in the excited state (ρ11). Af-
ter the population time T , the third laser pulse induces a second coherence which leads
to the emission of the signal in terms of a photon echo in the phase-matched direction
k⃗s. The reason for the echo is the phase inversion between the two coherence times
resulting in a constructive interference of all individual polarizations of the molecules
at time τs. All typical signal contributions that can be observed in transient absorption
spectroscopy like GSB, SE, and ESA can also be resolved with coherent two-dimensional
spectroscopy and can be described with the density matrix representation where they
correspond to different quantum pathways.
In order to extract the two-dimensional spectrum, a Fourier-transform of P (3)(τ,T,t)

with respect to τ and t has to be performed for each population time T resulting in the
frequency axes ωτ = ωpump and ωt = ωprobe. However, in most experimental implementa-
tions the signal field Es is detected spectrally resolved with a spectrometer as a function
of ωt and the second Fourier transform is not necessary. It can be shown that this signal
field is connected to the third-order polarization under ideal conditions via

Es(τ,T,ωt) ∝
iωt

n(ωt)
P (3)(τ,T,ωt) (3.23)

where n(ωt) is the linear refractive index of the sample [202]. A Fourier transformation
along the coherence time then leads to the desired two-dimensional spectrum

S2D(ωτ ,T,ωt) =

∞∫
−∞

Es(τ,T,ωt)

ωτ

eiωτ τdτ (3.24)

where the frequency dependence of the refractive index is neglected. The two-dimensional
spectrum S2D(ωτ ,T,ωt) is in general a complex-valued quantity which is why it can be
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separated into its real part – the absorptive contribution – and imaginary part – the
refractive contribution. It should also be noted that the two-dimensional spectrum only
covers the frequency range provided by the used laser pulses. If pulse 3 (the probe)
covers a broader spectral range than pulses 1 and 2 (the pump), this will also be the
case for the exploitable range of the ωt-axis of S2D(ωτ ,T,ωt).
Figure 3.12(c) displays an exemplary cartoon-like two-dimensional spectrum illustrat-

ing typical signal contributions of a system with several energy levels. Emission of the
two levels absorbing at frequencies ω1 and ω2 leads to the two diagonal contributions
(blue ellipses) with ωpump = ωprobe. A coupling between the two states results in a
cross-peak at off-diagonal regions (blue circle) at the excitation frequency ωpump = ω2

whereas the emission frequency is ωprobe = ω1, which would not be observable with
transient absorption spectroscopy where only the integral over ωpump is measured. Sig-
nals arising from excited-state absorption (red ellipses) might also be detected. Another
benefit of two-dimensional spectroscopy is that homogeneous and inhomogeneous contri-
butions can be separated. The peak width along the diagonal reflects the inhomogeneous
linewidth while the peak width along the anti-diagonal is connected to the homogeneous
linewidth.

3.5.3 Beam Geometries for 2D Spectroscopy

Since the first experimental implementation of femtosecond two-dimensional spectrosco-
py, a large variety of different methods has been introduced to perform such experiments,
each of them possessing certain advantages over other approaches. All methods have in
common that at least three light-matter interactions lead to the detection of a signal
from which a spectrum extending over two frequency dimensions is extracted. However,
not all methods provide this signal background-free and therefore specific procedures
may be necessary to extract the desired contributions resulting from the interaction
with all involved pulses. Furthermore, phase-stability is required between interaction 1
and 2 and between pulse 3 and the local oscillator. An overview over the principles of
the four most common methods for collecting 2D spectra is presented in Fig. 3.13.
One possible method is to use an entirely collinear sequence of laser pulses [Fig. 3.13(a)].

The fully collinear arrangement impairs the detection of a photon echo which is emit-
ted in the direction of the incoming beams. For this reason typically four pulses are
employed that create a second population and consequently an incoherent signal such as
fluorescence [210, 211] or photoelectrons [212, 213] is detected. The signal is measured
in time domain as a function of τ and t and a two-dimensional Fourier transform along
these variables is used to generate the 2D spectrum.
One of the most popular methods is the fully non-collinear box geometry, de-

picted in Fig. 3.13(b), which has been successfully implemented for electronic 2D spec-
troscopy [14, 15, 202–204] as well as in 2D-IR [200, 214]. Four laser pulses are used
propagating at different angles. The photon echo is emitted spatially separated from
the incoming beams in the phase-matching direction and heterodyned with a local os-
cillator. The signal is usually detected with a spectrometer and the 2D spectrum is
obtained via a single Fourier transform along τ . This scheme is on the one hand very
sensitive due to the background-free signal detection. On the other hand, this technique
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Figure 3.13 | Different possible methods and beam geometries for two-dimensional
spectroscopy experiments. (a) In the completely collinear arrangement with four pulses
travelling along a common path an incoherent signal such as fluorescence is detected orthogonal
to the direction of the laser beam. (b) In the box geometry the four pulses propagate at different
angles and the signal is emitted spatially separated from the incoming beams in the phase-
matching direction. A local oscillator is used to characterize the signal in amplitude and phase.
(c) In the pump–probe geometry a pump pulse is split into a double-pulse sequence with time
delay τ either with a pulse shaper or an interferometer. The probe beam gives rise to the third
interaction and serves as the local oscillator at the same time. The signal is automatically
phase matched. (d) In the hole-burning approach the center wavelength of a narrowband
pump pulse, created for example with an etalon, is scanned, generating a two-dimensional
spectrum directly in frequency domain at the expense of a decreased temporal and spectral
resolution [216–218].

intrinsically provides the real and imaginary part of the spectrum and the rephasing
and nonrephasing contributions are separable through proper pulse ordering. Despite
these advantages, the use of four different beams makes this approach very sensitive to
mechanical perturbations and the spatial position of all four beams has to be adjusted
carefully such that they overlap at the sample position. Another downside is the uncer-
tainty in the pulse timings and relative phases which necessitates an elaborate phasing
procedure [202, 215].

The method employed in this work is shown in Fig. 3.13(c). In this arrangement
a partly collinear pump–probe geometry, consisting of two separated beams is
employed and the pump pulse is split up into a double pulse sequence separated by
coherence time τ . The signal is detected just as in transient absorption spectroscopy in
frequency domain with a spectrometer and the ωpump-axis is generated by measuring the
signal as a function of τ . The real part of the Fourier transform along τ yields the purely
absorptive 2D spectrum. This possibility was first discussed theoretically by Gallagher
Faeder and Jonas in 1999 [219] and has later been implemented for 2D-IR [216, 218, 220],
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in the near-IR [217], in the visible [8, 24, 221, 222], and even for 2D experiments in the
ultraviolet spectral region [223, 224]. The pump–probe geometry has several major
advantages over all other methods: first, just one single modification is required to
convert a pump–probe setup into a two-dimensional spectrometer, which is a device
that is capable of splitting up a single pulse into a phase-locked double pulse sequence.
Second, a pulse shaper has turned out to be best suited for this task as it permits the
generation of common path and thus intrinsically phase-stable pulse sequences. For this
reason interferometric stability is not an issue if a pulse shaper is used to create pulses
1 and 2. Third, the probe beam serves both as pulse 3 and as the local oscillator (with
tLO = 0), which makes the phasing procedure necessary in the box geometry redundant.
Fourth, the use of a pulse shaper also allows the manipulation of the carrier phases of
pulses 1 and 2 which opens up a multitude of new options such as the mitigation of the
Nyquist limit and signal-to-noise improvements by making use of the so-called rotating
frame or of phase-cycling schemes to extract different contributions while at the same
time undesirable scattering can be suppressed [210, 218, 225, 226]. In this way purely
absorptive and inherently properly phased 2D spectra can be collected in a very simple
fashion. The pump–probe geometry hence represents the best compromise between
intricacy and simplicity as it provides an experimentally easy implementation of coherent
2D spectroscopy with the highest achievable time and frequency resolution while the
complexity of the measurement procedure and the amount of data post-processing is kept
to a minimum. A detailed description of the experimental implementation of coherent
electronic 2D spectroscopy in the pump–probe geometry with a femtosecond pulse shaper
is given in Sect. 4.4.2 of this work.
Also methods that are not based on explicit Fourier transformations have been imple-

mented. In the so-called hole burning approach [Fig. 3.13(d)], primarily established
for 2D-IR spectroscopy [199, 227], a spectrally narrow pump beam is created, for example
with the use of an etalon. To ensure spectral selectivity, the spectral bandwidth of the
pump has to be smaller than the homogeneous linewidth of the investigated sample. The
2D spectrum is measured by scanning the center wavelength of the pump pulse. Since
spectral narrowing with an etalon results in pulses with durations in the picosecond
regime and an exponential-like pulse envelope, the time and pump-frequency resolution
is substantially reduced in this approach [228]. The hole-burning technique is certainly
the most facile method to implement because only two laser pulses are used without any
need for interferometric stability making it a very simple, robust, and reliable option for
collecting 2D spectra.
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4 Exposing Reactive Modes in
Ultrafast Photochemistry by
Third-Order Three-Dimensional
Electronic Spectroscopy

Elucidating the nature of a chemical reaction on its fundamental time scale with all
its microscopic aspects requires ultrafast temporal resolution. In this chapter, it is
demonstrated that third-order time-resolved spectroscopy techniques can be exploited
for clearing up a highly-complex photochemical reaction that includes multiple reaction
paths with a large variety of rate constants. As a model reaction, the cis–trans photoi-
somerization of a merocyanine isomer is investigated. In order to resolve the dynamics
associated with the photoreaction itself a third-order three-dimensional electronic spec-
troscopy technique is implemented. Such a technique is applied here for the first time
to analyze a chemical reaction network. It is demonstrated that this novel approach is
capable of uncovering partly concealed reaction products which would not be possible
with conventional third-order techniques like transient absorption or even coherent 2D
spectroscopy.
This chapter is organized as follows: The spiropyran/merocyanine photosystem is

briefly introduced in Sect. 4.1. Then broadband femtosecond transient absorption data
of the model system is discussed and analyzed in detail in Sect. 4.2. On this basis a
reaction scheme of the investigated system is inferred in Sect. 4.3. The experimental
implementation of 2D spectroscopy in the pump–probe geometry and the 2D spectra of
6-nitro BIPS are explained in Sect. 4.4. The third-order three-dimensional spectrum is
subject of Sect. 4.5 and parts of the results of quantum chemical calculations performed
by our collaborators in the theoretical chemistry group of Prof. B. Engels are presented
in Sect. 4.6.
Parts of this chapter have been submitted for publication in Ref. [2] or already been

published in Ref. [4], as detailed in the table on page v.

4.1 The Spiropyran–Merocyanine Photosystem

Two slightly different representatives of the spiropyran/merocyanine family are explored
in this thesis. Spiropyrans are photochromic compounds that can exist in two different
molecular configurations with differing colors which are (partly) interconvertible by light
irradiation [229–231]. The compounds investigated in this work are nitro-substituted in-
dolinobenzopyrans. The spiropyran form (SP) consists of two perpendicular heterocyclic
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Figure 4.1 | The photochromic spiropyran/merocyanine compounds investigated
in this thesis. While for both compounds the ring-opening reaction from SP to MC can be
induced by absorption of a UV photon, the photoinduced ring-closure reaction by illumination
of visible light is only possible for 6,8-dinitro BIPS (X = NO2) while for 6-nitro BIPS (X = H)
the ring-closure reaction proceeds exclusively thermally.

ring systems – a pyran moiety and an indole moiety – linked by a single spiro carbon
atom. Due to the orthogonality of the two ring systems, their π−systems do not interact
and, as a result, the spiropyran electronic absorption is located in the ultraviolet spectral
region. Upon UV light irradiation the SP form undergoes an electrocyclic ring-opening
reaction to the merocyanine form (MC), which exhibits an extended conjugation be-
cause the two ring systems form a planar structure. Consequently, the ring-open MC
form possesses an electronic absorption band in the visible. In some cases several MC
isomers can be formed, as will be discussed in more detail in Sect. 4.1.1. The ring closure
reaction proceeds either thermally [229, 232] or photochemically [233–237] depending on
the substituents of the SP/MC systems and the solvent. The two molecular structures
relevant for this thesis are illustrated in Fig. 4.1. The spiropyran compound with a
single nitro substituent (X = H), 6-nitro-1’,3’,3’-trimethylspiro[2H -1-benzopyran-2,2’-
indoline], commonly referred to as 6-nitro BIPS, is studied in this chapter, while the
photochemistry of 6,8-dinitro BIPS (X = NO2) is analyzed in Chap. 5.
The photochromic properties of spiropyrans allow numerous potential applications in

the fields of molecular electronics, material sciences, and biology, such as optical storage
[238], surface coatings [239], or DNA photoswitching [240].

4.1.1 Isomerism of the Merocyanine Form

Already in the 1960s it was conjectured that, due to different configurations of the
polymethine chain, the open-ring merocyanine might form different stereoisomers [241].
The methine bridge of 6-nitro BIPS is characterized by three dihedral angles α, β, and
γ of the three adjacent C–C bonds [upper left corner of Fig. 4.2]. While the cis (C)
configuration corresponds to an angle of 0◦, the trans (T) configuration is characterized
by a dihedral angle of 180◦. Consequently, in principle 23 = 8 possible MC isomers may
be formed, which are located at the corners of an isomer cube in the three-dimensional
space spanned by the three dihedral angles [242, 243], as depicted in Fig. 4.2. From
the corresponding molecular structures, also shown in Fig. 4.2, it can be inferred that

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



4.1 The Spiropyran–Merocyanine Photosystem 69

TCC

ON

NO2

+N –

β

α
γ

β [°]

α [°]

γ [°]

0

90
180

0

90

180
0

90

180

TTC (23.8 kJ/mol)

TTT (30.6 kJ/mol)

CTT   (35.9 kJ/mol)
CTC  (32.9 kJ/mol)

CCT

TCT

CCC

ol)

0

0

180
0

18181818181818181818181818181818181818181818180000000000000000000000000000

CTT (35.9 kJ/mol
mol)

TTC (23.8 kJ/mol

SP

Figure 4.2 | Isomerism of the merocyanine form of 6-nitro BIPS. The structure of
the polymethine chain is determined by the three dihedral angles α, β, and γ that describe
the cis (0◦) or trans (180◦) configuration of the three C–C bonds. In a three-dimensional
space spanned by the three dihedral angles all 23 = 8 resulting stereoisomers are located at
the corners of an isomer cube [242, 243]. Isomers with a cis configurations in the central C–C
bond are less stable due to steric hindrance, as can be inferred from the depicted molecular
structures. The most stable isomer is TTC followed by TTT, CTC, and CTT. Depicted relative
isomer energies are scaled to the SP energy and taken from Ref. [246].

isomers with a cis configuration in the central C–C bond (CCC, CCT, TCT, TCC)
are not stable due to steric hindrance between the methyl groups of the indol moiety
and the ring system where the nitro group is attached. Calculation and experimental
data published in the literature have shown that the most stable MC configuration is
the TTC isomer, followed by TTT, CTC, and CTT (relative energies scaled to the SP
energy are given in Fig. 4.2) [242, 244–247]. The reason why the trans configuration of
α as in TTC and TTT is favored over the cis structure of CTC and CTT is that for
α = 0◦ the distance between the in-plane methyl group and the hydrogen atoms of the
methine chain is shorter, resulting in a slight deformation of the molecular backbone
due to steric strain [246].
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Figure 4.3 | Absorption spectrum of 6-nitro BIPS in acetonitrile. Without UV illu-
mination (dark blue area) the spiropyran form dominates in solution exhibiting a pronounced
absorption in the UV around 340 nm and a second band below 300 nm (not shown). Upon UV
illumination (gray area), the merocyanine is formed as is evidenced by its strong absorption
in the visible spectral range centered at 560 nm. Three different excitation wavelengths of
510 nm (blue), 560 nm (green), and 630 nm (red) are used for the transient absorption studies
discussed in Sect. 4.2. Figure adapted from Ref. [2].

4.1.2 Steady-State Properties of Ring-Open 6-nitro BIPS

The steady-state absorption spectrum of commercially available 6-nitro BIPS (ABCR
GmbH, Karlsruhe) dissolved in acetonitrile measured with a Jasco V-670 UV-Vis spec-
trometer is shown in Fig. 4.3 (dark blue shaded area). For 6-nitro BIPS, the ring-closed
spiropyran form is dominant in solution, which possesses its main absorption bands in
the UV spectral region around 340 nm and below 300 nm (not shown in Fig. 4.3). In
order to increase the ratio of ring-open merocyanine molecules the solution is illuminated
with UV light-emitting diodes at 365 nm (LZ100U600, LED Engin, San Jose, USA).
The formation of the merocyanine is accompanied by the emergence of a broad absorp-
tion band in the visible centered around 560 nm (gray shaded area). The absorbance
increase after UV illumination in the range below 430 nm indicates that the merocyanine
form also exhibits absorption bands in the UV region with a slightly higher extinction
coefficient than the spiropyran form.

While on the basis of the steady-state absorption spectrum no indication of multiple
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Figure 4.4 | Fluorescence spectrum of 6-nitro BIPS in acetonitrile under continuous
UV illumination as a function of the excitation wavenumber. The existence of two
ring-open isomers is proven by the observation of two distinct and separated fluorescence peaks
that are assigned to the TTC and TTT isomers as labeled. Contributions on the diagonal
originating from stray light have been masked. Figure adapted from Ref. [4].

ring-open conformers is found, the emission spectrum clearly evidences the existence of
different MC isomers with slightly differing absorption and emission properties. The
fluorescence spectrum of 6-nitro BIPS in acetonitrile under continuous UV illumination
of the sample reservoir is shown in Fig. 4.4 as a function of the excitation wavenumber.
Two clearly separated and distinct emission maxima are observed. One of the peaks
is assigned to the TTC isomer peaking at an excitation wavelength of 550 nm with a
central emission wavelength of 618 nm. The second peak is attributed to TTT isomers,
whose absorption (around 600 nm) is red-shifted with respect to TTC and with an
emission wavelength of about 630 nm. Since the MC steady-state absorption spectrum
has its maximum around 560 nm, we can conclude that the TTC isomer is dominant
in solution assuming comparable extinction coefficients for both isomers. However, the
excitation–emission spectrum shows two contributions of almost the same magnitude
indicating that the fluorescence quantum yield of TTT is considerably higher than that
of TTC which in turn might indicate a longer excited-state lifetime of the TTT isomer.

4.1.3 Current State of research

6-nitro BIPS has been object of numerous experimental and theoretical studies and is
probably one of the most popular compounds of the BIPS family. Since the discovery of
the photochromic properties of spiropyrans by Hirshberg and coworkers in the 1950s [248,
249], a vast amount of scientific studies about their structures, as well as photochromic
and thermochromic properties, has been reported. In the 1990s, first subpicosecond
transient absorption measurements were conducted on the photoinduced ring-opening
reaction of 6-nitro BIPS, from which it was concluded that the SP form is formed with
a rise time of about 20 ps [243] and a biexponential behavior of the characteristic bands
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was attributed to the emergence of two different MC isomers [250, 251].

In contrast to other SP/MC systems where the MC is the more stable form – as for
instance for the related 6,8-dinitro BIPS [5, 8, 235, 236] which will be discussed in Chap.
5 – the photochemical properties of the 6-nitro BIPS MC remained almost unexplored.
For 6-nitro BIPS, the MC/SP equilibrium distribution depends on the polarity of the
solvent and is below 10 % for most solvents [252]. Therefore, the sample has to be con-
tinuously irradiated with UV light before any kind of experiment on the ring-open form
may be performed. The results of nanosecond laser photolysis experiments published
by Görner et al. suggested that another MC isomer may be formed after S1 excitation
of the TTC isomer with a pronounced solvent-dependent quantum yield (< 10 % in
ethanol, about 90 % in toluene) and a thermal lifetime of several tens of microseconds
[252, 253]. Wohl and Kuciauskas employed single-channel femtosecond transient absorp-
tion spectroscopy to investigate the excited-state dynamics of the MC form in toluene
solution [254]. They identified different photoisomerization channels that were assigned
to the TTC→CTC or TTC→CTT reactions while the emerging signatures after TTT
excitation were ascribed to the formation of TTC and CTC/CTT.

Various studies published in the literature explored this class of compounds from a
theoretical point of view by means of quantum chemical calculations. Density functional
theory was used by several groups to determine the geometries and ground-state energies
of spiropyran and its merocyanine isomers. Futami et al. [246] and Cottone et al. [255]
calculated the vibrational frequencies while other groups focused on the ring-opening
pathways and associated activation energies, suggesting that the ring-opening reaction
probably proceeds over several reaction intermediates involving a cisoid structure and
the CTC isomer before mainly TTC is formed [247, 256]. Considerably fewer quantum
chemical studies about interconversion processes between different MC isomers were con-
ducted, mostly using simplified model merocyanines. Baraldi and coworkers for example
analyzed the energy profiles as a function of various dihedral angles of polymethineme-
rocyanines [257] and Cottone et al. calculated the thermal isomerization barrier between
TTC and TTT of 8-Br-6-nitro BIPS [258]. Sanchez-Lozano et al. found several S1-S0

conical intersections in a highly simplified model of the BIPS molecule [259]. In a very
recent publication the authors report the existence of a conical intersection connecting
the first excited singlet state of TTC with the TTT ground state in 6,8-dinitro BIPS
[260] which is, however, contrary to experimental results for the same system by our
group (see also Chap. 5) [235, 236].

Since many aspects of the photochemistry of the MC form of 6-nitro BIPS are still
unclear, and several states are expected to contribute to the relaxation processes, this
system represents a promising model compound to test the potential of novel and inno-
vative time-resolved techniques. In a first step, transient absorption measurements were
conducted in order to identify the dominant pathways after photoexcitation together
with the associated lifetimes and quantum yields. Moreover, evidences of isomeriza-
tion processes among different MC isomers are also obtained with transient absorption
measurements which can be investigated in much more detail by means of third-order
multidimensional spectroscopy.
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4.2 Femtosecond Transient Absorption Spectroscopy

4.2.1 Dynamics After Excitation at Various Wavelengths

The transient absorption data as a function of pump–probe delay T and probe wave-
length λ of the MC form of 6-nitro BIPS in acetonitrile is shown in Fig. 4.5 for three
different central pump wavelengths [261]. The excitation laser spectrum was adjusted
to the blue edge (510 nm, blue line in Fig. 4.3), to the maximum (560 nm, green), and
the red-edge (630 nm, red) of the steady-state absorption spectrum of the MC form in
order to excite a variable isomer ratio. In the depicted ∆OD map positive changes of
absorbance (e.g., ESA, PA) are indicated by red and yellow colors, while bluish colors
denote a pump induced decrease of absorbance (e.g., GSB, SE).

Fig. 4.5(a) shows the transient absorption data after excitation at 510 nm, in which
case the TTC isomer is predominantly excited. The ground-state bleach around 560 nm
emerges quasi instantaneously after excitation. Below 500 nm a positive signal arises,
assigned to excited-state absorption peaking around 460 nm. Above 600 nm stimulated
emission is observed, centered around 650 nm for longer pump–probe delays. A rise time
for both SE and ESA signals on a subpicosecond time scale is evident. As indicated in
Fig. 4.5(a) (white arrows), both bands feature a pronounced spectral shift during the first
picosecond (blue-shift of ESA contributions, red-shift of SE), probably due to vibrational
cooling of the excited-state population. SE and ESA signals decay on a time scale of tens
of picoseconds and practically disappear after about 100 ps whereas in the GSB region
a constant negative signal persists for more than 2 ns. A similarly long-lived positive
feature, centered around 600 nm and red-shifted to the TTC bleach, emerges after about
50 ps. This signal can be assigned to a photoproduct absorption and is attributed to a
TTT isomer formation. This assignment is made here purely on the spectral position
of the PA band around 600 nm, which agrees very well with the excitation wavelength
of the TTT fluorescence peak in Fig. 4.4, but will be substantiated in the following.
Thus TTT isomers are formed after TTC photoexcitation, accounting for the remaining
TTC bleach caused by a decrease of the TTC concentration and an associated increase
of TTT concentration in the pumped sample volume.

By tuning the pump laser spectrum to 560 nm [Fig. 4.5(b)] also TTT isomers are
excited. In the measured data, all the signatures previously mentioned are again ob-
served and, due to the higher absorbance of the sample at these wavelengths, the total
signal magnitude is increased by a factor of 3 (see color bar on the right hand side).
The most prominent change with respect to the data shown in Fig. 4.5(a) is the slightly
less pronounced PA band, probably caused by the slightly reduced ratio of excited TTC
molecules.

It can be assumed that pumping at the red edge of the absorption spectrum [around
630 nm, Fig. 4.5(c)] results predominantly in TTT excitation. In this case several
prominent differences can be noticed if compared to the data of Figs. 4.5(a) and (b).
Firstly, all three bands – ESA, GSB, and SE – are slightly red-shifted from those after
blue-edge excitation. While the maximum of the ESA contributions differs only by
a few nanometers, being now at 470 nm, GSB and SE are considerably red-shifted
(595 nm and 660 nm, respectively). This is in good agreement with the fluorescence
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Figure 4.5 | Transient absorption maps of the merocyanine form of 6-nitro BIPS
dissolved in acetonitrile. Various excitation wavelengths of (a) 510 nm, (b) 560 nm and (c)
630 nm were employed. Positive changes in absorption are indicated by yellow and red colors,
negative contributions by bluish ones. Note that the time axis is plotted linear in the range
−0.2 < T < 1 ps and logarithmic from there on. The data was corrected for probe chirp (see
Sect. 3.4.3) only for visualization purposes. Figure adapted from Ref. [2].
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data in Fig. 4.4. Secondly, the observed decay times are clearly longer than after TTC
excitation, indicating a longer excited-state lifetime of the TTT isomer. Thirdly, all
signal contributions decay to zero after several hundreds of picoseconds and no PA
band is observed, evidencing that all excited TTT isomers return to the TTT ground
state without forming any long-living intermediates or photoproducts. Therefore, while
TTC→TTT isomerization can be photoinduced, signatures of the reverse process do not
appear in our data.

4.2.2 Global Data Analysis

In order to extract a comprehensive picture of the relaxation of all involved species and
the corresponding spectral signatures and lifetimes, each data set was modelled with a
global multiexponential fit as described in Sect. 3.4.2. To completely describe the tem-
poral behavior of the data over the monitored spectral range, five rate constants were
necessary. In order to model the constant contributions related to the photoproduct for-
mation one of the time constants was fixed to τ = ∞. The remaining four contributions
can be described by time constants of (100 ± 30) fs, (1.2 ± 0.2) ps, (35 ± 4) ps, and
(160± 40) ps. The associated DADS for 560 nm excitation are shown in Fig. 4.6.
The 100 fs DADS (black) describes the second strongest component and exhibits

strong negative (460 and 580 nm) as well as positive (490 and above 630 nm) features
with distinct changes of sign in between. Such an antisymmetric derivative-like peak
shape typically describes the spectral shift of bands and is in our case associated with a
fast blue-shift of the ESA and a simultaneous red-shift of SE contributions. Based on this
observation and on the short time constant, we can conclude that this DADS describes
an ultrafast inertial motion of the created wave packet from the Franck–Condon point
of the S1 potential towards lower-energy regions of the PES. However, also fast solvent
reorganization processes could play a role on this time scale [262, 263].
The 1.2 ps component is considerably lower in amplitude but its spectral profile is

partly comparable to the 100 fs DADS, although slightly blue shifted in the ESA region
and slightly red-shifted in the SE band. For this reason, this DADS is assigned to
vibrational cooling which is associated with a characteristic Stokes shift of ESA and SE
signatures.
The dominating component of the global fit corresponds to a decay constant of 35 ps

(green) which is assigned to the S1 lifetime of the TTC isomer in good agreement with
the results of Wohl et al. for the same compound in toluene, who found a 36 ps decay
time after excitation at 490 nm [254]. The assignment to the S1 state of the TTC isomer
is based on the fact that this component possesses strong ESA (400–500 nm) and SE
(> 600 nm) signatures and a GSB band centered around 560 nm.
In analogy to the 35 ps component we can assign the 160 ps DADS (red) to the S1

lifetime of TTT with the GSB at 595 nm and SE around 660 nm as this spectral profile
is slightly red-shifted with respect to the TTC DADS (GSB at 560 nm, SE at 625nm).
Due to the lower equilibrium TTT concentration it is considerably lower in amplitude,
but very similar in shape to the 35 ps TTC component. Thus the excited-state lifetime
of the TTT isomer extends the TTC lifetime by a factor of 4.5 which nicely resembles
the observation of a higher fluorescence quantum yield for TTT (Fig. 4.4) which can
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Figure 4.6 | Results of the global fitting routine. Decay-associated difference spectrum
of the MC form of 6-nitro BIPS in acetonitrile after excitation with 560 nm pulses extracted by
a global fitting routine with four different time constants and a constant (τ = ∞) contribution.
Figure adapted from Ref. [2].

also be deduced from the SE/GSB ratio in the DADS profiles of the two isomers.

The constant τ = ∞ component (orange) resembles the remaining negative TTC
bleach around 557 nm and the corresponding TTT absorption band in the form of a
positive PA contribution centered at 600 nm. Since both signatures are located in the
region of the steady-state MC absorption ranging from 450 to 650 nm (see Fig. 4.3)
this DADS further confirms the observation of two unidirectionally interconvertible MC
isomers. Moreover, negative and positive contributions share almost the same absolute
amplitudes, which means that the spectrally integrated τ = ∞ signal almost vanishes.
Accordingly, provided that both isomers have roughly the same S0–S1 oscillator strength
(which will be discussed in more detail in Sect. 4.6), it can further be deduced that all
TTC molecules that do not return to the TTC ground state react to the TTT ground
state without the presence of loss channels as, for instance, triplet states or the ring-
closed SP form, which would result in a more pronounced TTC bleach. Thus, the
ring-closure reaction, as well as long-lived triplet states, can be excluded as dominant
reaction pathways for the two observed MC isomers, which is in strong contrast to other
compounds of the BIPS family.

From the constant remaining bleach and the PA signal it can be concluded that the
thermal back reaction from TTT to TTC does not take place within our experimentally
accessible time window of about 3 ns. Thus the isomerization barrier in the ground state
is too high to influence the isomer distribution in the ground state on a nanosecond time
scale, which is also in agreement with the studies of Görner et al., who found a thermal
lifetime of 16 µs for the TTT isomer in acetonitrile and estimated the activation energy
for the thermal back reaction to be 39 kJ/mol [252, 253].

The isolated TTC and TTT steady-state absorption spectra can be estimated with
the aid of the τ = ∞ DADS and the measured steady-state absorption spectrum of the
isomer mixture as described in the following. The isolated TTC absorption spectrum
is extracted by subtracting the τ = ∞ DADS, multiplied by a scaling factor, from
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Figure 4.7 | Change of the DADS spectra with the excitation wavelength. DADS of
the MC form of 6-nitro BIPS in acetonitrile are compared for different excitation wavelengths
of 510 nm (blue), 560 nm (green), and 630 nm (red) of the τ = 0.1 (a), 1.2 (b), 35 (c), and 160
ps (d) components. The inverse of the isolated isomer absorption spectra (TTC: dashed, TTT:
dotted) were estimated on the basis of the τ = ∞ component and the steady-state absorption
spectrum. All spectra are normalized at spectral regions where they exhibit similar spectral
profiles. Figure adapted from Ref. [2].

the measured MC absorption spectrum. The scaling factor accounts for the number
of excited molecules undergoing isomerization and is adjusted such that the resulting
absorption spectrum fits the inversed GSB profile of the 35 ps DADS. The procedure
for the TTT isomer is similar with the difference that in this case the measured MC
absorption spectrum is subtracted from the τ = ∞ DADS with another scaling factor
chosen in a way that the resulting spectrum fits the inverse GSB profile of the 160 ps
DADS. Assuming again the same S0–S1 oscillator strength for both isomers, the ratio of
the scaling factors then acts as an indicator for the equilibrium TTT:TTC isomer ratio
at room temperature which is found to be about 1:10.

As mentioned above, all data sets have been modelled with a global fit. The excitation-
wavelength dependence of the resulting DADS is illustrated in Fig. 4.7, comparing the
DADS profiles of (within the experimental accuracy) the same time constants for exci-
tation wavelengths of 510 nm (blue), 560 nm (green), and 630 nm (red). To facilitate
their comparison, all spectra were normalized to the amplitudes in regions where they
share a similar spectral profile.

The most pronounced variation with the excitation wavelength is found for the 100 fs
DADS shown in Fig. 4.7(a). While this component seems to play a role in both isomers,
it exhibits a substantially different spectral shape depending on the excitation wave-
length. Since this component is attributed to the primary photodynamics initiated at
the Franck–Condon region, it is very sensitive to the amount of excess energy transferred
to the system. A higher amount of excess energy leads to the creation of a wave packet
at higher energy regions of the PES. Hence, the ESA and SE bands are observed at
different spectral regions during the first 100 fs in comparison with excitation with a
lower amount of excess energy. The variation of the 100 fs DADS seems to resemble this
as, for instance, the positive peak at the blue edge of the ESA is most pronounced for
the data with 510 nm excitation, while after 630 nm excitation this feature is almost
absent. Moreover, the negative SE part of this component is considerably red-shifted
for 630 nm excitation (ca. 610 nm) compared to the case of excitation at 560 nm and

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



78 Exposing Reactive Modes by Three-Dimensional Electronic Spectroscopy

510 nm (ca. 590 nm).
We assigned the 1.2 ps DADS to vibrational cooling in the first-excited state. For this

component only minor spectral variations with the excitation wavelength are found as
shown in Fig. 4.7(b) indicating that vibrational cooling occurs for both isomers. The
most noticeable feature is the red-shift of the negative peak in the SE regions by roughly
20 nm, which is probably caused by the fact that the stimulated emission of the TTT
isomer is also red-shifted with respect to the TTC SE.
Only marginal variations of the spectral profile are found for the 35 ps component

[Fig. 4.7(c)], confirming that this spectrum has to be attributed to the vibrationally
relaxed S1 state of the TTC isomer. The assignment of this component to the TTC
isomer is also verified by the observation that its amplitude is substantially reduced with
respect to the amplitude of the 160 ps DADS when the sample is excited at 630 nm,
where mainly TTT absorbs. The inverse of the extracted TTC absorption spectrum is
shown in the same graph as a black dashed curve. It nicely reproduces the GSB part of
this DADS and overlaps with ESA signatures at shorter wavelengths and parts of the
SE at the red edge.
The 160 ps DADS is attributed to the emissive S1 state of the TTT isomer which is

why no substantial change of its spectral shape is expected. Nonetheless, as shown in
Fig. 4.7(d), a significant variation of this DADS is observed in the region between 500
and 600 nm. While upon 630 nm excitation a single GSB contribution around 600 nm
is observed, which matches the inverse of the estimated TTT absorption (black dotted
line), a second GSB band emerges at TTC wavelengths (black dashed line) when the
sample is excited at the blue edge of the MC absorption. It can be concluded that this
DADS resembles the spectral signatures of at least two different excited states that relax
with very similar time constants of about 160 ps and thus cannot be distinguished with
our analysis. From this observation it is inferred that after TTC excitation two different
radiative states – a dominant state with τ = 35 ps and a second one with τ = 160 –
might be reached, which are followed by emission of a photon and the relaxation to the
TTC ground state. In contrast, after TTT excitation all molecules return to the ground
state via the TTT S1 state with τ = 160 ps.

4.2.3 Isomerization Quantum Yield

The quantum yield of the photoinduced TTC→TTT isomerization is given by the ratio
of molecules that undergo cis-trans isomerization to the total amount of excited TTC
molecules (see also definition in Sect. 2.3.2). On the basis of our data, this quantity can
be determined by analyzing the quotient of the amplitude of the remaining TTC bleach
in the τ = ∞ DADS to the sum of all components containing the TTC bleach. Thus, the
three DADS characterized by τ =35 ps, 160 ps, and ∞ are included for the computation
of ΦTTC→TTT and a probe wavelength of λTTC

GSB = 540 nm is chosen. Accordingly, the
quantum yield is given for each data set by

ΦTTC→TTT =
DADS∞

(
λTTC
GSB

)
DADS35 ps (λTTC

GSB ) + DADS160 ps (λTTC
GSB ) + DADS∞ (λTTC

GSB )
. (4.1)

A major issue in this approach is the overlap of the TTC GSB with ESA contributions
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Figure 4.8 | Quantum yield of the TTC→TTT photoisomerization reaction as a
function of pump wavelength λpu calculated at a probe wavelength of λTTC

GSB =
540 nm. The horizontal error bars indicate the spectral FWHM of the pump laser spectra
while vertical error bars denote the maximum quantum yield variation in the probe wavelength
window of λTTC

GSB = (540 ± 10) nm used to determine the quantum yield using Eq. 4.1. The
estimated absorption spectra of the isolated isomers are shown in red for TTC and blue for
TTT. Figure adapted from Ref. [2].

at shorter wavelengths in the 35 ps and the 160 ps components and with the TTT PA and
SE bands above 560 nm. This results in a strong systematic variation of the calculated
quantum yield with the probe wavelength used to calculate it which means that these
values are subject to relatively large experimental uncertainty.

The quantum yield was calculated for six different excitation wavelengths between 510
and 630 nm, as shown in Fig. 4.8. The horizontal error bars represent the FWHM of the
employed pump pulses and therefore give a rough indication of the corresponding spectral
window associated with the specified value of the quantum yield. The vertical error bars
reflect the uncertainty due to the variation of Eq. 4.1 with the probe wavelength. This
error was calculated by taking the maximum deviation of the quantum yield within the
probe wavelength range of λTTC

GSB = (540± 10) nm.

The reaction quantum yield is virtually constant in the excitation wavelength regime
between 510 and 590 nm with a value of ΦTTC→TTT = (18 ± 4) %. For excitation
wavelengths above 600 nm, the quantum yield drops to values around 5 % around 610 nm
and finally to zero for 630 nm excitation. This likely indicates that the isomerization
proceeds over a small barrier in the first excited state of TTC. Consequently, a certain
amount of vibrational excess energy is required for the isomerization reaction. Once
enough excess energy is available for the reaction to occur, the quantum yield is almost
independent of the excitation energy, as observed for wavelengths below 590 nm. The
quantum yield of (18 ± 4) % is by a factor of 2 smaller than the value of about 40 %
estimated by Görner et al. for the same solvent [252]. However, their value of 90 % in
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Figure 4.9 | Single transients of 6-nitro BIPS. Selected single transients of the data shown
in Fig. 4.5 are shown together with the global fit (black dashed line) at a probe wavelength of
(a) 475 nm, (b) 600 nm, and (c) 660 nm for excitation wavelengths of 510 nm (blue), 560 nm
(green), and 630 nm (red). Note that the time axis is linear up to 2 ps and logarithmic from
there on. Figure adapted from Ref. [2].

toluene also differs substantially from the quantum yield of 10 % as derived by Wohl et
al. [254].

4.2.4 Analysis of Wave-Packet Dynamics

We now continue with the detailed analysis of the ultrafast primary photodynamics of
the MC form of 6-nitro BIPS. Coherent processes often play a dominant role in pho-
toreactions during the first hundreds of femtoseconds after photoexcitation leading to a
non-exponential behavior which cannot be modelled properly with a global multiexpo-
nential fitting routine.

Single transients at selected probe wavelengths for the ESA, GSB, and SE bands are
shown in Fig. 4.9 for the three different excitation wavelengths of 510 (blue), 560 (green),
and 630 nm (red) together with the global fit at these wavelengths (black dashed line).
The global fit reproduces the exponential decay in all spectral regions for delay times
larger than 2 ps very well. But for shorter pump–probe delays significant deviations
from a purely multiexponential decay become obvious.

In the ESA region at a probe wavelength of 475 nm [Fig. 4.9(a)] a short positive
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spike is observed between 50 and 150 fs after excitation, most pronounced at a pump
wavelength of 560 nm, which is not properly modelled by the global fit. This feature
is most probably caused by a coherent vibrational wave packet moving away from the
Franck–Condon region towards lower lying regions of the PES. During this movement
the wave packet passes this ESA probe window during a short period of time until
it reaches the bottom of the excited state potential from where ESA around 440 nm
occurs. Since after excitation with less amount of vibrational excess energy the excited-
state population is already formed in the lowest vibrational states of the potential, this
feature is not observed in the data set with 630 nm excitation.

Much more striking is the observation of pronounced oscillations observed in the GSB
region of the TTT isomer at a probe wavelength of 600 nm [Fig. 4.9(b)]. These oscilla-
tions are most pronounced after excitation at 560 and 510 nm and indicate the existence
of coherent vibrational motions. After a rise time of roughly 200 fs these oscillations
decay on a time scale between 1.5 and 2 ps with a major vibrational period of about
200 fs [inset of Fig. 4.9(b)]. The relative amplitude of the signal oscillations seems to be
slightly higher after 510 nm excitation. In contrast, no oscillations are observed in the
data set with 630 nm excitation wavelength where almost exclusively TTT molecules
are excited.

Similar oscillations are observed in the SE region at a probe wavelength of 660 nm
[Fig. 4.9(c)]. They are also most pronounced for shorter excitation wavelengths and
again vanish when the sample is excited in the red edge of the absorption band. The
oscillation period seems consistent with the period observed in the GSB band although
the oscillations are not as distinct in this probe region.

The coherent contributions of the data were extracted by taking the residuals of the
global fit for the data set with 560 nm excitation, as shown in Fig. 4.10(a), as a function
of pump–probe delay T and the probe wavelength λ. Signatures of a vibrational wave
packet are observed in various spectral ranges between 450 nm and above 700 nm.
The most distinct oscillations are observed around 600 nm, matching the maximum of
the TTT GSB band, and remain visible up to over 2.0 ps after excitation. A second
oscillating contribution emerges red-shifted above 630 nm. These oscillations are out
of phase with those observed around 600 nm with a distinct phase change of π around
630 nm. In the region of the TTC GSB the oscillations vanish while in the ESA region
oscillations are again observed with much lower amplitude than at 600nm but also with
a phase change of π at 460 nm.

To extract the involved vibrational frequencies, the data of Fig. 4.10(a) was Fourier
transformed along T in the range 0 < T < 2.5 ps. The absolute value of this data
is depicted in Fig. 4.10(b) as a function of the vibrational wavenumber and the probe
wavelength. We yield two major modes at ν =170 cm−1, reflecting a vibrational period
of about 190 fs, in the following referred to as the low-frequency mode (LFM), and at
360 cm−1, corresponding to a 90 fs oscillation period, referred to as the high-frequency
mode (HFM). Some low-frequency contributions below 100 cm−1 are also observed, which
are most probably caused by minor imperfections of the global fit. Both, the LFM and
the HFM, are most pronounced at the TTT GSB region at 600 nm and in the red-edge
of the SE band. For both modes minor contributions are also found in the ESA region.
The same analysis for 510 nm excitation yields practically the same vibrational modes

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



82 Exposing Reactive Modes by Three-Dimensional Electronic Spectroscopy
T

 [
p

s]

 

 

450 500 550 600 650 700
0

0.5

1.0

1.5

2.0

2.5

−6 −5 −4 −3 −2 −1 0 1 2 3 4

Fit residual [mOD]

W
a

v
e

n
u

m
b

e
r 

[c
m

-1
]

a b

λ [nm]λ [nm]

 

 

450 500 550 600 650 700
0

100

200

300

400

500

600

700

Fourier amplitude [arb. units]

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.00

low-frequency mode LFM

high-frequency mode HFM

Figure 4.10 | Coherent wave packet dynamics of the MC form of 6-nitro BIPS in
acetonitrile after 560 nm excitation analyzed on the basis of the global fit residuals.
(a) Fit residuals as a function of probe wavelength λ and the delay time T during the first
2.5 ps. Signatures of a coherent vibrational wave packet are clearly visible in the TTT GSB,
TTT SE as well as in the ESA region which are damped on a time scale of about 1.5 to 2.0 ps.
The data indicates a fixed phase relationship between oscillations around 600 nm and those in
the red edge of the SE above 650 nm. (b) Absolute values of the Fourier transformation of the
residuals along T as a function of λ. Figure adapted from Ref. [2].

with almost identical oscillation frequencies while after 630 nm excitation no signatures
of vibrational coherences are observed (data not shown), suggesting that the wave-packet
dynamics might be related to the observed cis-trans isomerization.
More insight is gained by considering slices through the Fourier transformed data map

of Fig. 4.10(b) along the probe wavelength. One such slice at ν =170 cm−1 is shown in
Fig. 4.11 depicting the normalized FFT amplitude (black line) and FFT phase (green
circles) as a function of the probe wavelength for the dominant LFM together with the
estimated TTT absorption spectrum (dashed blue line). The spectral location of the
maximum of the FFT amplitude coincides with the maximum of the TTT steady-state
absorption, suggesting that the observed wave-packet dynamics occur in the TTT region
of the PES. Minor contributions are again observed in the red edge of the SE band above
650 nm and in the ESA region centered around 470 nm. The Fourier phase reflects the
phase relationship between the oscillations at different probe wavelengths. It exhibits a
steep phase step of π at 630 nm at the minium of the FFT amplitude between the TTT
GSB and the red edge of the SE band. Another phase change of π is observed in the
ESA region where a double peak is also observed in the FFT amplitude. Furthermore,
by comparing the phase at ESA, GSB, and SE regions, it can be seen that the red part
of the ESA oscillations are in phase with the oscillations in the TTT GSB region while
the blue ESA parts oscillate in phase with contributions in the SE band. From this it
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can be concluded that the oscillations, which are observed over almost the entire probed
wavelength range, are most probably caused by one and the same wave packet located
in a region of the potential energy surface associated with the TTT isomer. In addition,
the fact that the observed oscillations are most pronounced when mainly TTC isomers
are excited (see Fig. 4.9) while exhibiting most dominant signature at TTT absorption
and emission wavelengths is a strong indicator that the observed coherent wave-packet
dynamics are connected to the TTC→TTT isomerization reaction.

The data of Figs. 4.10 and 4.11 contain typical signatures of a vibrational wave packet
oscillating periodically in a local minimum of one of the involved PESs. These oscillations
can be considered as periodic fluctuations of the spatial probability distribution of the
molecular wave function also causing periodic modulations of the transient absorption
signal. Whenever the wave packet is located at one of its reversal points at one side
of the potential the probe pulse interacts with an increased transient population at
those probe wavelengths where photoinduced transitions from this region of the PES
may occur resulting in an increased transient signal amplitude. At the same time the
transient signal at the probe window emanating from the opposite side of the minimum of
the PES is minimal because the amplitude of the molecular wave function is also minimal
there. The reason for this was already demonstrated in Fig. 2.16 in Sect. 2.3.3 for the
case of a harmonic potential illustrating that the wave packet is strongly localized at the
two turning points while in between, i.e, at the bottom of the potential, the wave packet
is strongly delocalized with respect to the spatial coordinate. In addition, signatures
from the two opposite reversal points should be out of phase with a phase difference
of π in between, as also observed in other molecular systems [131, 132]. Thus, both the
phase jump of π and the spectral profile of the amplitude of the oscillations proof that
the wave packet is probed in its entirety between the two turning points allowing us to
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nonambiguously assign the electronic state on which the wave packet propagates.
Since the wave-packet dynamics is observed solely in the course of the TTC→TTT iso-

merization, its signatures yield rich information about the isomerization process such as
its time scale, the reaction coordinate, involved electronic states, and the corresponding
molecular normal modes. Upon photoexcitation of the TTC isomer a vibrational wave
packet is prepared in a highly vibrationally excited configuration at the Franck–Condon
point. Afterwards, this wave packet propagates on the excited-state PES towards a
TTT-like configuration and two different scenarios of the photoisomerization are pos-
sible. On the one hand, the wave packet could reach a lower-lying region of the PES
followed by an ultrafast nonradiative transition, e.g., via a conical intersection, to an
elevated point of the electronic ground state from where the TTT ground-state config-
uration can be reached. This kind of ultrafast nonradiative mechanism was found in
many different classes of organic molecules such as retinal in rhodopsin [130, 132, 264]
and a large number of other compounds including cyanine dyes [265–270] and biomimetic
molecules [271] demonstrating the high efficiency of this mechanism in the context of iso-
merization reactions [272]. On the other hand, another possible scenario would be that
the vibrational wave packet propagates on the excited-state towards the excited-state
molecular configuration of the product and remains there until it undergoes a radiative
decay to the ground state of the product. This kind of process was found for example
in the photochemical interconversion of the photosensory protein phytochrome [273].
For both scenarios the wave packet may retain its vibrational coherence and oscillate

in a local minimum of the PES, either in the electronic ground or the excited state of
the TTT isomer. If the wave packet is located in the ground state of TTT, the TTT PA
band is modulated accordingly; if it remains in the excited state, periodic oscillations of
the stimulated emission or excited-state absorption signal occur. In both cases it can be
assumed that the molecule is still in a vibrationally hot state and thus GSB, SE, and
PA bands may strongly overlap.
In our case the profiles shown in Fig. 4.11 can be used to distinguish between the two

scenarios explained above [131, 132, 274–276] on the basis of the following considerations:

i) As evidenced in Figs. 4.9–4.11 signal oscillations are observed in the ESA region
(430-480 nm) as well as in spectral regions where SE is observed (> 650 nm). Since
these signals originate from population in the excited state it is very likely that the
wave packet is also located in one of the first excited states of the merocyanine.

ii) As already mentioned, the maximum of the signal oscillations typically occur at
the spectral regions associated with the two turning points of the wave packet
because there the wave packet is strongly localized. In the data presented here
maximal signal oscillations are observed at 600 nm and at 700 nm with a distinct
dip around 630 nm. This profile suggests that the wave packet is located in the first
excited singlet state of the TTT isomer as illustrated schematically in Fig. 4.12.
From the estimated isomer absorption spectrum it is known that the TTT ground
state absorption is maximal at 600 nm, corresponding to a transition from the
S0 minimum to an elevated point of the S1 potential. According to the above
arguments, vanishing oscillations would be observed there if the wave packet was
located in the ground state since at the minimum of the S0 potential it would
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Figure 4.12 | Signatures of a vibra-
tional wave packet oscillating in the
first excited singlet state of TTT upon
photoisomerization of excited TTC iso-
mers. In the SE bands maximum oscilla-
tion amplitudes are observed blue- and red-
shifted from the vibrationally relaxed SE
maximum around 600 and 700 nm (undu-
lated arrows) while at the bottom of the
potential the oscillation exhibits a mini-
mum and a phase step of π (dashed un-
dulated arrow). The same happens in the
ESA band with maximum amplitudes red-
and blue-shifted (straight arrows) from the
vibrationally relaxed ESA where again a
minimum and phase step of π is observed
(dashed straight arrow). Figure adapted
from Ref. [2].

be strongly delocalized and oscillations would be observed blue- and red-shifted
from the GSB band. However, for an S1 wave packet it seems very plausible
that the 600 nm transition corresponds to the inner turning point of the wave
packet while the outer turning point is reached red-shifted from the maximum of
the vibrationally relaxed SE band above 650 nm (undulated continuous arrows in
Fig. 4.12). The same two turning points are probed in the ESA region at 450 and
457 nm (straight continuous arrows). Consequently, minima of the oscillations are
located in between in regions where the wave packet is most delocalized, which
is typically near the maximum of the vibrationally relaxed S1 → S0 emission
and S1 → Sn absorption observed in our data at the dips at 630 and 462 nm,
respectively (dashed arrows).

iii) Since the two turning points oscillate out of phase a phase step of ∆Φ = π is
observed in between at the bottom of the potential. This is in line with the phase
jumps observed in the data of Fig. 4.11 at 630 and 462 nm, both matching the
locations of the minima of the oscillations. In addition, taking into account that
ESA and SE signals have opposite signs, it can be deduced from the Fourier phase
that red-edge ESA and red-edge SE signals oscillate in phase. Therefore, it can be
concluded that the minimum of the Sn potential is shifted in the same direction
with respect to the S1 state as the S1 state is shifted compared to the electronic
ground state, as also illustrated in Fig. 4.12.

All these considerations nonambiguously lead to the conclusion that the wave packet
is localized in the S1 state of the TTT isomer formed upon ultrafast isomerization of
photoexcited TTC isomers. The cis–trans isomerization occurs in the excited state
where vibrational coherence is preserved during the complete duration of the structural
rearrangements. It can further be stated that photoisomerization is accompanied by at
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least two independent molecular normal modes at 170 (LFM) and 360 cm−1 (HFM). It
can also be ruled out that the HFM is just the doubled frequency of the LFM which
would be observed at the bottom of the potential where the wave packet passes twice
per vibrational period [131, 277] since in this case its amplitude would also be maximal
at spectral regions where the bottom of the S1 potential is probed.

Recently, Kumar et al. reported very similar oscillating signatures in a closely related
spirooxazine compound. However, the authors did not attribute these features to vibra-
tional wave-packet motions in the excited state but to the non-adiabatic formation of a
hot ground state in the reactant [278].

4.3 Reaction Scheme

The reaction scheme illustrated in Fig. 4.13 summarizes the results of our femtosecond
transient absorption studies on the merocyanine form of 6-nitro BIPS dissolved in ace-
tonitrile. The scheme contains all observed lifetimes and states as obtained from the
global analysis of the time resolved data. Photoexcitation into the S1 state of both,
the TTC and the TTT isomer, is followed by very fast primary dynamics on the or-
der of 100 fs associated with the inertial motion of the wave packet away from the
Franck-Condon region and possibly fast solvent reorganization. Vibrational cooling in
the S1 state is observed for both isomers on a 1.2 ps decay component accompanied by
a pronounced spectral shift of ESA and SE bands. The TTC→TTT photoisomerization
pathway was identified with a quantum yield of about 18 % for excitation wavelengths
below 600 nm. Upon the isomerization process pronounced coherent oscillations caused
by a vibrational wave-packet with two independent modes at 170 cm−1 and 360 cm−1

were observed in the S1 state of the product. Since these oscillations rise on a time scale
of 100–200 fs it is concluded that isomerization happens on a similar time scale after
TTC excitation. The major part of excited TTC molecules not undergoing cis–trans
isomerization relaxes to the ground state under emission of a photon at a wavelength
of 625 nm with an excited-state lifetime of 35 ps. A small fraction of TTC molecules
reaches another minimum on the excited state potential, from which emission at 655 nm
with τ = 160 ps is observed. In contrast, all excited TTT molecules relax back to the
TTT ground state via emission of a photon with a wavelength of 655 nm and a charac-
teristic time constant of 160 ps. Thus, no reverse reaction pathway from TTT to TTC
was detected. Excited-state absorption occurs for both isomers at 458 nm (TTC) and
470 nm (TTT). No evidences for a photoinduced ring-closure reaction back to the SP
form of 6-nitro BIPS were found in the used solvent.

The discussed cis–trans photoisomerization demonstrates that vibrational coherence
induced into a reactive molecular species can be maintained during the reaction and
can in this way be transferred from the reactant to the product. Since the creation of
femtochemistry as a new area of research in the 1980s, there have been numerous exam-
ples published in the literature where coherent wave packets were observed in chemical
reactions, for instance on transition states in dissociation reactions of isolated molecules
in the gas phase [126, 127, 279–281], or in liquid phase dissociation reactions [282, 283].
Concerning more complex and larger reactive molecular species, coherent vibrational
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Figure 4.13 | Extracted reaction scheme of the MC form of 6-nitro BIPS dissolved
in acetonitrile. After excitation of TTC, most molecules return back to the TTC ground
state after emission of a photon with an S1 lifetime of about 35 ps. A second emissive state
might be reached by a much smaller ratio of excited TTC molecules with a lifetime of 160 ps.
About 18 % of excited TTC molecules undergo a cis–trans isomerization in the excited state
on a time scale below 200 fs accompanied by pronounced coherent wave-packet dynamics.
All excited TTT molecules return to their ground state by fluorescence with an S1 lifetime
of 160 ps. Vibrational cooling in the excited state, excited-state absorption, and stimulated
emission is observed for both isomers. Figure adapted from Ref. [2].

wave-packet dynamics were frequently detected in ultrafast cis–trans photoisomeriza-
tion reactions [132, 271, 284–291], as is the case in our studies. However, in most cases
the wave packet passes a conical intersection and is observed afterwards in the electronic
ground state of the product. In our case, there is no evidence of a conical intersection
and the wave packet is located on the excited state of the reaction product. In all cases
an ultrafast dissipation of excess energy, which was transferred to the system by the
photoexcitation, is necessary for the reaction to proceed. As stated by the so-called
loose bolt theory by Lewis and Calvin [292], energy dissipation in molecular systems will
be most efficient in the presence of vibrational degrees of freedom capable of ‘absorbing’
this excess energy, comparable with some loose bolts in the moving parts of a machine.
Thus, the fact that in many cases very pronounced wave-packet dynamics are observed
in the course of ultrafast isomerization reactions might be the result of the loose bolt
effect in which a strong coupling between the electronic transition and the vibrational
degrees of freedom exists. Consequently, the observed modes might not necessarily be
connected to the reaction coordinate itself but mainly serve as dissipative molecular
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modes allowing for an efficient non-radiative transition from the educt to the product.
However, the role of the normal modes in the observed isomerization reaction of 6-nitro
BIPS will be investigated and discussed in more detail in Sects. 4.5 and 4.6.

4.4 Coherent Two-Dimensional Electronic Spectroscopy

In the previous section an ultrafast photochemical interconversion between different me-
rocyanine isomers in solution was investigated with the help of femtosecond transient
absorption spectroscopy. The main challenge was the identification of the isolated sig-
natures of reactants, intermediates, and products. Though the PA band in the transient
data unambiguously proves the formation of TTT isomers after long pump–probe delay
times, no direct photochemical correlation between TTC and TTT is detectable in tran-
sient absorption. Moreover, as in many other cases, spectroscopic product bands overlap
with signals of the reactants or intermediate species, which further complicates the anal-
ysis of such photochemical reactions. A technological advancement to circumvent this
issue is coherent multidimensional electronic spectroscopy, where the correlation of a
system’s excitation and emission frequencies is measured and as a result features that
would overlap in transient absorption schemes can be separated. Though 2D electronic
spectroscopy was primarily implemented for studying photophysical coherent phenom-
ena, the principle of spreading the spectral signatures along several frequency axes makes
this technique an ideal candidate also for the investigation of photochemical reactions,
i.e., when the investigated system is permanently changed during the reaction.
As an extension of 2D spectroscopy, three-dimensional (3D) representations may pro-

vide an even more detailed picture. Coherent 3D spectroscopy has been introduced in
infrared spectroscopy [38–40] and has recently been transferred to electronic spectroscopy
for isolating excitonic coherences [41, 43], for liquid- and gas-phase model systems
[42, 45, 46], and for the analysis of coherent oscillations in photosynthetic light-harvesting
systems [44, 293]. Regarding these approaches, one has to differentiate between fifth-
order experiments [38–40, 45, 294–296] which allow for the observation of signals that
necessitate a higher nonlinearity (e.g., three-point frequency-fluctuation correlation func-
tions [38, 40]) and studies exploiting the third-order susceptibility [44, 46, 293, 297, 298],
as done in Sect. 4.5 to unravel a photochemical reaction.

4.4.1 Detection of Photochemical Exchange in Multidimensional
Electronic Spectroscopy

The principal idea of coherent multidimensional spectroscopy for photoreactive processes
as employed in the following sections is sketched in Fig. 4.14. We consider a fictitious
“photoreactive network” [Fig. 4.14(a)] where the molecular species A can be converted
into C by illumination of light either directly via reaction channel 3○ or via an interme-
diate B involving channels 1○ and 2○. Species C in turn will react to A after photoex-
citation only via reaction channel 3○. In practice, the spectral signatures of reactants
and products may strongly overlap in a solvent environment. Hence, the assignment of
reaction channels on the basis of linear spectroscopy or conventional transient absorption
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Figure 4.14 | Principle of coherent multidimensional spectroscopy of photoreac-
tive species. (a) For illustration, we assume a “photoreactive network” composed of three
chemical species connected by different reaction channels. (b) 2D frequency spectra of this
network visualize the correlations of reactants and products. (c) The introduction of a third
frequency dimension exposes involved reactive modes and associated reaction pathways. Chan-
nels overlapping in the 2D spectrum might be resolved in the 3D spectrum. Figure adapted
from Ref. [4].

is unfeasible in many cases.

A 2D spectrum [Fig. 4.14(b)] can visualize the correlations between products and
reactants as a function of population time T . Negative diagonal peaks (blue) occur
upon excitation and describe at long times T population loss due to the photoreaction.
Positive cross peaks (red) emerge at points connecting the ground states of reactants
and photochemical products and are caused by an increase of the product concentration,
disclosing correlations between different reactive species.

However, a single 2D spectrum provides only a temporal snapshot, while dynamics
related to T and associated reaction channels and involved modes are not directly acces-
sible. By introducing an additional frequency axis the various reaction channels may be
separated depending on the associated reactive modes (e.g., vibrations), as illustrated
in Fig. 4.14(c). Therefore, also photoreactions with a very low quantum yield could
be detectable without being obscured by competing signals located in the same exci-
tation frequency regime. In the proposed approach, these reaction channels are isolate
by measuring a large set of 2D spectra for different values of T followed by a Fourier
transformation of the 2D signal along T . This results in a third-order three-dimensional
(3D) electronic spectrum [297].

To demonstrate this concept, the coherent vibrational dynamics in the course of the
cis–trans photoisomerization reaction of the merocyanine form of 6-nitro BIPS in ace-
tonitrile, already analyzed with transient absorption measurements in Sect. 4.2, is inves-
tigated. Specific cross peaks associated with the ultrafast photoreaction will be isolated
by analyzing the global response in terms of vibrational modes.
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4.4.2 Experimental Implementation of 2D Spectroscopy in the
Pump–Probe Beam Geometry

Phase Cycling and the Rotating Frame

In two-dimensional spectroscopy in the pump–probe geometry, three laser pulses interact
with the sample. The electric field can thus be expressed as

E+(r⃗,t) =A1(t+ τ + T )e−i[ω1t−k⃗1r⃗+ϕ1]

+A2(t+ T )e−i[ω2t−k⃗2r⃗+ϕ2] (4.2)

+A3(t)e
−i[ω3t−k⃗3r⃗+ϕ3] + c.c.

where ϕi = Φ0 + φ(t) is the temporal phase of the i-th laser pulse. It can be shown
that the third-order response consists of 2(3−1) = 4 terms. Therefore, by combining
Eq. (3.22) with Eq. (4.2) we obtain 4 · 6 · 6 · 6 = 864 terms that describe all possible
temporal combinations of the three interactions between the light field and the system.
This number is highly reduced considering the rotating-wave approximation (RWA). In
the near-resonance condition – i.e., the electric field carrier frequency ω0 is close to the
transitions frequency ωeg – an evaluation of the resulting P⃗ (3) with the electric field given
in Eq. (4.2) yields dominant terms that are modulated with the temporal electric-field
envelope function at frequencies ω0−ωeg while terms that oscillate at frequencies ω0+ωeg

are neglected in the integral [205]. In this way the number of terms is reduced by a factor
of 8 to 4 · 3 · 3 · 3 = 108.
Taking the experimental conditions such as beam geometry and pulse ordering into

account, the number of remaining terms is further reduced. In the box geometry, the
wave vectors of the three beams differ (k⃗1 ̸= k⃗2 ̸= k⃗3). Provided that the RWA is valid
and that strict time ordering is given, only four-wave mixing contributions propagating
in the two phase-matched signal directions k⃗s = ±(k⃗2 − k⃗1) + k⃗3 are emitted, corre-
sponding to the rephasing (+) and non-rephasing (−) components. Thus, by detecting
only the signal at one fixed phase-matched direction the desired signal can be observed
background-free.
This is not the case in a pump–probe geometry because the wave vectors of pulse 1

and 2 are identical and only the wave vector of the probe differs (k⃗1 = k⃗2 ̸= k⃗3). As
a consequence, also transient-absorption contributions where either pulse 1 or pulse 2
interacts twice with the sample are emitted in the same direction k⃗TA = k⃗1 − k⃗1 + k⃗3 =
k⃗2 − k⃗2 + k⃗3 = k⃗3 as the desired four-wave mixing signal. Moreover, the rephasing
and non-rephasing contributions are emitted simultaneously in the same signal direction
k⃗s = k⃗1 − k⃗2 + k⃗3 = −k⃗1 + k⃗2 + k⃗3 = k⃗3.
To eliminate transient absorption contributions another degree of freedom can be

exploited, based on the phases of pulses 1 and 2, which are easily controllable with a pulse
shaper. In the procedure termed phase-cycling, which is adopted from NMR techniques
[196, 198], one varies the interpulse phase ϕ12 = ϕ1 − ϕ2 and exploits the fact that the
transient absorption background is independent of ϕ12, while the contributions resulting
from the single interaction with pulse 1 and 2 change their sign upon a phase change of
∆ϕ12 = π [210, 218, 225, 299, 300]. Accordingly, each 2D data set in the pump-probe
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Figure 4.15 | Principle of 2D signal extraction by phase cycling in the pump–
probe beam geometry. (a) The time domain data as a function of coherence time of
the merocyanine form of 6-nitro BIPS in acetonitrile at a single selected probe frequency
(νprobe = 1.655×104 cm−1) is measured with ϕ1 = 0, ϕ2 = 0 (black) and with ϕ1 = 0, ϕ2 = π
(blue). Both data sets contain transient absorption contributions which can be inferred from
the fact that both curves possess a remaining positive signal offset for long coherence times.
While in frequency domain (b) the transient absorption contribution has the same sign for
both measurements, the 2D signal changes its sign upon a phase change of ∆ϕ12 = π. Thus
the subtraction of both curves yields the background free photon echo signal (red) [207, 218].

geometry is collected for a fixed population time T as a function of τ for two different
settings of ϕ12: ϕ12 = 0, and ϕ12 = π. Since the desired signal changes its sign when
the relative phase is changed by π, which is not the case for the transient absorption
contributions, a subtraction of the two data sets yields the background free, purely
absorptive, and properly phased 2D time domain data. This procedure is illustrated
in Fig. 4.15. The time domain raw data is shown in Fig. 4.15(a) as a function of the
coherence time at a single selected probe frequency for ϕ1 = ϕ2 = 0 (black) and ϕ1 = 0,
ϕ2 = π (blue). The presence of the transient absorption background can be inferred from
the fact that both curves possess a remaining positive signal offset for long coherence
times. While this background is insensitive to the interpulse phase ∆ϕ12 the desired
2D signal changes its sign if the relative phase is changed by ∆ϕ12 = π, as shown in
Fig. 4.15(b). Thus the subtraction of both raw data sets extracts the desired background
free signal S2D = S(ϕ1 = ϕ2 = 0) − (ϕ1 = 0,ϕ2 = π) (red). In addition, the signal to
noise ratio is significantly increased as random noise is averaged out while the third-order
signal amplitude is doubled.

For strongly scattering samples this two-step phase-cycling scheme can be extended to
four-step phase cycling by an additional incrementation of the total pump pulse phase
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Figure 4.16 | Principle of 2D
data collection in the rotat-
ing frame. The comparison of
the phase-cycled time-domain raw
data at a selected probe frequency
(νprobe = 1.655×104 cm−1) mea-
sured in the laboratory frame
(blue) with γ = 1.0 and the data
with γ = 0.2 (red), achieved by
adding a delay dependent phase
offset ∆ϕ = −(1 − γ)ω0τ to the
phase of pulse 1, demonstrates
the effect of the partially rotating-
frame. While the time domain
data oscillates at the carrier fre-
quency in the laboratory frame
the effective oscillation frequency
is reduced in the partially rotating
frame by a factor of 1/γ = 5 al-
lowing for a much more rapid data
acquisition.
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by π and by combining S(ϕ1 = ϕ2 = 0), S(ϕ1 = 0,ϕ2 = π), S(ϕ1 = ϕ2 = π), and
S(ϕ1 = π,ϕ2 = 0). In this way, additionally to transient absorption contributions, also
scattered light can be eliminated to a high degree [207, 218, 223, 301].
The control over the carrier phases of pulses 1 and 2 with a pulse shaper offers several

further advantages over approaches where the relative phase is not adjustable. In Sect.
3.3 the pulse shaper modulation function for creating double pulses was introduced [see
Eq. (3.10)]. For pulse-shaper assisted two-dimensional spectroscopy in the pump–probe
geometry we make use of the same modulation function

M(ω) =
1

2

[
e−i[ω−(1−γ)ω0]τeiϕ1 + eiϕ2

]
(4.3)

where now in addition the phases ϕ1 and ϕ2 of pulses 1 and 2 can be varied separately.
The parameter γ can now be used (similar to pulse-shaper assisted cFROG) to shift the
experiment into the rotating frame. By doing so, the effective signal field oscillation as
a function of coherence time is reduced by a factor of 1/γ and consequently also the
number of necessary data points to achieve the Nyquist limit is reduced by the same
amount.
This principle is demonstrated in Fig. 4.16. The phase-cycled time-domain raw data

measured in the laboratory frame (blue) with γ = 1.0 oscillates at the carrier frequency
of the laser. Due to the stringent Nyquist limit the data is collected with coherence
time steps of δτ = 0.5 fs. In the partially rotating frame (red) with γ = 0.2, achieved
by adding a delay dependent phase offset ∆ϕ = −(1 − γ)ω0τ to the phase of pulse
1, the effective oscillation frequency is reduced substantially by a factor of 1/0.2 = 5.
Consequently, the Nyquist limit is extended considerably and the data can be collected
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with time steps of δτ = 2 fs. As a consequence, the data acquisition time is reduced
by the same amount. Another advantage of shifting the experiment into a partially
rotating frame is that the 2D signal can be shifted to ωpump−frequency regions that are
less affected by experimental noise caused for example by inevitable laser instabilities,
fluctuations of the laboratory climate, and so forth.

Correction of Chirp in 2D Spectroscopy

The use of a whitelight probe continuum for two-dimensional spectroscopy in the pump–
probe geometry offers the great opportunity to probe contributions far-off the diagonal.
This makes the technique even more valuable especially for spectroscopic applications
in the visible [222] and the ultraviolet spectral region [224], since electronic transitions
typically possess much broader absorption bands than vibrational transitions in the in-
frared. However, several challenges are associated with the use of a probe continuum. In
analogy to transient absorption, the chirp of the probe pulse results in a probe-frequency
dependent waiting time T leading to spectral distortions of peak shapes [302]. Chirp-
correction is therefore crucial, especially when fast contributions at short population
times are observed. Hence, it is essential to correct for the probe chirp if population
times on the order of the probe pulse duration (≈ 600 fs) are considered. The procedure,
which will be explained in the following, is very similar to the method explained in Sect.
3.4.3 for transient absorption and was demonstrated in the literature for the first time
by Tekavec et al. [303].

The principle of the probe-chirp correction in 2D spectroscopy with a continuum probe
is illustrated in Fig. 4.17(a). For the implementation of this method a three-dimensional
data set as a function of ωpump, ωprobe, and T is necessary. Population time steps below
30 fs in a temporal range of several hundreds of femtoseconds are required, covering a
sufficient temporal range before and after time zero for all probe frequencies. In the first
instance, the chirp of the probe pulse is characterized by analyzing the temporal location
of the coherent artifact, which is then fitted with a low-order polynomial (compare Sect.
3.4.3). This low order polynomial describes the correct population time zero as a function
of the probe frequency and is independent of ωpump if bandwidth-limited pump pulses
are employed. Afterwards, the three-dimensional data set is interpolated along slices
parallel to the fitted polynomial. In principle, the method is identical to the procedure
used for transient absorption data, as slices through the three-dimensional data set
along the population time and at a fixed ωpump-frequency can be considered as transient
absorption maps.

In order to prove the feasibility of this method the 2D spectrum of 6-nitro BIPS in
acetonitrile is considered depicted in Fig. 4.17(b) for T = 1 ps (the data is discussed
in detail in the next section). As shown in Fig. 4.17(c), before the chirp-correction
contributions at different probe frequencies [colored circles as marked in Fig. 4.17(b)]
appear at different population times T and time zero deviates by about 500 fs between
the blue probe edge of the spectrum (black circles) and the red edge at lower probe
frequencies (white circles). After the chirp correction [Fig. 4.17(d)] all data curves are
shifted by their proper population time mismatch and time zero is observed for all
contributions at the same T .
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Figure 4.17 | Probe-chirp correction in 2D spectroscopy with a continuum probe.
(a) In analogy to the procedure used in transient absorption spectroscopy (see Sect. 3.4.3), the
chirp of the probe is corrected by interpolating the three-dimensional data set as a function
of ωpump, ωprobe, and T along slices parallel to a low order polynomial fitted to the coherent
artifact [303]. (b) 2D spectrum of the merocyanine form of 6-nitro BIPS in acetonitrile at
T = 1 ps (chirp-corrected). To visualize the correction procedure the 2D signal is analyzed
at different (ωpump, ωprobe)-coordinates equally spaced along the probe axis (colored circles)
and plotted as a function of T before (c) and after (d) the chirp-correction. In the raw data
time zero is observed for different probe frequencies at different population times in a temporal
range of about 500 fs while this effect is eliminated in the corrected data set.

4.4.3 Two-Dimensional Spectroscopy – Long-Time Dynamics

In this section, the long-time dynamics observed in the coherent 2D spectra of the MC
form of 6-nitro BIPS in acetonitrile are discussed. The data collection and analysis was
conducted as explained in the previous section. As shown in Fig. 4.18, the employed
pump laser spectrum (green) was centered at 585 nm (green line) such that it overlaps
with the absorption bands of both, the TTC isomer (red dotted line) and the TTT
isomer (blue dashed line).
For collecting the 2D data, the transient signal of 6-nitro BIPS in acetonitrile was

measured as a function of the coherence time τ for every population time T in the par-
tially rotating frame (γ = 0.2). A two-step phase-cycling scheme was used to eliminate
the contributions arising from transient absorption. The short-time 2D spectra, pre-
sented in Sect. 4.4.4, were corrected for chirp of the continuum probe as described in
Sect. 4.4.2 [261].
A subset of absorptive electronic 2D spectra for T ≥ 2 ps is shown in Fig. 4.19. The

frequencies of the ESA, SE, and ground-state absorption (GSA) bands of the two isomers
as retrieved from the global fitting routine of the transient absorption data (Sect. 4.2.2)
are marked in all 2D spectra by red (TTC) and blue (TTT) horizontal dashed lines. In
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Figure 4.18 | Absorption spectrum (gray) of ring-open 6-nitro BIPS in acetoni-
trile together with the pump laser spectrum used for the 2D measurements. The
spectrum is the sum of the (estimated) absorption spectra of the two isomers (TTC: red dotted
line, TTT: blue dashed line). The pump laser spectrum of pulses 1 and 2 used for the 2D/3D
measurements (green line) was adjusted such that both isomers can be excited. Figure adapted
from Ref. [4].

analogy to the transient absorption data, bluish colors and dashed contour lines denote
a decrease of absorption (GSB, SE) whereas an increase of absorption (ESA, PA) is
represented by yellow and red colors and solid contour lines.
As it can be seen in Fig. 4.18, the spectral bandwidth of the pump laser is narrower

than the absorption bands of the molecule, whereas the probe continuum (not shown
in Fig. 4.18) covers the complete visible spectral range. The signal is measured in the
same way as in transient absorption by chopping the pump-pulse sequence at half the
repetition rate of the laser, and a shot-to-shot detection of the probe. Thus, as the
difference in the absorption of the probe is measured, the spectral shape of the 2D signal
is independent of the spectral amplitude of the probe pulse. In contrast, the spectral
shape along the pump axis is determined by the product between the spectrum of the
excitation pulse and the absorption of the sample. As a result, contributions which would
appear on the diagonal (e.g., bleaching of the GSA) are shifted along the νpump axis. The
signal maxima for each isomer along νpump, given by the maximum of the product of the
pump pulse spectrum and the corresponding isomer absorption spectrum, are indicated
by the vertical dashed lines in the depicted 2D spectra.
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For T ≤ 100 ps [Figs. 4.19(a)–(d)], strong excited-state absorption is observed for
νprobe > 2 × 104 cm−1, while bleaching of the GSA and stimulated emission (SE) are
detected between νprobe = 1.4 and 2.0 × 104 cm−1. As shown in Fig. 4.18, the equi-
librium isomer ratio is strongly shifted towards TTC for which reason its absorption is
considerably stronger than that of TTT. The 2D signal is therefore dominated by TTC
contributions located along the vertical red line. Nevertheless, also TTT contributions
can be identified, e.g., TTT ESA causing a pronounced distortion of the contour lines
towards lower pump wavenumbers [mark I in Fig. 4.19(a)].
While ESA and SE contributions decrease with T , a positive cross peak emerges

at TTC excitation and TTT GSA probe wavenumbers (mark II) for T ≥ 100 ps
[Figs. 4.18(d)–(f)]. A corresponding negative contribution appears blue-shifted at TTC
GSA probe wavenumbers (mark III). These signals corroborate a decreased TTC amount
(III) and an associated TTT increase after photoexcitation of TTC (II), explicitly prov-
ing cis–trans photoisomerization. The occurrence of the reversed isomerization reaction
(TTT→TTC) can be excluded as no cross peaks remain on the blue vertical line that
would correspond to TTT excitation and reaction. In transient absorption, such con-
clusions cannot be obtained directly as only the integral over the 2D spectrum along
νpump is measured. Thus the measured 2D spectra directly reveal the photochemical
relationship between the TTC isomer as the reactant and TTT as the reaction product
in a very intuitive manner just as proposed in Fig. 4.14(b).

4.4.4 Two-Dimensional Spectroscopy – Ultrafast Primary
Photodynamics

We now proceed to extract the details on the primary isomerization dynamics as, for
instance, their time scale, the associated reaction path, and the involved states. As
already discussed in Sect. 4.2.4, either an excited-state isomerization followed by pho-
toemission from the photoproduct’s region of the electronic potential energy surface or
ultrafast radiationless isomerization to the electronic ground state (e.g., via a conical
intersection) is consistent with the data of Fig. 4.19. In Sect. 4.2.4 it was concluded
that an excited-state isomerization reaction is the most probable explanation for the
observed signatures. Yet, no direct photochemical correlation between the two isomers
could be detected there.
In both scenarios, .i.e., excited-state reaction and ultrafast non-radiative transition

to the ground state, cross peaks indicative of photoproduct formation at early popula-
tion times would be buried under much larger negative contributions such as stimulated
emission or bleaching of the GSA of the majority of molecules not undergoing photoi-
somerization. To overcome this problem, the structural rearrangements by analyzing
characteristic molecular vibrations observed during the first picoseconds are monitored,
leading to the identification of the photoproduct and the relevant electronic state.
Multiple 2D spectra for population times between T = 0 and 2.2 ps have been recorded

and corrected for probe-pulse chirp. The chirp-corrected spectrum for T = 1 ps is shown
exemplarily in Fig. 4.20(a). Specific points in (νpump,νprobe) space can be associated with
different reaction paths. The corresponding temporal evolutions as a function of T are
shown in Fig. 4.20(b) for contributions arising from ESA (circles), in Fig. 4.20(c) for
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Figure 4.20 | Evolution of the 2D signal up to 1.5 ps after photoexcitation. (a),
Exemplary 2D spectrum for T = 1 ps; The temporal evolution as a function of population
time is shown (b) for ESA (circles), (c) GSA (squares), and (d) SE signals (diamonds). Cor-
responding (νpump, νprobe) coordinates are indicated in (a) by their associated markers. Red
markers represent contributions after TTC excitation, blue ones those after mostly TTT exci-
tation. White filling corresponds to excitation and probing of the same isomer, black filling to
different isomers, respectively. Figure adapted from Ref. [4].

signals at GSA wavenumbers (squares), and in Fig. 4.20(d) for SE signatures (diamonds).
Red markers indicate signals after TTC excitation, those in blue after mainly TTT
excitation. White markers correspond to excitation and emission frequencies of one and
the same isomer whereas at black filled markers mainly the emission of the isomer is
monitored, which is not directly photoexcited.

Discriminating between the two isomers solely from ESA signals [circles, Fig. 4.20(b)]
is not possible as the spectral separation of the two ESA bands is too small. However,
a pronounced Stokes shift of the ESA band towards higher probe wavenumbers is ob-
served as the slightly higher-energetic part (white-filled red circles) takes longer to reach
its maximum compared to the lower-energetic part (black-filled red circles) during the
first 200 fs. The same characteristic Stokes shift was already observed in the transient
absorption measurements [see Fig. 4.5(a)] and was discussed in more detail in Sects.
4.2.1 and 4.2.2.

In the components at GSA wavenumbers [squares, Fig. 4.20(c)] an oscillatory behavior
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is found, most pronounced for the data plotted in black-filled red squares, corresponding
to TTC excitation and TTT GSA probing. The dominant contribution of these oscilla-
tions has a period of 190 fs and is observed up to roughly 1.5 ps after excitation. These
beatings are absent at TTC GSA probe wavenumbers (white-filled red and black-filled
blue squares) and are also substantially decreased when mainly TTT is excited (white-
filled blue squares). These oscillations are assigned to the same coherent vibrational
wave-packet motions also detected in the transient absorption data presented in Sect.
4.2.4.
Concerning the SE region [diamonds, Fig. 4.20(d)], the Stokes shift is observed again

as the low-energy signal (black-filled red diamonds) reaches its minimum temporally
delayed by a few hundreds of femtoseconds compared to the blue edge of the emission
band (white-filled red diamonds).

4.5 Third-Order Three-Dimensional Electronic
Spectroscopy

Following the idea of coherent third-order three-dimensional spectroscopy of photochemi-
cal processes, as proposed in Fig. 4.14(c), the first experimental realization of this method
is now described, using the cis–trans isomerization of the MC form of 6-nitro BIPS as a
model system. From the previous section, we can deduce that the coherent 2D data of
the primary photodynamics may contain very rich and detailed information about the
photoprocess of interest, but single 2D spectra as a function of T can not expose the
ultrafast reaction dynamics due to the large amount of different overlapping contribu-
tions not connected to the isomerization reaction itself obscuring potential signatures
of the reaction. In contrast, by utilizing third-order three-dimensional spectroscopy,
isolating specific contributions also at early waiting times is achieved, uncovering the
photoreaction and associated molecular reactive modes.
The 2D data set for short population times was recorded with population-time steps

of δT = 20 fs over a ∆T range of more than 2.2 ps. In order to generate the third-order
three-dimensional spectrum, an additional Fourier transformation along the population
time axis between 160 fs < T < 2200 fs transfers the (complex-valued) (νpump,T,νprobe)
data set into (νpump,νT ,νprobe) space with a frequency increment along the νT -axis of
δνT = 1/(c∆T ) ≈ 15 cm−1. The νT -axis thus contains information about coherent
vibrational signatures in the 2D signal during the population time.
The absolute value of the 3D spectrum extracted by this procedure is shown in

Fig. 4.21 as an isosurface graph. For visualizing cross peaks, semitransparent sur-
faces with isovalues of 0.65 %, 0.9 %, 1.15 %, and 1.40 % of the maximum ampli-
tude were chosen. As the 3D data was received by Fourier transformation over the
unprocessed 2D data, which also contains incoherent non-oscillating signatures from the
relaxed S1 population, the main contribution of the 3D spectrum is found at very low νT

wavenumbers. In addition, two pillar-shaped structures are found for wavenumbers be-
low νT = 100 cm−1 in the region of TTT GSA and TTT ESA probe wavenumbers which
are not isolated from the νT = 0 cm−1 contributions. They might be related to vibra-
tional cooling and the associated Stokes shift occurring within the first picosecond after
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Figure 4.21 | Third-order 3D spectrum of the MC form of 6-nitro BIPS in acetoni-
trile. A three-dimensional isosurface representation is used to visualize the absolute value of
the 3D spectrum. Isovalues of 0.65 %, 0.9 %, 1.15 %, and 1.40 % of the maximum amplitude
were chosen. Red dashed lines indicate TTC excitation, blue dashed lines the TTT GSA probe
wavenumber. Figure adapted from Ref. [4].

excitation. As (incoherent) populations with an exponential decay lead to Lorentzian
line shapes in the 3D spectrum centered at νT = 0 cm−1, vibrational cooling results
in broadened Lorentzians showing up as broad unstructured contributions at these low
values of νT .
By contrast, the observed vibrational motion leads to separated cross peaks in the

3D spectrum. One such isolated cross peak around νT = 176 cm−1 reflects the 190 fs
vibrational period evident in Fig. 4.20 and is consistent with the frequency of the LFM as
assigned in Sect. 4.2.4. This cross peak is centered at the crossing of TTC excitation (red
dashed line) and TTT GSA probe wavenumbers (blue dashed line). A second isolated
cross peak – albeit lower in amplitude – shows up around νT = 363 cm−1, corresponding
to a vibrational period of 90 fs and thus matching the vibrational period of the HFM.
This cross peak is slightly shifted away from the crossing point towards higher electronic
excitation frequencies, which may be explained by more excess energy required for this
vibrational mode. The location in the 3D spectrum reveals that oscillations of cross
peaks connecting the two isomers give rise to these signatures.
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wavenumber is shown in the center. Figure adapted from Ref. [4].

Slices through the 3D spectrum in the (νpump,νprobe) plane are shown in Fig. 4.22 for
the two dominating vibrational modes – at νT = 164 cm−1 for the LFM (left), and at
360 cm−1 for the HFM (right) – together with the 3D phase for the LFM along the TTC
excitation wavenumber (center). For both modes the main contributions are located at
TTC excitation and TTT GSA probe wavenumbers. These modes are a result of an
impulsively driven photoreaction where vibrational coherence is maintained during the
isomerization process.
The data confirms the results of the transient absorption measurements and again

proves that the formation of the TTT photoproduct occurs in the first excited singlet
state S1 accompanied by wave-packet motions on the potential energy surface. The line
of argument is similar to that in Sect. 4.2.4 but is now reaffirmed by the data shown in
Fig. 4.22 as follows:

i) Signatures of the vibrational wave packet can again be found in the ESA region
of TTT (mark IV in Fig. 4.22). In addition, both modes are observable at the
red-edge of the stimulated emission (marks V and VI). As ESA and SE signals
originate from the excited-state, oscillatory signatures observed at both spectral
regions have to be associated to excited-state vibrations.

ii) Signals of an oscillating wave packet are typically most pronounced at the inner and
outer turning points, where the wave packet’s position is strongly localized, whereas
the lowest oscillation amplitudes occur at the minimum of the potential energy
surface [131, 132]. In the case of an excited-state wave packet, a distinct minimum
of the modulations is therefore expected at the maximum of the (vibrationally
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Figure 4.23 | Simplified picture
of signatures arising from a vi-
brational wave packet in the S1

state of TTT after cis-trans iso-
merization. The wave packet is cre-
ated at the Franck–Condon region of
TTC and propagates on the PES along
the reaction coordinate given by the
torsional angle γ. Signatures of the
wave packet rise on a time scale be-
low 200 fs in the photoproduct region
where periodic modulations of the 2D
signal are observed. These signal os-
cillations are most pronounced at the
inner and outer turning points (solid
arrows). In between, a phase change
of π and a minium of the signal os-
cillations is observed (dashed arrows).
The wavenumbers of the transitions
were extracted from the 3D spectrum.
Vibrations that are not directly con-
nected to the isomerization coordinate
are approximated by parabolas. Figure
adapted from Ref. [4].
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relaxed) TTT SE signal and the most pronounced signature will emerge red- and
blue-shifted, as sketched in Fig. 4.23. This is in agreement with the data shown
in Fig. 4.22.

iii) A phase change of π is observed for the oscillations as a function of probe wavenum-
bers [131] reflecting the phase difference of π between the inner and outer turning
point. In our case, the two turning points are probed at the spectral edges of
the TTT ESA and TTT SE band with the blue- and red-edge signals oscillating
out of phase and a distinct phase change of π in between (center of Fig. 4.22).
Please note that minor deviations in the 3D phase may result from experimental
uncertainties of T = 0 due to imperfections of the probe chirp correction.

All these arguments substantiate that the photoproduct is formed on the time scale
of a few vibrational periods in its first excited electronic state. This is unambiguously
proven by the third-order 3D spectrum, which isolates characteristic 3D cross peaks
indicative for the photoreaction also for short population times.
The use of third-order 3D spectroscopy leads to a comprehensive picture of the ultra-

fast photoisomerization dynamics visualized in Fig. 4.23, where the molecular potential
energy is sketched as a function of the main reaction coordinate, i.e., the torsional angle
γ (blue), and a second not further specified vibrational coordinate (red). The curves
along the torsional angle are based on theoretical calculations (which will be discussed
in more detail in Sect. 4.6), whereas the curves along the vibrational coordinates are
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approximated by parabolas (harmonic approximation). After TTC excitation, most
molecules return to the TTC ground state. However, a smaller portion undergoes cis →
trans isomerization in the excited state, upon which pronounced wave-packet dynamics
are observed. Several internal molecular coordinates are involved in this reaction based
on the observation of two independent vibrational modes.

Moreover, the phase of the vibrational motion corroborates that an excited-state vi-
brational wave packet is induced and that the Sn potential is displaced in the same
direction relative to the S1 potential as the S1 is displaced compared to S0. Thus,
low-energy ESA transitions occur from the same position on S1 from which low-energy
SE originates (and vice versa for the high-energy contributions), as also sketched in
Fig. 4.23.

4.6 Quantum Chemical Calculations

In order to assign the observed vibrational modes to specific excited-state molecular nor-
mal modes of ring-open 6-nitro BIPS and to gain a detailed picture about the mechanism
of the photoreaction on a microscopic level, quantum chemical calculations were carried
out on the investigated system. These calculations were performed by C. Walter in the
theoretical chemistry group of Prof. B. Engels and parts of the results are discussed in
the following sections.

4.6.1 Potential Energy Surfaces

Density functional theory was used to compute the potential energy profiles of the elec-
tronic ground state and the first excited state along the TTC→TTT reaction coordinate,
which is parameterized by the torsional angle γ of the last C–C bond of the methine
bridge around which isomerization is observed (see also Fig. 4.2 for the definition of the
torsional angles that characterize the merocyanine isomers).

The potential energy profiles of the electronic ground (red) and first excited state
(blue) of ring-open 6-nitro BIPS are shown in Fig. 4.24(a). The ground state curves
were calculated on the B3LYP/cc-pVDZ level of theory [304] while the CAM-B3LYP
approach [305] was used for the excited state profiles. In both cases the software pack-
age gaussian09 [306] was employed. Since strong solvent effects were observed in the
photochemistry of merocyanines the solvent was accounted for employing a polarizable
continuum model (acetonitrile, ϵ = 35.688). The curves in Fig. 4.24(a) were scaled in
such a way that the ground state of TTC [S0(GS) at 0◦] is set to zero energy serving as
a reference. Solid lines and circles represent the curves at the optimized ground-state
geometry, dashed lines and squares describe the potential at the relaxed excited-state
molecular configuration. The solvent was adapted to the corresponding molecular geom-
etry and, accordingly, the energy gap between solid lines describes the S0–S1 excitation
condition while transitions between dashed lines characterize the S1–S0 emission energy.
In contrast, the red dotted line represents the ground state energy at the S1 geometry
but with ground-state solvation.

To investigate the potential along the reaction coordinate the torsional angle γ was
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fixed at predefined values while at the same time all other internal nuclear coordinates
were optimized to minimize the total potential energy. By doing so, a rotational barrier
of about 0.7 eV (68 kJ/mol) is found at γ = 80◦ in the ground state which explains
why the thermal back reaction is not observed on a nanosecond time scale. In the
excited state the rotational barrier is reduced significantly to below 0.1 eV (10 kJ/mol).
In addition, when the solvent and the molecular geometry are optimized with respect
to the excited-state electron density, the rotational barrier vanishes completely and a
distinct minimum in the excited state at γ = 90◦ is found while the ground-state energy
is increased substantially at this twisted geometry. Though the S1 and S0 potentials
approach each other at this point no indication for a conical intersection is found.

The calculated S0↔S1 oscillator strength is shown in Fig. 4.24(b) for both the ground-
state (red line) and the excited-state configuration (blue dashed line). While for the two
isomers at γ = 0◦ and 180◦ very similar values between 0.7 and 0.9 are found, the
oscillator strength approaches zero at the twisted configuration, which is due to the fact
that in this case the conjugation is interrupted at the last carbon atom of the methine
bridge. Hence, no radiative transition and also no spectroscopic signatures from S1 can
be observed at this configuration. It seems very likely that parts of the excited-state
population propagate in the direction of a twisted geometry, where it may traverse the
90◦ configuration in the excited state and end up in the energetically slightly lower 180◦

geometry of the excited TTT isomer. In addition, since the barrier in the ground state
is slightly shifted to lower values of γ, a radiative transition to the TTT ground state
could be slightly favored over the transition to TTC as soon as a twisted configuration
with γ > 80◦ is reached in the excited state. The low barrier in the S1 (GS) curve
also matches the experimental observation that a minimum amount of excess energy is
required for the reaction (compare Fig. 4.8).

Two-dimensional PESs were approximated based on the energy profiles shown in
Fig. 4.24(a) by combining all internal coordinates to an effective mode whose ampli-
tude is given by the root mean square (RMS) deviation of all bond lengths from the
S0 condition, as illustrated in Fig. 4.24(c). A harmonic behavior of the PES along this
effective mode was assumed, thus the red solid line and the blue dashed lines form the
apex of a parabola. For the S0 PES ground-state solvation was assumed also at the
excited-state geometry (red dotted line). The S1 Franck–Condon points are indicated
by blue (TTT) and red (TTC) colored circles. A distinct depression located at γ = 90◦ in
the excited state results from the decrease of the excited-state energy after a full solvent
relaxation. Since this process occurs on a time scale of several hundreds of femtoseconds
it can be assumed that the excited state PES is considerably smoother directly after
photoexcitation. Taking this and the shape of the PES into consideration it seems likely
that the wave packet is created at the Franck–Condon region of TTC isomers where
vibrations with respect to the effective mode orthogonal to the reaction coordinates are
initiated. The wave packet will therefore initially follow the steepest gradient of the PES
by which the observed vibrational modes are induced. At the same time the excited-state
TTC→TTT barrier is reduced during solvent and internal reorganization and parts of
the excited molecules undergo the photoisomerization by passing the twisted molecular
configuration and finally product vibrations can occur in the excited state of TTT.
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Figure 4.24 | Computed potential energy profile and oscillator strength along the
torsional angle γ of the last C–C bond of the methine bridge. (a) The energy profiles
are shown for the electronic ground state S0 (red) and first excited state S1 (blue). The labels
in brackets denote the corresponding molecular geometry (ground state: GS, circles; excited
state: ES, squares). The red dotted curve shows the ground-state energy at the optimized
excited-state geometry but with ground-state solvation. (b) The oscillator strength for S0↔S1

transitions approaches zero at the 90◦ transition state both for the ground-state (red) and for
the excited-state geometry (blue). (c) Approximated S0- and S1-PES as a function of γ and the
generalized effective mode given by the root-mean-square bond-length variation with respect
to the optimized ground-state geometry. The surfaces were obtained assuming a harmonic
behavior of the effective mode and on the basis of the energy profiles of (a).
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4.6.2 Normal Mode Analysis

Since in the experimental data signatures of excited-state vibrational wave packets were
observed it was necessary to calculate the excited-state normal modes. These calcula-
tions were performed at the twisted excited-state configuration at γ = 90◦ in the gas
phase. The corresponding molecular geometry is given in Table A.1 of Appendix A.1
where all nuclear Cartesian coordinates are listed. All 120 normal modes, corresponding
vibrational wavenumbers, reduced masses, and IR intensities are listed in Table A.2 in
Appendix A.2.

Several vibrational normal modes (# 11,12, and 22–24, marked by red font color
in Table A.2) with (unscaled) wavenumbers of ν = 177, 185, 361, 362, and 376 cm−1

are found within the two experimentally observed wavenumber ranges [LFM: (176 ±
23) cm−1, HFM: (363± 7) cm−1].

To extract from all modes the ones which might play a dominant role in the isomer-
ization process, the values of different geometrical parameters, e.g., bond lengths, bond
angles, torsional angles, etc., were analyzed as a function of the torsional angle γ. The
most prominent variation as a function of γ is found for the C–C bond around which
the isomerization occurs, as shown in Fig. 4.25(a). A pronounced C–C bond elongation
at γ = 90◦ and subsequent shortening is found both in the excited state (red) and in the
ground state (blue). This indicates that C–C stretching modes of this bond could play
a major role during the photoisomerization.

This assumption is confirmed by the data depicted in Fig. 4.25(b), which shows the
calculated C–C bond stretching amplitude for all normal modes up to 500 cm−1 as a
function of their vibrational wavenumbers. Modes # 11,12, and 22–24 are marked by
red color. Very pronounced C–C bond stretching amplitudes are found for modes 12
and 22–24 in the experimentally observed frequency range which substantiates that the
observed vibrations are directly connected to the isomerization process during which the
carbon bond is strongly modulated. The 185 cm−1 mode – possessing the strongest C–C
bond stretching amplitude for all low frequency vibrations below 500 cm−1 – can thus
be assigned to the observed LFM and is visualized in Fig. 4.25(c) by the two overlaid
reversal-point molecular geometries. Apart from the C–C stretching, this mode also
involves tilting of the benzene ring at which the nitro group is attached. This further
suggests that this mode plays a major role in the photoisomerization upon which the
ring is rotated by 180◦.

An analysis of the role of further geometry parameters for the low frequency normal
modes is described in Appendix A.3. The data suggests that the photoreaction is also
accompanied by a slight bending of the rotating benzene ring [Fig. A.2(a–b)] and the
methine chain [Fig. A.2(c–d)] and possibly by a twisting of the two out-of-plane methyl
groups [Fig. A.3(a–b)]. In contrast, no major contributions of the torsional angle γ
[Fig. A.3(c–d)] are found in the low-frequency range which evidences that the vibrations
are not directly connected to the reaction coordinate.

Thus, the quantum chemical calculations provide a mechanistic picture of the inves-
tigated photoreaction. The calculated potential energy profiles prove that an excited-
state cis-trans isomerization reaction is the most probable scenario for 6-nitro BIPS
and demonstrate that the solvent environment could be a crucial parameter for the dy-
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Figure 4.25 | Quantum-chemical analysis of the reaction mechanism and involved
vibrational normal modes. (a), The C–C bond around which the cis–trans isomerization
occurs [arrow in (c)] is substantially stretched during the bond rotation both for ground (blue)
and first excited state (red). (b), The calculated stretching amplitudes of the C–C bond
for all low-frequency normal modes (see Table A.2 for all normal modes) show pronounced
contributions at those modes (red) located in the two experimentally observed frequency ranges
of the LFM and the HFM (gray). (c), The dominant 185 cm−1 mode (normal mode # 12)
assigned to the LFM is visualized by overlaying the two reversal point geometries (dark gray: C,
light gray: H, red: O, blue: N; corresponding molecular geometry given in Table A.1). Figure
adapted from Ref. [4].

namics since both ground- and excited-state energies are substantially affected at the
twisted transition-state configuration. Finally, specific molecular normal modes could be
assigned to the cross peaks extracted in the third-order 3D spectrum. The experimen-
tally observed vibrational wavenumbers were reproduced by the calculations and it was
shown that C–C stretching modes of the carbon bond around which the isomerization
is observed plays a dominant role in the photoreaction.

4.7 Conclusion

Our results lead to a comprehensive picture of the ultrafast cis-trans photoisomerization
dynamics of ring-open 6-nitro BIPS in acetonitrile. Using broadband transient absorp-
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tion spectroscopy with sub-50 fs temporal resolution in combination with global data
analysis several photophysical and photochemical channels of merocyanine in solution
were detected. Two different MC isomers were observed and assigned to the TTC and
TTT configurations. On the basis of the global fit the corresponding excited-state life-
times of τTTC = (35±4) ps and τTTT = (160±40) ps and associated spectral profiles were
extracted. A product absorption emerging after about 100 ps was attributed to the TTT
isomer formed after TTC excitation with a quantum yield of ΦTTC→TTT = (18 ± 4) %.
In addition, pronounced signatures of coherent vibrational motions were detected and
attributed to product vibrations initiated upon the isomerization reaction.
Coherent 2D spectroscopy in a pump–probe beam geometry employing femtosecond

pulse shaping was implemented successfully and the experimental procedures of phase
cycling, the rotating frame, and probe-chirp correction were discussed.
It was further demonstrated for the first time that coherent multidimensional elec-

tronic spectroscopy can be used for analyzing the dynamics of an ultrafast photochem-
ical process and the involved molecular reactive modes. Through the emergence of the
TTC → TTT cross peak in the 2D spectra, the existence of the unidirectional cis–trans
photoisomerization was explicitly proven. An even deeper understanding of the reaction
dynamics was gained by probing the short-time dynamics with high temporal resolution
and by evaluating the molecular response via a third-order three-dimensional electronic
spectrum. Such a spectrum correlates the signatures of reactants with those of the
photoproducts and additionally exposes the involved reactive modes connecting them.
Employing this technique, it has been shown that the photoproduct is impulsively formed
in its first excited singlet state, maintaining vibrational coherence during the complete
process of structural rearrangement. Molecular normal modes in the experimentally de-
tected frequency range have been identified by quantum chemical calculations and could
be associated with the observed photoreaction. Thus, third-order 3D spectroscopy offers
great potential for the real-time analysis of complex chemical reaction networks involv-
ing a multitude of reactants and products with a variety of reaction quantum yields.
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5 Experimental Implementation of
Fifth-Order Triggered-Exchange
Two-Dimensional Electronic
Spectroscopy

In the previous chapter an ultrafast photoreaction was studied by means of third-order
spectroscopy techniques which in most cases provide sufficient information about the sys-
tem under investigation. Even though third-order techniques, i.e., approaches employing
laser pulse sequences with exactly three light–matter interactions, yield spectroscopic in-
formation in up to three temporal or spectral dimensions in (τ,T,t)- or (ωpump,ωT ,ωprobe)-
space, in some cases signals based on higher-order nonlinearities may be desired. A
typical example for such a scenario would be multiphoton ionization or dissociation
processes that compete with other photophysical or photochemical reaction channels
as for instance photoemission or internal conversion. In order to determine the role
of all involved electronic states, higher-order electronic spectroscopy techniques will be
necessary.

In this part of this thesis, one of these higher-order nonlinear spectroscopy techniques,
which has so far only been available in the IR regime with vibrational transitions, will
be implemented for the first time in the visible spectral region for exploring the role
of higher-lying electronic states in the photochemistry of an organic model compound.
This approach, termed coherent electronic triggered-exchange 2D (TE2D) spectroscopy,
provides the correlations between a reactant’s excitation and the emission frequency of a
product which is formed by the absorption of an additional photon during the population
time T .

This chapter opens with a brief overview of typical laser-pulse sequences used in
ultrafast time-resolved spectroscopy (Sect. 5.1). Then, the photophysical and -chemical
properties of the system analyzed in the following – the molecular switch 6,8-dinitro
BIPS – is summarized (Sect. 5.2). As a first experiment, pulse-shaper assisted coherent
2D spectroscopy of 6,8-dinitro BIPS is performed in order to resolve the photochemistry
after S1 excitation (Sect. 5.3). As a next step towards electronic TE2D spectroscopy,
pump–repump–probe experiments are used to identify potential reaction paths after
S1-Sn transitions (Sect. 5.4). Finally, by combining the pump–repump–probe pulse
sequence with our coherent 2D setup, electronic TE2D spectroscopy is established (Sect.
5.5). The results of all experiments are combined and illustrated in a reaction scheme
at the end of this chapter (Sect. 5.6).
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Parts of this chapter have been published in Refs. [5]1, [6], and [8]2, as listed in the
table on page v.

5.1 Pulse Sequences in Ultrafast Spectroscopy

A brief overview of some of the most popular laser pulse sequences typically used for
nonlinear time-resolved spectroscopy is given in Fig. 5.1. These techniques mainly dif-
fer in the number of employed laser pulses and their temporal (and possibly also spa-
tial) arrangement and, hence, in the degree of nonlinearity. While in most approaches
third-order signals are detected, also methods that make use of fifth-order light–matter
interactions have been established successfully in the field of time-resolved spectroscopy
and will be of relevance in the following.

By far the most popular approach is pump–probe spectroscopy [Fig. 5.1(a)] where
a pump laser pulse (green) excites the sample while a probe pulse (gradient color) is
employed to monitor the pump induced photodynamics as a function of the varied pump–
probe delay T . One of the most versatile types of this third-order technique is transient
absorption spectroscopy (see also Sect. 3.4) commonly used for time-resolved studies in
the liquid phase.

In those cases in which it is desired to manipulate the pump-induced excited popula-
tion, an additional repump or dump pulse (blue) may be employed, which interacts with
the sample after the pump–repump delay tPR but before the probe process. Accordingly,
population can be transferred either to higher-lying states [307–310] or to lower inter-
mediate or product states [311–316] [Fig. 5.1(b)]. Since both the pump and the repump
pulse interact with the sample twice, a fifth-order signal is created by the subsequent
probe pulse.

In coherent 2D spectroscopy [Fig. 5.1(c), see also Sect. 3.5] a variable time delay
between the first and second light–matter interaction is introduced by splitting up the
pump pulse into a phase-stable double pulse sequence separated by coherence time τ .
The third interaction with the system is provided by the probe pulse, which may in
addition serve as a local oscillator that heterodynes the third-order signal emitted by
the sample as a photon echo. In 2D experiments using a pump–probe geometry phase
cycling is necessary to isolate the photon echo from the undesired transient absorption
background (see also Sect. 4.4.2).

In transient 2D spectroscopy [Fig. 5.1(d)] an additional pulse preceding all other pulses
creates a transient species, for instance, by inducing certain vibrations or a temperature
jump. The time evolution of the non-equilibrium ensemble is then monitored with a
conventional 2D pulse sequence resulting in a fifth-order signal emitted in the probe
direction [317–322].

In contrast, in coherent triggered-exchange 2D (TE2D) spectroscopy [Fig. 5.1(e)],
which has so far been limited to 2D experiments in the IR regime, a repump pulse

1Reproduced and adapted with permission from Physical Review Letters 110, 148305 (2013).
© (2013) by the American Physical Society

2Reproduced and adapted with permission from Journal of the American Chemical Society 133,
13074–13080 (2011). © (2011) by the American Chemical Society.

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



5.2 6,8-dinitro BIPS 111

T
a

t
PR

T
b

t
PR
t
PR

T

τ T
c

ττ

τt
PR T

d
ττt

PR
t

d
PR

e

τ t
PR

Ttττ
PR

Tt
PR
t

time

Figure 5.1 | Pulse sequences for time-
resolved spectroscopy. (a) pump–
probe: A pump pulse (green) excites the
sample while a probe pulse (colored) moni-
tors the pump induced dynamics as a func-
tion of pump–probe delay T . (b) pump–
repump–probe: An additional repump or
dump pulse (blue) manipulates the ex-
cited population at the pump–repump de-
lay tPR. (c) Coherent 2D: A pump
pulse is split up into a phase-stable dou-
ble pulse separated by the coherence time
τ . The probe interacts a third time with
the sample and serves as a local oscil-
lator. (d) Transient 2D: An additional
pulse creates a transient species and a con-
ventional 2D pulse sequence detects its
temporal evolution resulting in a fifth-
order signal emitted in the probe direc-
tion. (e) Triggered-exchange 2D: A combi-
nation of pump–repump–probe and coher-
ent 2D spectroscopy permits the manipu-
lation of the sample during the population
time. Figure adapted (and modified) from
Ref. [5]. © (2013) by the American Phys-
ical Society.

interacts with the system after the pump-pulse sequence but before the probe event [323–
325]. In this way the spectral correlation between the system’s excitation frequency and
the emission frequency of the species formed by the repump pulse is detected. Depending
on the beam geometry the fifth-order signal emanating from the interaction with all four
pulses can be extracted either by phase matching or by a combination of phase cycling
and mechanical pulse chopping.
In this chapter three out of the five techniques discussed above, namely coherent

2D (Sect. 5.3), pump–repump–probe (Sect. 5.4), and coherent electronic TE2D spec-
troscopy (Sect. 5.5) will be implemented experimentally for a comprehensive study of
the photochemistry of 6,8-dinitro BIPS initiated upon excitation to its first excited state
as well as to higher-lying electronic states.

5.2 6,8-dinitro BIPS

5.2.1 Steady-State Properties

The second compound investigated in this thesis is the dinitro substituted BIPS, namely
6,8-dinitro-1’,3’,3’-trimethylspiro[2H -1-benzopyran-2,2’-indoline] (6,8-dinitro BIPS), also
shown in Fig. 4.1 in Sect. 4.1 with X=NO2. Similar to 6-nitro BIPS, this molecule has
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Figure 5.2 | Steady-state absorption and emission properties of 6,8-dinitro BIPS in
chloroform. (a) Without illumination (green) the merocyanine form dominates (in the used
solvent) with a broad absorption band in the visible peaking around 560 nm. After irradiation
of light in the visible range, the ring-closed spiropyran (black) is formed with absorption bands
in the UV regime around 340 and 260 nm. Similar to 6-nitro BIPS, the MC form exists as a
mixture of TTC (top left) and TTT (top right) isomers with strongly overlapping absorption
bands centered at 560 (TTC, vertical red dashed line) and 600 nm (TTT, vertical blue dashed
line). Figure adapted from Ref. [5]. © (2013) by the American Physical Society. (b) In the
fluorescence spectrum as a function of excitation frequency the existence of the two isomers
leads to two clearly separated emission maxima as labeled. Figure adapted from Ref. [8].
© (2011) by the American Chemical Society.

numerous potential applications due to its photochromic properties ranging from three-
dimensional optical data storage to light-adaptive sunglasses and molecular electronics
[229, 230, 326]. The synthesis and NMR characterization of this compound was per-
formed by R. Schmidt in the organic chemistry group of Prof. F. Würthner and is
described in Ref. [235] in detail.

The second nitro group attached to the benzene ring acts as an electron withdraw-
ing substituent and therefore significantly modifies the photophysical and photochemical
properties of the dinitro-substituted BIPS with respect to 6-nitro BIPS, which was stud-
ied in Chap. 4. Therefore, when dissolved in organic solvents, the merocyanine form of
6,8-dinitro BIPS is more stable than the spiropyran form, which is in strong contrast to
6-nitro BIPS, where the ring-closed form is energetically favored in organic solvents. The
absorption spectrum of 6,8-dinitro BIPS in chloroform is shown in Fig. 5.2(a) (green),
which is dominated by the merocyanine form absorbing in the visible region with a
maximum around 560 nm. Thus, the 6,8-dinitro BIPS solution has a dark purple color.
Upon irradiation of visible light the solution is decolorized as the ring-open merocyanine
is switched to the transparent ring-closed spiropyran form (black) with absorptions in
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Figure 5.3 | Energy level diagram and reaction paths of 6,8-dinitro BIPS in chlo-
roform as determined by ultrafast time-resolved measurements by Buback et al.
with S1 excitation. After photoexcitation at 560 nm 40 % of the TTC molecules undergo
the ring-closure reaction to SP. SE is observed for TTC at 615 nm with an S1 lifetime of
τTTC = 95 ps, ESA appears around 440 nm. The TTT isomer absorbs at 600 nm, leading to
SP formation with a quantum yield of about 35 %, SE at 650 nm with τTTT = 900 ps, and
two separated ESAs at 455 and 540 nm. The quantum yield of the ring-opening reaction was
found to be 9 %. The existence of cis − trans photoisomerization between TTC and TTT
is discussed in detail in Sect. 5.3 while reaction paths emerging after S1-Sn transitions are
determined in Sects. 5.4 and 5.5. Data taken from Refs. [235] and [236].

the UV spectral regions around 340 and 260 nm, which is also contrary to 6-nitro BIPS
where the MC form undergoes a cis-trans isomerization reaction but no photoinduced
ring closure, as was shown in Chap. 4. The ring-closed spiropyran form reacts back to
the merocyanine form either by absorption of a UV photon below 400 nm or thermically
on a time scale of several minutes. Consequently, no additional illumination of light
is necessary for preparing the sample for the experiment if the MC form of 6,8-dinitro
BIPS is investigated.

NMR studies by Hobley et al. revealed that also for 6,8-dinitro BIPS the two dominat-
ing isomers are the TTC and TTT configurations [245], the corresponding structures are
depicted on top of Fig. 5.2(a). Transient absorption studies performed in our research
group have shown that the TTC isomer absorption is centered at 560 nm (vertical red
dashed line) while the TTT absorption band is located red-shifted at 600 nm (vertical
blue dashed line) [236]. The equilibrium TTT/TTC concentration ratio was estimated
in this study to be on the order of 0.3.
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5.2.2 Photophysical and Photochemical Properties

The existence of the two MC isomers of 6,8-dinitro BIPS in chloroform is confirmed
by the fluorescence spectrum as a function of the excitation frequency [Fig. 5.2(b)],
where two well-separated peaks are detected. While TTC fluorescence is observed at an
emission wavelength of 600 nm after 550 nm excitation, the TTT signal is red-shifted to
an emission wavelength of 635 nm and 600 nm excitation (see labels). This data suggests
that the two isomers are also distinguishable in time-resolved measurements on the basis
of their excitation frequencies, which will be exploited in coherent 2D spectroscopy (Sect.
5.3) to disentangle the photochemical connectivity between the two isomers.

The photochemistry of 6,8-dinitro BIPS in chloroform solution was analyzed in pre-
vious work by Buback et al. by means of transient absorption and ultrafast three-pulse
experiments [235, 236]. The results of these studies are summarized in Fig. 5.3. Using
variable excitation energies and a global fitting model, it was found that after S1 excita-
tion at 560 nm about 40 % of all excited TTC isomers undergo the ring-closure reaction
to the SP form. For TTC, SE is observed at 615 nm with a characteristic S1 lifetime
of τTTC = 95 ps. A single ESA band is detected for this isomer around 440 nm. In the
case of TTT, which absorbs at 600 nm, the SE signal is also red-shifted to 650 nm with
a lifetime of τTTT = 900 ps. In contrast to TTC, two separated ESA bands are observed
at 455 and 540 nm, respectively. The quantum yield of the ring-opening reaction was
estimated to be 9 %. Likewise, it was shown that a complete opening–closure–opening
switching cycle can be conducted within 40 ps while the reversed ring closure–opening–
closure cycle is even faster and can be completed within 6 ps in chloroform [235]. Thus,
6,8-dinitro BIPS is a promising candidate as a molecular “bit” in future applications
due to its capability of ultrafast and bidirectional switching with comparatively high
switching quantum yields.

The cis-trans photoisomerization reaction among the two ring-open merocyanine iso-
mers could not be excluded for this compound, but an upper limit for the quantum yield
of 1–2 % was given. In order to address the question regarding the photoisomerization
between the MC isomers of 6,8-dinitro BIPS, coherent 2D measurements will be the
method of choice in the following section.

Furthermore, to probe the photochemistry of higher-lying electronic states Sn, pump–
repump–probe spectroscopy and electronic TE2D spectroscopy will be implemented in
Sects. 5.4 and 5.5, as previously discussed.

5.3 Two-Dimensional Electronic Spectroscopy of
6,8-dinitro BIPS

To clarify the question whether cis–trans isomerization is also one of the possible re-
actions paths among the MC isomers of 6,8-dinitro BIPS, coherent two-dimensional
electronic spectroscopy experiments in the pump probe geometry with a femtosecond
pulse shaper as described in Sect. 4.4.2 were performed. As was demonstrated in Sect.
4.4, third-order 2D spectroscopy is capable of elucidating whether photochemical ex-
change between different molecular species is part of their photochemistry. However, for
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Figure 5.4 | Absorption spectrum of 6,8-dinitro BIPS in chloroform (gray), probe
(purple), and pump laser spectrum (green) used for the 2D measurement. The em-
ployed broadband white light probe continuum covers the complete visible range. In contrast,
the pump-laser spectrum is much narrower and tuned to the red edge of the absorption band
in the visible around 605 nm such that both isomers can be excited. Figure adapted from
Ref. [8]. © (2011) by the American Chemical Society.

6,8-dinitro BIPS, previous studies already showed that the ring-closure reaction domi-
nates, but cis–trans isomerization between the TTC and the TTT isomer could not be
excluded entirely [236].

To collect 2D electronic spectra of both isomers of 6,8-dinitro BIPS within a single
measurement, the pump pulses were tuned towards the red-edge of the absorption band,
as shown in Fig. 5.4 (green line). Therefore, the pump pulses are centered around
605 nm (495 THz) where the TTT isomers absorption is located peaking at 600 nm
(490 THz), since the equilibrium TTT isomer concentration is considerably lower than
the TTC concentration. Hence, a comparable signal strength is expected for the two
isomers. The spectrum of the white-light probe continuum (purple line) covers almost
the complete visible range, which allows us to probe contributions far off the diagonal.
The pump pulses were compressed to pulse durations below 20 fs using pulse-shaper
assisted cFROG (Sect. 3.3).

5.3.1 Isomerization Scenarios for Ring-Open 6,8-dinitro BIPS

In the following, different potential TTC–TTT photoisomerization scenarios and their
corresponding expected 2D spectrum will be discussed. An overview over these processes
is given in Fig. 5.5 with the reaction schemes on the left-hand side and their associated
cartoon-like 2D spectra for short (T > 0, left) as well as for longer population times
(T ≫ 0) on the right.

Expected signal contributions are numbered (signals 1–7) in Fig. 5.5(a) in the T >
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Figure 5.5 | Potential isomerization scenarios (left) and corresponding 2D spectra
(right) of the two MC isomers of 6,8-dinitro BIPS. Red-dashed lines represent TTC
signals while TTT contributions are marked by blue-dashed lines. Positive signals (ESA, PA)
are marked by solid circles, those with negative amplitudes (GSB, SE) by dashed circles. Off-
diagonal peaks indicative for cis–trans isomerization are filled with gray color and located at
points where blue and red lines intersect. (a) In the absence of TTC–TTT isomerization, no
isomerization cross peaks will emerge at early waiting times (T > 0, left) or on longer time
scales (T ≫ 0, right). (b) For the scenario with ultrafast isomerization with a non-radiative
transition to the ground state additional cross peaks will emerge at the GSA frequencies of
the respective other isomer on all time scales. (c) If isomerization occurs in the S1 state,
isomerization cross peaks will be observed in ESA and SE regions at early times and at GSA
region for longer waiting times. Figure adapted from Ref. [8]. © (2011) by the American
Chemical Society.

0 spectrum, the numbers will be used later for discussion of the experimental data.
Negative peaks (GSB, SE) are indicated by dashed circles, positive ones (ESA, PA) by
solid circles. Additional off-diagonal peaks that are associated with the isomerization
reaction are marked by gray color. Both isomers undergo the ring-closure reaction with a
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quantum yield of about 40 % [235, 236]. In addition, both molecules exhibit ESA signals
in the higher-frequency probe region (signal 1 for TTC, signals 2 and 3 for TTT). The
bleaching of the ground state results in negative diagonal (black dashed line) peaks (4,5),
while SE leads to negative contributions below the diagonal for both isomers (6,7). As in
the case of the related 6-nitro BIPS, all signals are slightly red-shifted for TTT compared
to TTC.
In the absence of TTC–TTT cis–trans photoisomerization [Fig. 5.5(a)], neither iso-

merization cross peaks at early waiting times (T > 0, left) nor on longer time scales
(T ≫ 0, right) will emerge. Since the ring-closure reaction leads to the formation of the
spiropyran form without any absorption bands in the visible spectral range, the associ-
ated reduced MC concentration will be reflected by constant negative GSB peaks on the
diagonal at longer waiting times. Since no photochemical exchange is assumed in this
case, all peaks are observed at crossings of lines with the same color.
The scenario with ultrafast isomerization via a non-radiative transition to the ground

state [Fig. 5.5(b)] would be possible in the presence of an S1-S0 conical intersection. In
this case, additional cross peaks will emerge shortly after photoexcitation at the GSA
frequencies of the respective other isomer and will remain there for longer times since
the thermal back reaction is expected to be slower than the experimentally accessible
time scales.
In case of an isomerization in the first excited electronic state S1 [Fig. 5.5(c)], iso-

merization cross peaks will be observable in the ESA and SE regions at early times and
at GSA probe frequencies for longer waiting times after which relaxation to the ground
state has occurred.
In this context it should be noted that in the 2D electronic spectra, contributions of

the two isomers will most probably strongly overlap such that cross peaks might not be
resolved at first glance, as was discussed in Sect. 4.4.1. Moreover, the peak shapes along
the νpump-axis are dominated by the pump laser spectrum which is considerably narrower
than the MC absorption band (see Fig. 5.4), whereas the 2D spectrum is automatically
normalized to the probe pulse spectrum along the νprobe-axis. This can lead to spectral
shifts of the measured 2D peaks such that contributions that are expected on the diagonal
(such as GSB) might be slightly shifted away from it.

5.3.2 2D Electronic Spectra

The measured absorptive 2D electronic spectra of ring-open 6,8-dinitro BIPS in chloro-
form are shown in Fig. 5.6 for various population times between 3 and 3000 ps. The
measurements were performed with the same setup as discussed in Sect. 4.4.2 and the
signal was detected in the laboratory frame with γ = 1. Blue/purple colors and solid
contour lines again denote a decrease of transient absorption whereas at yellow/red re-
gions with dashed contour lines an increased absorption is detected. The vertical dashed
blue and red colors indicate the TTT and TTC contributions as labeled on the right side
which were determined by global fitting of transient absorption data by Buback et al.
[236]. The vertical blue and red dashed lines indicate the maximum of the overlap be-
tween the corresponding isomer absorption spectrum, which were also determined with
a global fit, and the pump laser spectrum [shown above Fig. 5.6(a) together with the
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measured absorption spectrum of the sample]. Due to the detuning of the pump laser,
especially TTC contributions are shifted away from the maximum of the MC absorption
spectrum towards lower pump frequencies (≈ 515 THz). TTT contributions are expected
to peak around νpump ≈ 495 THz. After 3 ps [Fig. 5.6(a)], the 2D spectra are dominated
by TTC ESA (signal 1) for νpump > 600 THz and by TTC SE contributions (signal 6)
for lower probe frequencies. Nevertheless, contributions of the TTT isomer are clearly
identified, for example, in the ESA region where the lower-frequency ESA of TTT leads
to the positive tongue-shaped signal for lower pump frequencies [signal 3 in Fig. 5.6(d)]
reaching from νprobe ≈ 600 THz down to νprobe ≈ 530 THz. The higher-frequency ESA
of TTT is best visible for longer delay times above 300 ps [signal 2 in Fig. 5.6(d)]. This
is due to the fact that TTC signals decay much faster than TTT contributions (95 ps
for TTC compared to 900 ps for TTT) with the result that the TTT ESA is uncovered
at times when most TTC molecules have already relaxed to their ground state.
Moderate oscillations of the contour lines along the probe-frequency axis are observed

at the low pump-frequency edge of the 3 ps spectrum in the ESA. This effect is most
probably caused by Raman active modes of chloroform. These modes become visible
for short population times due to the chirp of the continuum probe which results in a
probe frequency dependent waiting time (as discussed in Sect. 4.4.2) such that temporal
oscillations lead to spectral modulations as well [184, 185, 327]. Since the excited-state
lifetimes of both MC isomers are much longer than the decay time of the Raman modes,
these modes are no longer observed for longer population times.
The strongly differing excited-state lifetimes of the isomers also lead to a shift of

the ESA signal towards lower pump and probe frequencies in the first few hundreds of
picoseconds [Figs. 5.6(a)–(d)] and even after 3000 ps a low TTT ESA signal remains.
The stimulated-emission signals of the two isomers are most clearly discriminated at
T = 100 ps [Fig. 5.6(c)] and 300 ps [Fig. 5.6(d)]. The TTT SE signal (7) is marked in
the T = 100 ps spectrum.
All S1 contributions (ESA, SE) decay on their characteristic timescales. Finally, the

presence of the ring-closure reaction and the associated decrease of the MC ground-state
concentration for both isomers is reflected by the remaining bleach at TTC GSA (signal
4, at νprobe ≈ 535 THz) and TTT GSA (signal 5, at νprobe ≈ 500 THz) probe frequencies.
Another low-amplitude negative signal is observed for high probe frequencies above

750 THz best resolved in the T = 300 ps [Fig. 5.6(d)] and 1000 ps [Fig. 5.6(e)] spectra.
This feature is due to the bleaching of the second MC absorption above 700 THz ex-
tending into the UV spectral region which is not covered by the probe continuum. For
comparison, the measured MC absorption is also plotted on the right side of Fig. 5.6(f)
along the probe axis.
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Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



120 Experimental Implementation of Fifth-Order TE2D Electronic Spectroscopy

5.3.3 Discussion of the 2D Spectra

After the in-depth description of the measured 2D electronic spectra of ring-open 6,8-
dinitro BIPS, the isomerization scenarios discussed in Sect. 5.3.1 can now be reconsid-
ered and evaluated on the basis of the measurements.

In the case of an excited-state isomerization, one or more additional off-diagonal con-
tributions in the ESA and in the SE region are expected for short population times. For
low-quantum yield excited-state reactions, at least minor distortions of the contour lines
would be observed. However, in addition to signals 1–7 no cross peaks indicative for
excited-state isomerization are detected, neither at ESA nor at SE frequencies. Thus, it
is very likely that, in contrast to 6-nitro BIPS, the region of the S1 PES associated to
the TTC isomer is separated from the TTT region of the potential by an energy barrier
precluding the direct excited-state transformation.

Furthermore, cis–trans isomerization upon relaxation to the ground state can be ruled
out. Though it is very likely that for short population times positive cross peaks in the
GSA region, as drawn in Fig. 5.5(b), would be concealed by the much stronger GSB
signals, such a reaction path seems highly unlikely on the basis of the 2D spectra for
longer population times where no positive off-diagonal contributions are detected in the
GSA region. Thus, our measurements unambiguously prove that the two isomers are not
interconvertible via a conical intersection connecting the excited state of one isomer with
the electronic ground state of the other isomer, as was found in a very recent theoretical
study by Kobayashi and Amos [260].

Hence, cis–trans isomerization can be excluded as a dominant reaction path and the
most likely scenario for the MC form of 6,8-dinitro BIPS after S1 excitation is the one of
Fig. 5.5(a) without any TTC↔TTT isomerization. Therefore, we can conclude that the
second nitro group at position 8 drastically affects the photochemical properties of this
BIPS compound since for 6-nitro BIPS the unidirectional TTC→TTT isomerization
reaction was identified in Chap. 4 with a quantum yield of 18 % in acetonitrile and
calculations (Sect. 4.6) predicted a very low excited-state barrier of about 0.1 eV or
even lower when solvent effects are taken into account. However, for 6,8-dinitro BIPS,
it seems that after S1 excitation the ring-closure reaction, which is reflected by the two
negative diagonal contributions for longer population times (signals 4 and 5), is dominant
with a quantum yield of about 40 %, which is most likely too efficient for any competing
photochemical reaction channel.

All in all, the results of the coherent 2D studies on the merocyanine isomers of 6,8-
dinitro BIPS in chloroform can be summarized as illustrated in Fig. 5.7. After S1 exci-
tation, both isomers undergo the ring-closure reaction within 6 ps after excitation with
a quantum yield of 35–40 %, presumably via a conical intersection. Most MC molecules
relax back to their ground state via fluorescence within 95 ps (TTC) and 900 ps (TTT).
Our data clearly proves that neither excited-state isomerization nor isomerization during
relaxation to the ground state are dominant reaction channels for the ring-open mero-
cyanine of 6,8-dinitro BIPS (red crosses). Besides, these results are also of significance
for potential future applications of this compound, for example as a molecular “bit” or
in optical data storage, where the isomerization process would be an undesirable loss
channel lowering the efficiency of such devices.
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Figure 5.7 | Reaction scheme of 6,8-dinitro BIPS in chloroform as deduced from
the 2D measurements. Both MC isomers of 6,8-dinitro BIPS are excited in the visible
spectral range and undergo the ring-closure reaction to the spiropyran form with a quantum
yield of 35-40 %. On the basis of our studies both cis–trans isomerization in the excited state
as well as during relaxation to the ground state can be excluded (red crosses). Figure adapted
from Ref. [8]. © (2011) by the American Chemical Society.

5.4 Pump–Repump–Probe Spectroscopy

With the experiments discussed in the previous section the photochemical reaction paths
of 6,8-dinitro BIPS after excitation to the first-excited electronic state were explored
and photoisomerization between the two MC isomers was excluded for both species.
However, the role of higher-lying electronic states in the photochemistry of the molecule
can not be elucidated with these third-order experiments since only processes initiated by
optical S0-S1 transitions are probed there. Nonetheless, it seems plausible that further
reaction channels might be revealed if the molecule is reexcited after a first excitation
step to another higher-lying electronic state. By doing so additional energy is absorbed
by the molecule which could lead to the formation of new reaction products, e.g., via
photoisomerization or photodissociation, which are not observed after excitation to S1.

5.4.1 Experimental Implementation

To realize this concept, we implement pump–repump–probe spectroscopy by employ-
ing an additional repump pulse, resonant to the excited-state absorption of 6,8-dinitro
BIPS around 440 nm, which induces the S1-Sn transition of already excited merocyanine
molecules. The signal emerging of the reexcited molecules is thus based on a fifth-order
non-linear light–matter interaction since the repump pulse (“R”) creates the Sn popula-
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a b

pump

repump

probe

conventional

pump–probe

pump–repump–probe

spectroscopy

Figure 5.8 | Pulse chopping scheme for conventional pump–probe spectroscopy
compared with the principle used for the pump–repump–probe approach. (a) In
conventional pump–probe spectroscopy (e.g., in transient absorption) the pump pulse is
chopped at half the repetition rate of the laser and the signal is received from the comparison
of the probe signal with the preceding pump pulse with the signal without the pump (dashed
rectangle). (b) In our pump–repump–probe approach, pump and repump pulses are chopped
by a fourth of the repetition rate in addition to a π/2 phase shift between the two choppers.
As a consequence, all four possible combinations of only pump or repump blocked, both pump
together with the repump blocked, and none of the pulses blocked are achieved.

tion by interacting twice with molecules already excited to S1 by two interactions with
the pump pulse (“P”). The probe pulse (“Pr”) finally gives rise to the fifth interaction
with the sample.

For this experiment, the pump pulses were generated with the home-built NOPA
centered at λP = 590 nm, which were characterized by the cFROG technique and com-
pressed with the pulse shaper to a pulse duration of 17 fs. For the repump pulses,
the commercially available NOPA was tuned to 870 nm of which the SHG signal at
λR = 435 nm was used for pumping of the ESA transition.

Since both the conventional third-order transient absorption signal and the much
weaker fifth-order repump-induced signal equally satisfy the phase-matching condition,
a specific beam chopping arrangement is used in order to extract the background-free
fifth-order signal. Two optical choppers are employed, one in the pump and one in the
repump beam, operating at 250 Hz (1/4 of the laser’s repetition rate) with a π/2 relative
phase shift. The resulting chopping sequence is visualized in Fig. 5.8(b) and compared
to the conventional pump–probe approach shown in Fig. 5.8(a). In conventional pump–
probe spectroscopy the pump pulses are blocked at half the laser’s repetition rate and the
transient signal is gained by comparing the probe signal without a pump pulse with the
signal in presence of the preceding pump (dashed rectangle). In contrast, in our pump–
repump–probe approach, we block pump and repump pulses at 1/4 of the repetition rate
of the laser and add a π/2 phase shift to one of the choppers corresponding to the time
delay of one pulse. In this way, all four possible combinations of only pump or repump
blocked, pump together with the repump blocked at the same time, and none of the
pulses blocked, are obtained.

Similar to all previous time-resolved experiments, all measurements are performed
with a multichannel shot-to-shot detection of the continuum probe. Accordingly, four
different probe spectra are measured and three optical density changes relative to IPr
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are evaluated:

∆ODPPr = − lg
IPPr
IPr

, (5.1)

∆ODRPr = − lg
IRPr

IPr
, (5.2)

∆ODPRPr = − lg
IPRPr

IPr
, (5.3)

where subscripts denote the unblocked beams. In order to extract the isolated fifth-order
signal the differential pump–repump–probe signal ∆ODdiff is calculated by subtracting
contributions from excitations with either only the pump (∆ODPPr) or the repump pulse
(∆ODRPr) from the signal resulting from the combination of both pulses (∆ODPRPr):

∆ODdiff = ∆ODPRPr −∆ODPPr −∆ODRPr. (5.4)

5.4.2 Pump–Repump–Probe Results

Figure 5.9 shows the spectrally resolved optical density change ∆ODdiff as a function of
pump–repump delay tPR for a fixed pump–probe delay of T = 2000 ps. Positive signals
(yellow/red) correspond to an increase, negative ones (blue/purple/black) to a decrease
of the combined transient absorption signal.
The most prominent contribution occurs for 0 < tPR < 250 ps as a strong negative

signal around the probe wavelength of 559 nm. This corresponds to a repump-induced
bleach of the merocyanine ground state, i.e., the merocyanine concentration after 2000 ps
is additionally reduced by the pump–repump combination compared to the pump-only or
repump-only experiments. Blue- and red-shifted to this bleach, two strong and spectrally
broad positive signals are detected which indicate the formation of a new long-lived (since
probed after 2 ns) product species. Thus, the combination of pump and repump not
only leads to internal conversion from Sn states to S1 from where processes like ring
closure or fluorescence take place, but also to a new product.
For increased pump–repump delays these signals disappear, and a small signal offset

(positive for λ > 500 nm, negative for λ < 500 nm) is evident for all wavelengths. This
contribution has the same spectral shape as the pump–probe data after S1 excitation but
with opposite sign [236] and is due to the overestimation of molecules that can be excited
from the ground state by the repump [although the absorption in Fig. 5.9(a) is close to
zero at 440 nm]. This overestimation is caused by the fact that the preceding pump pulse
decreases the concentration of merocyanine molecules remaining in the ground state.
Thus, by subtracting ∆ODRPr, which is received by exciting the entire merocyanine
concentration, from ∆ODPRPr, the repump-only signal is overcompensated leading to a
transient signal with flipped sign. For 1750 < tPR < 2000 ps, this inverted transient
signal even increases with the repump approaching the probe pulse. Since the signal for
repump-only increases due to merocyanine excited to S1 that has not yet relaxed back to
the ground state, the overcompensation increases, too. A similar argument holds for the
signal observed for negative pump–repump delays tPR < 0 ps: In this case, the repump
precedes all other pulses; thus the effective concentration is reduced for the subsequent
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Figure 5.9 | Pump–repump–probe measurement of 6,8-dinitro BIPS in chloroform.
The data reflects the spectrally resolved repump-induced change of absorbance ∆ODdiff as a
function of pump–repump delay tPR and probe wavelength λ for a fixed probe delay T =
2000 ps. The pump pulses are resonant to the S0-S1 excitation and centered at λP = 590 nm
while the repump induces the S1-Sn transition of the ESA at λR = 435 nm. Figure adapted
from Ref. [5]. © (2013) by the American Physical Society.

pump pulse. For delays tPR > T = 2000 ps the entire signal vanishes because the repump
interacts after the probe and hence no repump-induced signal can be observed.
Figure 5.10(a) shows the data from Fig. 5.9 for three selected wavelengths together

with a global exponential fit for pump–repump delays between 0 ps and 500 ps (black
dashed line). The fit yields a global decay time of 80 ps for the so far unidentified
repump induced product which agrees with the S1 lifetime of the merocyanine [236].
This evidences that the observed pathway via higher-lying electronic states leading to the
product formation is accessible from the S1 state only. In Fig. 5.10(b) cuts through the
same data along the λ-axis are plotted for tPR = 30 ps, 500 ps, and 2020 ps, illustrating
the spectral characteristics of the photoproduct with absorption bands around 600 nm
and 470 nm (orange squares). For tPR larger than the S1 lifetime, this signal is no longer
detected (purple circles), and for tPR > T = 2000 ps no signal is observed any more
(white triangles).
Given the fact that in our case a mixture of molecular isomers, each possessing a

multitude of electronic states, is investigated, the nature and the precursor state of the
new species has yet to be identified. Both isomers possess an ESA around 440 nm
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Figure 5.10 | Slices through the pump–repump–probe data map of Fig. 5.9. (a)
∆ODdiff for selected wavelengths with a global fit (black) revealing a decay time of 80 ps; (b)
∆ODdiff for selected pump-repump delays tPR. The absorption of the new product is evident
from the curve for tPR=30 ps (orange squares). Figure adapted from Ref. [5]. © (2013) by
the American Physical Society.

through which higher-lying electronic states are accessible by the repump. The time
constant of 80 ps already suggests that TTC might be the relevant isomer in this reaction,
as its S1 lifetime is 96 ps, in contrast to 910 ps for TTT. Nevertheless, for cases where
the precursor state cannot be assigned by a characteristic lifetime, further insight is
necessary. Electronic TE2D spectroscopy, which will be implemented in the next section,
can provide this information by spreading the signal contributions along the pump-
frequency axis.

5.5 Triggered-Exchange Two-Dimensional Electronic
Spectroscopy

In this section, the common pump–repump–probe approach of the previous section is
expanded by establishing coherent electronic TE2D spectroscopy in the visible regime
for the investigation of higher-lying electronic states of our model system 6,8-dinitro
BIPS. The TE2D technique allows us to correlate the spectral signatures of the reactant
in the ground state with those of the photoproduct formed by the interaction with
the additional repump pulse between the 2D sequence and the probe pulse. Hence,
the observation of the unambiguous signature and the assignment of the corresponding
reactive molecular precursor is permitted, which otherwise is not accessible.

For implementing electronic TE2D spectroscopy, the pump is split into a double pulse
with the pulse shaper and ∆ODPPr, ∆ODRPr, and ∆ODPRPr [Eqs. (5.1)–(5.3)] are
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Figure 5.11 | Exemplary time-domain raw data of the electronic TE2D spectra
of 6,8-dinitro BIPS as a function of coherence time τ for a probe wavelength of
λ = 554 nm, tPR = 500 fs, and T = 2000 ps. The TE2D data (red line) is extracted by
subtracting the phase cycled pump-only (dashed green) and repump-only (solid black) from
the pump–repump–probe signal (solid blue). Figure adapted from Ref. [6].

measured as a function of coherence time τ , thus generating three different 2D spectra
for each waiting time T . The corresponding purely absorptive 2D spectra are obtained
by taking the real part of the Fourier transform along τ . A four-step phase cycling
scheme allows the retrieval of 2D signals while pump-induced scatter is efficiently reduced
(compare Sect. 4.4.2). In this way, the desired fifth-order 2D signal ∆ODdiff(τ,T,tPR) is
extracted using a combination of pulse chopping and phase cycling.

Figure 5.11 exemplarily shows the phase-cycled TE2D time-domain raw data at a
probe wavelength of λPr = 554 nm as a function of coherence time τ at fixed pump–
repump delay tPR = 500 fs and for a waiting time of T = 2000 ps. We obtain three
different signal contributions by analogy with the pump–repump–probe measurements:
the 2D data 2DPRPr corresponding to the case in which the pump pulse pair interacts
with the sample together with the repump pulse (solid blue line), the case in which the
repump is blocked and only the pump pulse pair excites the sample (dashed green line)
corresponding to the conventional 2D signal 2DPPr, and the signal 2DRPr for the situation
where the pump pulses are blocked and only the repump irradiates the sample (solid
black). By subtracting the latter two phase-cycled curves from the first one, the isolated
fifth-order TE2D data (red), corresponding to the interaction with all four pulses, is
extracted. Regarding its small signal magnitude, it becomes obvious that the desired
signal is covered by much stronger third-order contributions of those molecules that have
been excited to S1 and not been repumped to higher-lying states.

A TE2D spectrum was measured for tPR = 500 fs and T = 2000 ps and extracted
as shown in Figs. 5.12(a)-(d). In all spectra vertical red (TTC) and blue (TTT) dashed
lines indicate the spectral maximum of the overlap of the pump spectrum and the corre-
sponding isomer absorption spectrum. The expected positions of ESA, GSB, and SE of
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Figure 5.12 | Electronic TE2D spectrum of 6,8-dinitro BIPS. The TE2D signal ex-
traction is demonstrated for tPR = 0.5 ps and T = 2000 ps. (a) From the 2DPRPr data with
both pump and repump interacting with the sample, (b) 2DPPr and (c) 2DRPr are subtracted,
yielding (d) the isolated electronic TE2D spectrum. Figure adapted from Ref. [5]. © (2013)
by the American Physical Society.

molecules in S1 are marked with horizontal red (TTC) and blue (TTT) dashed lines. The
sign convention is the same as in Fig. 5.9(b), thus positive amplitudes (yellow/red) cor-
respond to an increase of absorption whereas negative ones (blue/purple/black) indicate
a decreased absorption.

Figure 5.12(a) shows the 2DPRPr spectrum collected in presence of pump and repump
pulses. The 2DPPr spectrum [Fig. 5.12(b)], obtained by blocking the repump, only ex-
hibits slight differences. No 2D signal (apart from low amplitude noise) is observed
when the pump pulse pair is blocked, yielding the 2DRPr spectrum [Fig. 5.12(c)]. By
subtracting 2DPPr and 2DRPr from 2DPRPr [Eq. (5.4)], the TE2D spectrum is extracted
[Fig. 5.12(d)]. This spectrum can be considered as the change in the conventional absorp-
tive 2D electronic spectrum due to the interaction of excited molecules with the repump
pulse. Thus, it directly visualizes the correlations between the spectral signatures of the
precursor molecule and the response of the repump-induced photoproduct.

The 2DPRPr and the 2DPPr spectrum are dominated by third-order signals occurring
after excitation to S1 [8]. In essence, distinguishable ESAs, as well as GSB and SE are
observed for both isomers, very similar to the 2D spectra discussed in Sect. 5.3. But
only the TE2D spectrum visualizes the segregated fifth-order contributions arising from
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higher-lying states. It exhibits a distinct GSB located around |νPr| = 520 - 570 THz,
while positive contributions are observed red- and blue-shifted from the bleach between
|νPr| = 400 - 520 THz and 590 - 750 THz. These spectral signatures correspond to
those also discussed for the pump–repump–probe data in the previous section [see signal
at 30 ps in Fig. 5.10(b)]. With the additional frequency axis in the TE2D spectrum,
the S1-state of the TTC isomer can now nonambiguously be identified as the precursor
state of the photoproduct, because all signals are located on the vertical red dashed line
corresponding to the excitation of TTC from the ground state.

The negative signal is assigned to TTC GSB, whereas the positive contribution in
the TE2D spectrum [Fig. 5.12(d)] and the 30 ps pump–repump difference spectrum
[orange squares in Fig. 5.10(b)] evidence a photophysical process: The merocyanine is
ionized as a response to the high energetic excitation of roughly 5 eV in total, and
an electron is released to the solvent. This electron is not solvated but reacts with
chloroform in a dissociative process which does not give rise to any absorption signals
in the visible [328]. Hence, the new absorption bands originate from the merocyanine
radical cation MC•+. In the literature, the characteristic new absorption bands of such a
radical cation at the high- and low-energy sides of the GSB have been reported for other
merocyanine dyes [329]. The repump pulse thus generates a radical cation MC•+ of the
merocyanine from excited TTC isomers. The TE2D spectrum can clearly identify this
precursor isomer and directly visualizes the interesting finding that the cation MC•+ is
only formed for one of the isomers (TTC) present in solution.

Other potential photoproducts can be ruled out as discussed in the following. First,
an increase of the ring-closure quantum efficiency can be excluded as the origin for the
observed signatures, as spiropyran only absorbs in the UV spectral range and therefore
would only explain the increased GSB but not the positive product bands in the visible.
Second, other merocyanine isomers might be formed just as for 6-nitro BIPS (Chap. 4),
but a blue-shifted photostable isomer for 6,8-dinitro BIPS was never observed in the
literature and also does not seem plausible from a thermodynamic point of view. Third,
while after S1 excitation only SE and ring closure are directly observed, the repump pulse
could enable intersystem crossing from a higher-lying state. However, no participation
of triplet states was observed for 6,8-dinitro BIPS and also for other merocyanines [329].

5.6 Reaction Scheme

On the basis of the pump–repump–probe experiments in combination with electronic
TE2D spectroscopy direct insight into the photodynamics of 6,8-dinitro BIPS induced
after excitation to higher-lying electronic states is obtained. The reaction scheme shown
in Fig. 5.13 summarizes the results of the measurements presented in Sects. 5.4 and
5.5 in a schematic and simplified picture. The two merocyanine isomers are located on
two separated minima of the ground state potential S0 of the ring-open configuration.
After S1 excitation both isomers either undergo an ultrafast ring-closure reaction to the
spiropyran form SP via a conical intersection or relax back to their electronic ground
states via fluorescence or – in addition to this – possibly radiationless through another
conical intersection [236, 259]. After reexcitation of the excited-state population by
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Figure 5.13 | Pump–repump reaction scheme for the two merocyanine isomers
TTC and TTT. Both isomers undergo the ring closure reaction to the spiropyran form (SP)
after S1-excitation. By repumping to higher-lying states the radical cation MC•+ with a broad
absorption band in the visible is formed from the TTC isomer, whereas no long-living species
is observed after repumping of the TTT isomer.

pumping the excited-state absorption triggering an S1 → Sn transition, an electron is
ejected into the solvent and the radical cation MC•+ is formed only from the TTC
isomer, whereas no additional photoproduct formation is observed for the TTT isomer.

5.7 Conclusion

In this chapter, novel third- and fifth-order nonlinear time-resolved spectroscopy tech-
niques were implemented that allow the investigation of photophysical and photochemi-
cal reaction paths that would be inaccessible by conventional femtosecond time-resolved
techniques.
In Sect. 5.3, third-order coherent 2D electronic spectroscopy was used to investigate

the photodynamics of the merocyanine form of the molecular switch 6,8-dinitro BIPS
after S1 excitation in more detail as it would be possible with transient absorption
spectroscopy. Without any further data modelling, the detected 2D spectra directly
visualized the photochemical connectivity between the two merocyanine isomers and
unambiguously proved that the cis–trans isomerization reaction between the two me-
rocyanine isomers can be ruled out as a dominant reaction path. Thus, no undesired
photochemical loss channels competing with the ring-closure reaction exist, which is a
very valuable piece of information regarding potential future application of this com-
pound.
In order to explore the role of higher-lying electronic states in the photochemistry of

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



130 Experimental Implementation of Fifth-Order TE2D Electronic Spectroscopy

6,8-dinitro BIPS, pump–repump–probe spectroscopy was implemented in Sect. 5.4. The
formation of a so far unobserved long-living new photoproduct, later identified as the
merocyanine radical cation MC•+, was detected upon S1-Sn reexcitation.
Finally, the technique of fifth-order TE2D spectroscopy was established for the first

time for electronic transitions in Sect. 5.5. Electronic TE2D spectroscopy offers a highly
sensitive tool which enables access to the photochemistry within electronically excited
states. On the basis of the collected TE2D spectra, it is unequivocally disclosed that the
S1-state of the TTC isomer is the precursor for the radical cation MC•+, whereas this
reaction path is not involved in the excited-state photochemistry of the TTT isomer.
This study demonstrates that fifth-order electronic TE2D spectroscopy is a promising
method for the analysis of excited states and associated reaction pathways, with the
information from where the reaction started intrinsically preserved.
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6 Polarization Pulse Shaping in the
von Neumann Formalism for
Arbitrary-Order Nonlinearities

In the previous chapters of this thesis it was demonstrated experimentally that third- and
fifth-order non-linear optical spectroscopy techniques are capable of providing detailed
information about photochemical processes of excited molecular electronic states. What
these techniques have in common is that all electronic states located within the broad
laser bandwidth may contribute to the resulting signal. As a consequence, this may
lead to a conglomeration of various kinds of spectroscopic signatures in which the de-
sired parts of information are veiled by other dominating signals. It was further shown
that two- and three-dimensional electronic spectroscopy, making use of phase-cycling
and specific pulse chopping configurations, can be used to eliminate some of these draw-
backs by spreading the information along several frequency dimensions (Chap. 4) and
in addition by extracting exclusively the desired order of optical nonlinearity (Chap.
5). Still, the vectorial character of the laser pulses as well as their spectral profile has
been neglected as important control knobs for achieving an improved signal selectiv-
ity. For this reason, the so-called von Neumann representation of shaped femtosecond
laser pulses is generalized to the description of time-dependent polarization profiles in
this chapter. This can have direct implications in multidimensional spectroscopy and
quantum-control techniques. The introduced formalism provides a profound basis for
exploiting light–matter interactions of almost arbitrary order in polarization-sensitive
ultrafast experiments.

A brief motivation for the presented approach is given in Sect. 6.1. Then, the conven-
tional von Neumann representation for linearly polarized laser pulses is reviewed in Sect.
6.2, and the formalism for describing the polarization state in the von Neumann picture
is introduced in Sect. 6.3. In Sect. 6.4, two example pulse sequences are discussed.
The subject of accuracy of the forward and backward transformations is treated in Sect.
6.5. Finally, an interpretation of the introduced joint time–frequency parameters in time
domain is given in Sect. 6.6.

Parts of Sects. 6.1 and 6.3–6.7 of this chapter have been published in Ref. [7]1, (see
table on p. v).

1Reproduced and adapted with permission from Applied Physics B: Lasers and Optics 107, 1–9 (2012).
© (2012) by Springer Science+Business Media.
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6.1 Motivation

The von Neumann representation (see Sect. 6.2 for details) is a joint time–frequency
description of shaped femtosecond laser pulses established by our research group in the
field of coherent control [68–70, 330–333]. This formalism allows the description and
visualization of the spectro-temporal evolution of linearly polarized laser pulses in time–
frequency phase space. Since in many scenarios not only the proper temporal spacing
between different subpulses but also the correct frequencies have to be applied in order
to achieve the desired transitions, the most effective way to generate the optimal pulse
sequence is to define the pulse directly in such a mixed time–frequency representation.

The von Neumann picture has been applied for measuring molecular quantum control
landscapes of a fluorescing dye [11] and has also been successfully implemented into an
evolutionary algorithm in order to carry out adaptive coherent control experiments [9].
In this chapter the von Neumann basis is extended to the representation of the time-
varying polarization state [7, 334] in time–frequency phase-space which may open up
new applications in higher-order multidimensional spectroscopy and quantum control
using femtosecond polarization pulse shaping as is discussed below.

Femtosecond pulse shaping (see Sect. 3.2) has become a very useful tool for many
different time-resolved spectroscopy techniques [57, 59, 210, 213, 216–218, 335–337] and
also in the field of quantum control [338–341]. In addition to amplitude and phase
shaping of linearly polarized light, polarization shaping makes the modification of both
the ellipticity and the elliptical orientation within a single laser pulse possible [88, 89,
342–348]. This can be exploited for systems that are pre-oriented with respect to the
laser field. But polarization is also relevant for ensembles of randomly oriented systems,
as molecules or aggregates in solution or in the gas phase. In that case, the laser field
itself could either be used to actively align the molecules [134, 136, 137], or to select a
sub-ensemble of specific alignment on the basis of the first interaction on which further
excitations will act.

In all cases of ultrafast spectroscopy or quantum control, not only the phase and
amplitude of the driving field but also the time-dependent vectorial character might
be relevant and can be exploited. This was demonstrated with CARS spectroscopy
in the liquid phase [349, 350], two-photon absorption [351], diatomic molecules in the
gas phase [352–354], and also in optical near-field control [355, 356]. Moreover, the
advantage of polarization control also in multidimensional spectroscopy has first been
utilized in 2DIR spectroscopy [357–360] and has later also been applied in electronic 2D
experiments [361].

Various experimental arrangements that are able to alter the polarization state of
femtosecond laser pulses were introduced in recent years, involving 4f setups and two or
more liquid-crystal displays (LCD) [88, 89, 342–347] or acousto-optic modulators [348].

As was described in Sect. 2.1.3 different types of mathematical description for pola-
rization-shaped laser pulses exist. The Fourier representation in frequency and time
domain contains all necessary information if amplitude and phase are given for two
polarization directions. However, that does not instantaneously reveal the polarization
state. The solution lies in a basis transformation to time-dependent “elliptical laser pulse
parameters” consisting of polarization ellipticity ϵ, orientation angle θ of the elliptical
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principal axis, total intensity I, and total phase φ [see Eqs. (2.49)–(2.51)], which can be
plotted in three-dimensional graphs illustrating the temporal evolution [89]. Temporal
trajectories of the polarization state in ellipticity-orientation phase space on the Poincaré
sphere or in the Poincaré plane (see also Fig. 2.9) can also provide some insight [91].

Concerning the field of quantum control, the choice of pulse parameterization can
have a fundamental influence on control performance, speed of convergency of the search
algorithm, and on the interpretability of the experimental results in quantum control
experiments [362], apart from the purely descriptive nature of pulse representations.
Several different basis sets have been exploited in the literature for linearly polarized
laser pulses. Typical examples are the “LCD pixel basis” [363], polynomial spectral phase
functions [364–367] or sinusoidal phase patterns [59, 60, 335, 368, 369] which all have
been successfully applied to many different kinds of experiments. If polarization-shaped
laser pulses are considered, these basis sets can, of course, still be employed by applying
the modulation functions to two independent polarization directions. However, in most
of these cases the resulting polarization states are not accessible immediately. Hence,
descriptions which are directly based on the polarization state may be useful. Weise et
al., for example, used a parameter set consisting of intensity, position in time, relative
phase, chirp, and polarization state to produce polarization-shaped pulse sequences [370].

As shown in Fig. 6.1(a), a formalism which provides the description of the polariza-
tion state of a shaped femtosecond laser pulse in the joint–time frequency domain could
help to achieve enhanced signal selectivity in multidimensional spectroscopy. In conven-
tional coherent 2D spectroscopy (top, left) typically four broadband laser pulses with
the same center frequency and the same linear polarization state (red arrows) are used,
separated by τ , T , and t. Since all energy levels of the system within the laser band-
width may contribute to the detected 2D spectrum (bottom, left), a straight forward
data interpretation may be impossible due to an accumulation of many different diagonal
and cross peaks. Using a femtosecond pulse shaper in combination with the von Neu-
mann representation, the spectral and temporal location of all subpulses of the pulse
sequence can be manipulated independently (top, center), which allows an enhanced
spectral selectivity in the 2D data (bottom, center). It was shown that the modifica-
tion of the polarization state of the employed pulses can be used to suppress certain
contributions such as the diagonal peaks [357–361], for example by using a polarization
scheme with orientation angles of θ = (+60◦,−60◦,0◦,0◦). In this way, by adding the po-
larization of the laser pulses as another degree of freedom (top, right), cross peaks may
be isolated which are hidden in the conventional 2D spectrum (bottom, right). Conse-
quently, a formalism capable of independent spectro-temporal and polarization control
in time–frequency phase-space would allow the implementation of cross-peak sensitive
multidimensional spectroscopy with enhanced signal selectivity. In addition, using the
von Neumann representation an arbitrary number of additional subpulses may be added
to the pulse sequence to realize higher-order types of multidimensional spectroscopy such
as fifth-order three-dimensional, transient 2D, or triggered-exchange 2D spectroscopy in
which all additional pulses can be adjusted independently to match the experimental
requirements.

Figure 6.1(b) illustrates potential applications of polarization pulse shaping in von
Neumann phase space for coherent control experiments with the help of two examples.
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Figure 6.1 | Possible applications of the formalism described in this chapter mo-
tivating the ability to describe polarization-shaped pulses in the von Neumann
picture. (a) Enhanced selectivity in multidimensional spectroscopy; While in conventional
2D spectroscopy (left) multiple contributions add up to the 2D spectrum spectral selectivity
allows the extraction of desired quantum paths. With additional independent control over the
polarization state off-diagonal peaks could be isolated. (b) Applications in coherent control;
Example 1: A series of subpulses is employed to drive a molecular system from one minimum
to another minimum of a double-well potential via a pump–repump–dump sequence. There-
fore, different excitation energies at different times and specific polarization states are required.
Example 2: A shaped laser pulse is used to control optical near fields in the gap between the
central disc and the attached antennas in a plasmonic nanostructure such that at different
times different polarization states and excitation frequencies of the driving field are necessary.
Figure (b) adapted from Ref. [7]. © (2012) by Springer Science+Business Media.
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If a mechanistic and intuitive approach to coherent control is desired, the parameteriza-
tion may be chosen in such a way that it optimally fits the characteristics of the investi-
gated system. In Example 1, a shaped femtosecond laser pulse could be used to control
a molecular transition from the global minimum of a double-well potential to another
minimum via a pump–repump–dump sequence. Depending on the Franck–Condon win-
dows this requires well defined subpulse frequencies ω1, ω2, and ω3 at interaction times
t1, t2, and t3, respectively. Moreover, the transition probability might be polarization
sensitive depending on the symmetry of the problem. In this fictitious example, possible
preferential directions of the subpulse polarization are indicated by red double arrows
similar to Fig. 6.1(a). In Example 2, polarization-shaped laser pulses are used to con-
trol the electromagnetic near field in the gaps at positions r1, r2, and r3 of a plasmonic
nanostructure. Assuming that the goal is to achieve an enhancement of the near fields
at times t1, t2, and t3, respectively, then the optimal external driving field will consist
of a series of pulses with specific temporal subpulse intervals, frequencies and polariza-
tion states, as the spatial dimensions (mainly the length) and orientation determine the
resonance frequency and the optimal excitation pulse polarization for each individual
antenna.

These examples demonstrate why it would be helpful to have available a parameter-
ization in which polarization-shaped laser pulses are defined in a joint time–frequency
picture. This chapter provides such a description based on the von Neumann formalism
[9, 11, 68–70] but generalized to the case of polarization-shaped laser pulses. It is shown
that this formalism can be used to define the polarization ellipticity, the orientation
angle, the phase, and the intensity as a function of time and frequency simultaneously.
It can also be used to represent and analyze general polarization-shaped laser pulses.

6.2 The von Neumann Representation for Linearly
Polarized Pulses

Each of the joint time–frequency distributions discussed in Sect. 2.1.2 has its own
advantages and is frequently used in the field of femtosecond laser pulses for visualization
purposes. However, the fact that they are not analytically invertible (Husimi), that
they can not be interpreted in terms of a probability distribution (Wigner), and – most
important – that they all contain an enormous amount of redundant information makes
it impossible to use them for defining a particular pulse shape. Furthermore, both the
Husimi and the Wigner representation contain a high amount of redundant information
as a discrete signal defined at N sampling points in time or frequency domain will be
mapped on N2 points in the joint time–frequency domain. As will be shown below, the
von Neumann representation circumvents this generation of redundant information. The
von Neumann description is closely related to the Husimi representation since it uses
the same basis. But in contrast to the continuous basis used in the Husimi distribution,
only a subset of coherent states is used for the expansion of the electric field. These basis
functions are complex-valued Gaussian functions, centered at fixed coordinates (ωn,tm)
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in phase space. They can be defined either in frequency domain via

αωntm(ω) =

(
2α

π

)1/4

e−α(ω−ωn)2−itm(ω−ωn) (6.1)

or in time domain:

α̃ωntm(t) =

(
1

2απ

)1/4

e−
1
4α

(t−tm)2+iωntm . (6.2)

The prefactors are necessary for normalization and the parameter α defines the ratio
of the temporal and the spectral FWHM of the basis functions. As mentioned in Sect.
2.1.2, a discrete subset of coherent states can be chosen in such a way that this particular
subspace still remains a complete basis set. In 1931 the Austro-Hungarian mathemati-
cian John von Neumann introduced such a discrete basis set – the von Neumann basis
– of which each basis function covers a phase space volume of V = ∆ω ·∆t = 2π [371].
The completeness of this basis was not proven until 1971 and it was shown that it is
overcomplete by exactly one state [85, 372, 373].
Assuming a phase space that is extending to infinity, the number of states in the

von Neumann basis will also be infinity. However, in practice only a limited area of
phase space is accessible which in our case is determined by the time and frequency
range T and Ω of the pulse shaper, which samples the laser pulse at N points in either
domain. The frequency range covered by the pulse shaper then ranges from ωmin to
ωmax = ωmin + Ω. Consequently, the frequency spacing is given by δω = Ω/N and
according to the properties of the discrete Fourier transform the temporal window is
T = 2π/δω. Hence, the temporal spacing between the sampling points is δt = T/N and
Ω = 2π/δt. The overall phase-space volume is thus given by

Vges = Ω · T =
2π

δt
T = 2πN. (6.3)

With this smallest possible basis set it is possible to transform a signal which is sampled
at N points in pure time- or frequency domain also at N points in the joint time–
frequency domain. Thus the von Neumann representation contains exactly the same
amount of sampling points in time–frequency phase space as in time or frequency domain,
as illustrated in Fig. 6.2. In experiments, the amount of sampling points N would be
chosen such that it coincides with the number of sampling points given, e.g., by the
amount of pixels of the pulse shaper.
As mentioned above, the parameter α determines the ratio of the spectral and tem-

poral FWHMs σω and σt of the basis functions. From Eqs. (6.1) and (6.2) it follows
that

σω =

√
4 ln 2

α
(6.4)

and

σt =
√
16α ln 2, (6.5)
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Figure 6.2 | Visualization of the von Neumann plane and associated parameters.
In practice, a laser pulse is given by N discrete sampling points either in time or in frequency
domain, which are connected via the discrete Fourier transform (FT). In von Neumann phase
space, the signal is projected onto a two-dimensional

√
N ×

√
N time–frequency plane using

Gaussian basis functions (assuming a square lattice). Thus, the information content of the
signal is conserved completely since the same number of sampling points is used in both
domains.

which results in

α =
σt

2σω

, (6.6)

Assuming a square lattice, i.e., the same number of grid points along the ω− and t−axis,
we obtain

α =
T

2Ω
=

πN

Ω2
. (6.7)

With above equations the von Neumann basis set is now consistently defined. In the fol-
lowing the transformation between the spectral or temporal domain to the von Neumann
space is derived.
For that purpose, the completeness relationship

1 =
∑

(n,m)(i,j)

|αωntm⟩S−1
(n,m)(i,j)⟨αωitj | (6.8)
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is required, stating that the von Neumann basis is a set of complete but not orthogonal
functions. In Eq. (6.8), S(n,m)(i,j) is the overlap matrix of the basis set. The element
[(n,m)(i,j)] of this matrix describes the overlap of the basis function at the phase-space
coordinate (ωn, tm) with the basis function at the position (ωi, tj) which can be calculated
using the dot product

S(n,m)(i,j) = ⟨αωntm |αωitj⟩ =
∫

α∗
ωntm(ω)αωitj(ω)dω. (6.9)

An analytical expression for the overlap matrix was found for the case of an infinite
von Neumann plane given by

S(n,m)(i,j) = (−1)(i−n)(j+m−N−1)e−
π
2
[(i−n)2+(j−m)2] (6.10)

which can be inverted numerically [330]. The electric field can then be expanded in
terms of coherent states via

|E+⟩ =
∑
n,m

Qωntm|αωntm⟩ (6.11)

where the expansion coefficients Qωntm are obtained by the projection of the electric field
onto the basis functions taking into account the inverse overlap matrix

Qωntm =
∑
(i,j)

S−1
(n,m)(i,j)⟨αωitj |E+⟩

=
∑
(i,j)

S−1
(n,m)(i,j)

∫
α∗
ωitj

(ω)E+(ω)dω. (6.12)

As these expansion coefficients are complex-valued quantities, they can also be described
by their amplitudes and phases, which in the following are referred to as the von Neu-
mann amplitude and von Neumann phase, and the square of the absolute value as von
Neumann intensity. The von Neumann representation can be – just as other time–
frequency descriptions – visualized by plotting those quantities on the discrete two-
dimensional von Neumann time–frequency grid.
By comparing Eq. (6.12) with Eq. (2.39), it becomes obvious that the expansion

coefficients without consideration of the overlap matrix may be considered as a complex-
valued Husimi distribution that is defined on a coarse time–frequency grid.
An intuitive interpretation of the von Neumann representation is shown in Fig. 6.3.

We consider a laser pulse defined in the von Neumann picture by two non-zero coefficients
with relative von Neumann intensities of I1 =1.0 at ω1 =2.411 rad/fs and t1 =407 fs and
I2 =0.75 at ω2 =2.334 rad/fs and t2 = −1220 fs [Fig. 6.3(a)]. The phase of these two
von Neumann coefficients is set to ϕ1 =0.6 π and ϕ2 =-0.4 π, as shown in Fig. 6.3(b).
Figure 6.3(c) shows the spectral intensity (blue) and phase (green) of the same laser
pulse after transformation to the frequency domain. The intensity profile is given by
two Gaussians with the same center frequencies and relative intensities as the two von
Neumann coefficients. Furthermore, the spectral phase at the center frequencies is given
by the negative values of the von Neumann phases.
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Figure 6.3 | Interpretation of the von Neumann representation. (a) We consider
a laser pulse given by two non-zero von Neumann coefficients with relative intensities of 1.0
and 0.75. (b) The corresponding von Neumann phases are set to 0.6 π and -0.4 π. (c) In
frequency domain the intensity is given by two separated Gaussians with the same intensities
and central frequencies as defined in the von Neumann picture. The spectral phase at the
center frequencies is given by the negative values of the von Neumann phases. The phase is
not shown for intensity values below 1 %.

This relationship between intensities and phases in von Neumann space and frequency
domain is a general property of the von Neumann representation [68, 330] and the
formalism introduced in Sect. 6.3 is based on this connection. A similar relationship
is found in time domain. However, it has to be emphasized that this strict accordance
between the von Neumann parameters and the pure time or frequency domain is only
valid for well separated subpulses in time and frequency [68, 330, 331].

Also more complex pulse shapes can be described with the von Neumann picture. To
demonstrate this, the von Neumann representation of the example pulse from Figs. 2.6
and 2.5 is illustrated in Fig. 6.4 in terms of the von Neumann amplitude [Fig. 6.4(a)]
and von Neumann phase [Fig. 6.4(b)]. In contrast to the von Neumann amplitude, from
which the temporal and spectral structure of the laser pulse becomes easily apparent, an
intuitive interpretation of the von Neumann phase is not possible for such complicated
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Figure 6.4 | Exemplary von Neumann representation The von Neumann amplitude (a)
and phase (b) is shown of the example pulse from Figs. 2.5 in the Wigner distribution and 2.6
in the Husimi representation (adapted from Ref. [332]);

pulse shapes.

It was previously shown that the (for practical reasons unavoidable) truncation of the
originally infinitely sized von Neumann phase space to a confined time–frequency range
can lead to certain artifacts after back- or forward transformation, especially for pulse
shapes that necessitate a larger amount of basis functions for convergence [70, 330, 331].
Several solutions to this issue have been proposed and tested in view of transformation
accuracy, bijectivity between von Neumann space and Fourier description, and efficiency.
It was shown that the most feasible method to avoid issues arising from the truncated
von Neumann lattice is to introduce explicit periodic boundary conditions [70] such that
the basis functions satisfy the condition αωntm(ω+Ω) = αωntm(ω). The same periodicity
in time domain is implicitly achieved by the discretization in frequency domain. For all
von Neumann transformations employed in this work, this method of periodic boundary
conditions for the basis functions was used in order to achieve the best possible accuracy
as is demonstrated in Sect.6.5.

6.3 Generalization to Polarization Shaped Laser Pulses

While in the previous section the von Neumann formalism as a joint time–frequency rep-
resentation for linearly polarized femtosecond laser pulses was reviewed [9, 11, 68–70] this
formalism is now transferred to the description of time-dependent polarization profiles
[7, 334]. Therefore we consider a time-dependent electric field of a transverse electro-
magnetic wave with varying polarization state. In analogy to Sect. 2.1.3 this electric
field E⃗ can be described in terms of a linear superposition of two linearly independent
field components E1 and E2,

E⃗ =

(
E1

E2

)
, (6.13)
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and can be expressed in the von Neumann formalism as a superposition of two linearly
independent von Neumann basis sets using Dirac’s notation:∣∣∣E⃗⟩ =

∑
n,m

Q1
ωn,tm |αωn,tm⟩ e⃗1 +

∑
n,m

Q2
ωn,tm |αωn,tm⟩ e⃗2. (6.14)

Here Qk
ωn,tm , k = 1,2, denote the complex-valued von Neumann coefficients and e⃗k

the unity vectors in polarization directions 1 and 2, respectively. The von Neumann
coefficients can, just as for linearly polarized pulses, be expressed by means of the von
Neumann amplitude

∣∣Qk
ωn,tm

∣∣ and the von Neumann phase ϕk
ωn,tm = arg

(
Qk

ωn,tm

)
as

Qk
ωn,tm =

∣∣Qk
ωn,tm

∣∣ eiϕk
ωn,tm , k = 1,2. (6.15)

These expansion coefficients can be determined by the projection of the corresponding
electric field component onto the basis functions in consideration of the overlap matrix
S(n,m)(i,j) = ⟨αωn,tm | αωi,tj⟩ of the basis functions [68–70]:

Qk
ωn,tm =

∑
i,j

S−1
(n,m)(i,j)⟨αωi,tj | Ek⟩. (6.16)

An arbitrarily polarized electric field can thus be expressed with the help of the von
Neumann amplitudes and phases for both polarization components.
We will now consider the elliptical representation, which was already introduced in

Sect. 2.1.3. In the slowly-varying envelope approximation, the time evolution of the
electric field vector within one oscillation period at time t can be expressed by an ellipse
[91]. This ellipse can be characterized by the following set of time-dependent parameters:
The ellipticity ϵ(t) contains the shape of the ellipse, whereas the orientation angle θ(t)
defines the angle between the major elliptical principal axis and the laboratory axis in
polarization direction 1; the total intensity I(t) determines the “size” of the ellipse while
the total phase φ(t) describes the phase of the electric field oscillation, whose derivative
with respect to time can be used to determine the instantaneous frequency of the laser
pulse.
Those parameters can be directly transferred to the joint time–frequency domain. A

beneficial fact for this is the aforementioned correspondence between the von Neumann
amplitudes

∣∣Qk
ωn,tm

∣∣ and phases ϕk
ωn,tmand the spectral amplitudes |Ek(ω)| and phases

Φk(ω), respectively. As shown previously [68] and as illustrated in Fig. 6.3, one finds
the relationships

Φk(ω = ωn) = −ϕk
ωn,tm , (6.17)

|Ek(ω = ωn)| =

(
2α

π

) 1
4 ∣∣Qk

ωn,tm

∣∣ (6.18)

for temporally and spectrally well-separated subpulses (i.e., vanishing overlap between
the corresponding basis functions).
Hence the von Neumann phase ϕk

ωn,tm equals the negative spectral phase Φk(ωn) and
the von Neumann amplitude describes the field amplitude at the center of the subpulse.
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A similar correspondence can be found in time domain [68]. Equations (6.17) and (6.18)
provide the motivation for defining elliptical pulse parameters in von Neumann phase
space via

Iωn,tm =
∣∣Q1

ωn,tm

∣∣2 + ∣∣Q2
ωn,tm

∣∣2 , (6.19)

φωn,tm = ϕ1
ωn,tm + sign{θωn,tmϵωn,tm} (6.20)

× arccos

[√
Iωn,tm

|Q1
ωn,tm|2

cos θωn,tm cos ϵωn,tm

]
,

ϵωn,tm =
1

2
arcsin [sin(2χωn,tm) sin δωn,tm ] (6.21)

∈
[
−π

4
,
π

4

]
,

θωn,tm = θ̃ωn,tm + γ (6.22)

∈
[
−π

2
,
π

2

]
,

γ =


0 ∀χωn,tm ≤ π

4
,

+π
2

∀χωn,tm > π
4
∧ θ̃ωn,tm < 0,

−π
2

∀χωn,tm > π
4
∧ θ̃ωn,tm ≥ 0,

(6.23)

with

θ̃ωn,tm =
1

2
arctan [tan(2χωn,tm) cos δωn,tm ] . (6.24)

The significance of these parameters will be illustrated in Sect. 6.6. The basis trans-
formation in Eqs. (6.19)–(6.24) is analogous to the transformations introduced in Eqs.
(2.47–2.51) of Sect. 2.1.3 as adapted from Ref. [91] but replacing the temporal ampli-
tudes and phases with the von Neumann amplitudes and phases in the equation for the
elliptical pulse parameters.
The set of parameters now sufficient for a complete description of the electric field are

the von Neumann total intensity Iωn,tm , the von Neumann total phase φωn,tm , the von
Neumann ellipticity ϵωn,tm , and the von Neumann orientation angle θωn,tm at discrete
points (ωn,tm) in phase space, which we call the von Neumann elliptical laser pulse
parameters. The auxiliary parameters δωn,tm (the phase difference between component
2 and 1) and the angle χωn,tm in Eqs. (6.21)–(6.24) are in analogy to Eq. (2.45) and
(2.46) given by [91]

δωn,tm = ϕ2
ωn,tm − ϕ1

ωn,tm ∈ [−π,π] (6.25)

and

χωn,tm = arctan

∣∣Q2
ωn,tm

∣∣∣∣Q1
ωn,tm

∣∣ ∈
[
0,
π

2

]
. (6.26)

Hence the parameter set defined in Eqs. (6.19)–(6.22) can be calculated by the von
Neumann coefficients of two orthogonal polarization directions which, in turn, are given
by the spectral or temporal electric fields via Eq. (6.16).
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It is desirable to define the elliptical pulse parameters directly in von Neumann phase
space, in order to be able to control the polarization state in experiments with a pulse
shaper. Hence, for a direct definition of arbitrarily polarized fields the inversion of
Eqs. (6.19)–(6.26) is required so that the von Neumann amplitudes and phases can be
calculated as a function of Iωn,tm , φωn,tm , ϵωn,tm , and θωn,tm . Combining Eq. (6.26) with
Eq. (6.19) and making use of the relationship 1 + tan2 x = 1

cos2 x
we obtain∣∣Q1

ωn,tm

∣∣ =√Iωn,tm cosχωn,tm (6.27)

and ∣∣Q2
ωn,tm

∣∣ =√Iωn,tm sinχωn,tm (6.28)

for the von Neumann amplitudes. Solving Eq. (6.20) for ϕ1
ωn,tm and Eq. (6.25) for ϕ2

ωn,tm

yields

ϕ1
ωn,tm = φωn,tm − sign (θωn,tmϵωn,tm) (6.29)

× arccos

[√
Iωn,tm∣∣Q1
ωn,tm

∣∣2 cos θωn,tm cos ϵωn,tm

]
and

ϕ2
ωn,tm = ϕ1

ωn,tm + δωn,tm (6.30)

for the von Neumann phases. To make use of above equations we have to express the
phase difference δωn,tm and the auxiliary angle χωn,tm as a function of ϵωn,tm and θωn,tm .
A detailed derivation of these expressions is given in Appendix A.4 of this thesis [see
Eqs. (A.10), (A.16), and (A.16)]. We obtain

χωn,tm =
1

2
arccos [cos(2ϵωn,tm) cos(2θωn,tm)] (6.31)

and

δωn,tm =


+arccos

[
+
√
1− c

]
,∀ϵωn,tm ≥ 0 ∧ θωn,tm ≥ 0

+arccos
[
−
√
1− c

]
,∀ϵωn,tm ≥ 0 ∧ θωn,tm < 0

− arccos
[
−
√
1− c

]
,∀ϵωn,tm < 0 ∧ θωn,tm < 0

− arccos
[
+
√
1− c

]
,∀ϵωn,tm < 0 ∧ θωn,tm ≥ 0

(6.32)

with

c =
sin2(2ϵωn,tm)

1− cos2(2ϵωn,tm) cos
2(2θωn,tm)

. (6.33)

The four cases of Eq. (6.32) correspond to the four quadrants of the Poincaré plane.
The first positive (negative) sign in Eq. (6.32) for the phase difference is chosen for
positive (negative) ellipticities, the sign of the argument depends on the orientation
angle.
With the mathematical relationship between the electric field in Fourier domain and

the polarization parameters in von Neumann time–frequency phase space now estab-
lished, several example pulse shapes are discussed in the next sections illustrating the
formalism and providing an intuitive interpretation of the defined phase-space parame-
ters.
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6.4 Example Pulse Shapes

First we consider a pulse sequence defined in von Neumann space (Example 1), consisting
of three subpulses at different center frequencies and times. Figure 6.5(a) shows the
Fourier description in time and frequency domain. The spectral (top) and temporal
(bottom) intensities (solid gray line for polarization component 1, black dashed line
for component 2) and phases (blue for component 1, red for component 2) contain all
necessary information.

Figure 6.5(b) illustrates the pulse sequence in the Poincaré ellipticity–orientation
plane. The three-pulse structure corresponds to three separated ϵ–θ values, one for
each subpulse. Here, the values for the ellipticity and the orientation angle are given
explicitly. In addition, the subpulse intensity can be specified by the color of the data
points.

The same pulse can be illustrated in a time-domain quasi-three-dimensional represen-
tation as shown in Fig. 6.5(c) [88, 348, 352, 370]. Here, the temporal evolution of the
electric field vector is illustrated by stacking the ellipses associated to the polarization
state at every time step along the t axis. Thus, the polarization state and the evolution
of intensity can be visualized intuitively. The instantaneous frequency is indicated by
the color of the ellipses, where green corresponds to the center frequency of the laser
pulse, red to lower frequencies and blue to higher ones. The shadows indicate the en-
velopes of component 1 (bottom plane of projection) and 2 (back plane). Again, it is
obvious that the laser pulse consists of three temporally separated subpulses with differ-
ent polarization states. The different center frequencies of the subpulses are also directly
visible (red, green, blue).

The new representation in von Neumann space [Fig. 6.5(d)] gives an immediate and
intuitive time–frequency picture of the investigated pulse shape. An ellipse correspond-
ing to the von Neumann ellipticity and orientation angle is plotted at every grid point in
phase space. Dashed and solid lines in addition to an arrow denote the sense of rotation
and indicate left (solid) or right (dashed) elliptically polarized light. The associated von
Neumann intensity is displayed by the color of the ellipse. Optionally the von Neumann
total phase could be illustrated, e.g., by the background color; however, this is not done
here in order to keep the diagrams simple.

Now we consider a pulse structure defined in frequency domain (Example 2). The two
polarization components are chosen with an identical Gaussian spectral intensity while
the amount of second-order phase is chosen differently [Fig. 6.5(e)]. This results in a
slightly different temporal pulse structure for the two components.

More insight is provided with a visualization in Poincaré phase space in Fig. 6.5(f).
Since phase and spectrum are symmetric with respect to t = 0 fs, the evolution of the
polarization state is also symmetric. In the beginning (bluish colors), the temporal
evolution in ellipticity–orientation space is helical around the point ϵ = 0 rad, θ =
±π/2 rad (note the periodic boundary conditions in Poincaré phase space). At t = 0 fs,
the curve reaches the reversal point at ϵ ≈ −π/8 rad, θ ≈ π/4 rad with maximum
intensity (red) and then returns for positive times along the same path as for negative
times. This demonstrates that complicated polarization profiles may be generated by
very moderate phase differences between the two polarization directions, which would
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Figure 6.5 | Definition and visualization of polarization-shaped pulses in different
representations. In the left column (a-d) a pulse sequence has been defined in the von
Neumann basis, in the right column (e-h) a polarization-shaped pulse has been defined in
frequency domain. In the Fourier description (a,e) intensities and phases for polarization
directions 1/2 are given by gray/black-dashed lines and blue/red lines, respectively. The
Poincaré plot (b,f) and the quasi-three-dimensional time-domain description (c,g) can also serve
as an intuitive representation. Von Neumann elliptical pulse parameters (d,h) are visualized in
joint time–frequency domain. The sense of rotation is indicated by an arrow and the line style
(solid lines for right and dashed lines for left elliptically polarized subpulses). Figure adapted
from Ref. [7]. © (2012) by Springer Science+Business Media.
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not be revealed by only depicting the temporal or spectral fields.

The quasi-three-dimensional representation [Fig. 6.5(g)] also indicates the rapid chang-
es in polarization state. Additionally, the evolution of the instantaneous frequency
indicates second-order phase terms that have been applied to the pulse (colors of the
ellipses evolving from red to blue indicating up-chirp).

The von Neumann representation of the same pulse is shown in Fig. 6.5(h). The sym-
metric behavior with respect to t = 0 fs in time domain is rendered in a point symmetry
with respect to t = 0 fs and ω = 2.34 rad/fs in von Neumann space. The second-order
spectral phase becomes apparent as the trace of the pulse is located diagonally in the
von Neumann plane indicating an up-chirped pulse. It is important to note at this point
that the resulting electric field at a specific time t results from the superposition of
all basis functions corresponding to this point in time which leads to a mixing of the
von Neumann elliptical pulse parameters. Nevertheless, since in this case the intensities
of the main subpulses located on the (ω,t)-diagonal dominate, their corresponding von
Neumann elliptical pulse parameters are comparable to those in time domain. The evo-
lution of polarization for those von Neumann basis functions matches the behavior in the
pseudo-three-dimensional description very well. The consistency of the representations
can also be demonstrated by comparing data points in the Poincaré plot and in the von
Neumann plot with the same color as both plots share the same intensity color code.
The peak of the pulse (reddish colors) consists of right elliptical polarized light (dashed
ellipsis in von Neumann plot) as already seen in the Poincaré plot, while for smaller
intensities the sense of rotation is alternating.

Each of the four visualization techniques has certain advantages but the amount of
contained information in them is not the same. The Fourier description contains all
mathematically necessary and sufficient information about the pulse shape. But if
only the spectral/temporal amplitudes and phases are considered, the instantaneous
frequency and the evolution of the polarization state does not become apparent. The
latter information is provided by the Poincaré plot, but no information about the in-
stantaneous frequency and the phase is included and the time axis is only implicit. A
quasi-three-dimensional time-domain representation can also serve as an intuitive visu-
alization technique with a pure time basis. Since the von Neumann representation as
introduced in Eqs. (6.19)–(6.24) is based on a complete basis set, the amount of con-
tained information is the same as in Fourier space and is also sufficient to describe the
laser pulse in its entirety, but provides this information in time–frequency space with
direct polarization properties. Furthermore, forward and backward transformations to
the Fourier domain can be carried out with the von Neumann elliptical pulse parameters
without loss of information as will be demonstrated in Sect. 6.5.

The phase-space representation of polarization states introduced in this section in-
volves the transformation to discrete variables, which are – due to the conservation
of information content and the validity of the time–bandwidth product – coarsely dis-
tributed in time–frequency space. In some cases the use of a discrete set of parameters
may not improve the clarity of illustration of a particular pulse shape due to the low
density of data points. However, the representation does illustrate the true number of
degrees of freedom. In many cases, it will be helpful to combine different pulse repre-
sentations to achieve a more comprehensive picture. In order to increase the density of
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adapted from Ref. [7]. © (2012) by Springer Science+Business Media.

data points in phase space, the use of an overcomplete von Neumann basis set is possible
as demonstrated in Ref. [70] for the case of linearly polarized fields. This approach can
also be transferred to the case of polarization-shaped pulses and can help to increase the
level of details at the cost of losing the bijectivity of the transformation.

6.5 Accuracy of Forward- and
Backward-Transformations

In this section, the issue of accuracy of the transformation between Fourier-space and
von Neumann elliptical pulse parameters is discussed. For this purpose, the same pulse
shape as depicted in Fig. 6.5(e) is transformed to the von Neumann parameter set Iωn,tm ,
φωn,tm , ϵωn,tm , and θωn,tm [see Fig. 6.5(h)]. Afterwards, we use Eqs. (6.27)–(6.32) and
Eq. (6.14) to reconstruct the temporal electric field amplitudes and phases. The results
are shown in Fig. 6.6.

Despite the fact that in von Neumann space many basis functions with completely
different polarization states contribute to the signal [compare Fig. 6.5(h)], perfect agree-
ment is found between the originally defined temporal electric field intensities and phases
(gray lines) and the reconstructed values (colored circles). A more detailed discussion
about the accuracy of the forward and backward transformation between time or fre-
quency space and von Neumann phase space for the case of linearly polarized electric
fields can be found in Refs. [70, 330, 331], where it is demonstrated that the intro-
duction of periodic boundary conditions in von Neumann phase-space allows a perfect
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reconstruction of arbitrarily shaped laser pulses. The same approach was used in this
work, which was applied to both polarization directions. Hence, the equations as intro-
duced in Sect. 6.3 allow for a high-accuracy and bidirectional transformation between
purely temporal or spectral field descriptions and von Neumann space, independent of
the complexity of the respective parameters.

6.6 Interpretation of the von Neumann Parameters for
Polarization-Shaped Pulses

In this section, the von Neumann parameter set for polarization-shaped pulses are com-
pared with purely time-dependent polarization parameters and give an interpretation of
the definitions given in Eqs. (6.19)–(6.22). For this comparison, two pulses are defined
in von Neumann phase space as an example.
First, we consider Example 1 from Fig. 6.5, i.e., a pulse sequence with temporally and

spectrally well separated subpulses, and plot elliptical pulse parameters in Fig. 6.7(a).
For reasons of clarity, the linear time-dependent term [ω(t)− ω0] t was subtracted from
the total temporal phase Φ(t). The vertical dashed lines indicate the defined temporal
centers of the subpulses. A perfect agreement between the temporal (black lines) and
the von Neumann parameters (red circles) is found at the positions for which the von
Neumann representation is defined (vertical lines) since Eqs. (6.17) and (6.18) are valid
due to the negligible phase-space overlap between the subpulses.
If we change the phase-space positions of the subpulses such that they are neighboring

each other spectrally and temporally on the von Neumann (ω,t)-diagonal a different
result is achieve, as shown in Fig. 6.7(b). All parameters closely match at the pulse
centers (dashed vertical lines). However, in this case Φ(t), ϵ(t), and θ(t) are no longer
constant during the duration of each subpulse as the polarization state cannot adapt
instantaneously between the three subpulses. From this it can be concluded that the von
Neumann parameters consistently describe the time dependent parameters at the center
of the subpulses. It has to be pointed out that the temporal variation of the parameters as
shown in Fig. 6.7(b) is neither a numerical error of the transformation nor a constriction
of the accuracy of the transformations, which are exact, as demonstrated in Sect. 6.5;
rather only the direct interpretation of von Neumann polarization parameters is limited
in spectral–temporal resolution due to the “coarseness” of the grid. Independent of the
correspondence between von Neumann parameters and time dependent parameters as
compared in Fig. 6.7, von Neumann elliptical parameters can always be used to describe
polarization-shaped laser pulses without loss of accuracy.
The results presented in Fig. 6.7 are of high significance especially for those potential

applications where it is required that the defined von Neumann parameters match the
conventional temporal pulse parameters. One possible scenario would be the use in
pulse shaper assisted multidimensional spectroscopy in which phase cycling (see Sect.
4.4.2) is used to extract the desired signal. In such a case the total von Neumann
phase ϕk

ωn,tm could be used to easily carry out the desired phase cycling scheme even
though a complicated pulse shape with strongly alternating polarization profile may be
employed. Apart from that, also cross-peak sensitive multidimensional spectroscopy as
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(a) For spectrally and temporally well separated subpulses, the temporal parameters agree
perfectly with the defined von Neumann values. (b) In the case of spectrally and temporally
overlapping subpulses von Neumann parameters and temporal parameters still agree very well
at the center of the subpulses. However, during the transition between successive subpulses,
temporal variations emerge due to the overlap of the basis functions. Figure adapted from
Ref. [7]. © (2012) by Springer Science+Business Media.

was proposed in Sect. 6.1 would be feasible since the polarization orientation angle
of the laser pulses can be described with very high accuracy with the introduced von
Neumann formalism.

6.7 Conclusion

In this chapter the von Neumann joint time–frequency representation for shaped fem-
tosecond laser pulses was generalized to the case of laser pulses with a shaped polar-
ization evolution.The von Neumann formalism for linearly polarized laser pulses was
reviewed and the mathematical equations necessary for a basis transformation between
Fourier space and the von Neumann time–frequency phase space was introduced for
laser pulses with a time-varying polarization profile. Polarization-shaped pulses can be
visualized within a single (ω,t)-diagram displaying total intensity, total phase, elliptic-
ity, and orientation angle of the polarization ellipse. The introduced equations allow
for high-accuracy forward and backward transformation between Fourier-space and von
Neumann elliptical pulse parameters without loss of information. The von Neumann
elliptical polarization parameters can be considered as the time–frequency analogues to
time-domain elliptical pulse parameters.
Based on the presented results, the von Neumann parameterization can be used as a

basis in ultrafast (e.g., multidimensional) spectroscopy or quantum control if an appro-
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priate pulse shaper capable of independent amplitude, phase, and polarization control is
available. The von Neumann basis may be considered as a natural basis for experiments
in which higher-order nonlinearities are exploited and if effects of the laser pulse polar-
ization are expected since the electric field is explicitly encoded in terms of simple and
intuitive elliptical laser pulse parameters. Furthermore, the introduced von Neumann
picture helps to visualize and to analyze the laser pulse shape in a two-dimensional
time–frequency diagram.
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7 Summary

Observing chemical reactions in real time with femtosecond laser pulses has evolved into
a very popular field of research since it provides fascinating insights into the nature of
photochemical transformations. Nevertheless, many photochemical reactions are still too
complex for which reason the underlying mechanisms and all engaged species cannot be
identified thoroughly. In these cases, conventional time-resolved spectroscopy techniques
reach their technical limits and advanced approaches are required to follow the conversion
of reactants to their products including all reaction intermediates.
The aim of this work was therefore the development of novel methods for ultrafast

spectroscopy of photoreactive systems. Though the concept of coherent multidimen-
sional spectroscopy has so far exclusively been used to explore photophysical phenom-
ena, it also offers great potential for the study of photochemical processes due to its
capability of extracting spectroscopic information along several frequency dimensions.
This allows resolving the photochemical connectivity between various interconvertible
molecular species with ultrafast temporal resolution on the basis of their absorption and
emission properties as the spectral correlations are explicitly visualized in the detected
spectra.
The ring-open merocyanine form of the photochromic compound 6-nitro BIPS was

studied in Chap. 4 of this work. Merocyanines and their associated ring-closed spiropy-
rans are promising candidates for future applications as, for instance, molecular electron-
ics or optical data storage due to their unique property of being switchable between two
stable configurations via light illumination. Transient absorption with sub-50 fs tempo-
ral resolution and broadband probing was employed to characterize the photodynamics
of this system with variable excitation wavelengths. Using global data analysis, it could
be inferred that two different merocyanine isomers with differing excited-state lifetimes
exist in solution. These isomers differ in the cis/trans configuration in the last bond of
the methine bridge. The minority of isomers exist in the all-trans configuration (TTT)
while the isomer with a cis configuration of the third dihedral angle (TTC) is dominant.
A characteristic band, detected after long pump–probe delays, was attributed to the uni-
directional cis→trans photoisomerization reaction of the TTC to the TTT form. The
quantum yield of the reaction was estimated to be (18±4) %. In addition, pronounced
coherent vibrational wave-packet oscillations were observed and it was concluded that
these signatures are related to the product formation.
Coherent two-dimensional electronic spectroscopy was successfully implemented using

a partially collinear pump–probe beam geometry in combination with a femtosecond
pulse shaper. The use of a whitelight probe continuum enabled us to probe contributions
far-off the diagonal over the complete visible range. By properly adjusting the relative
phase between the first two laser pulses with the pulse shaper, the principle of phase-
cycling was explained and it was demonstrated that the measurement can be carried out
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in the so-called “rotating frame” in which the observed frequencies detected during the
coherence time are shifted to lower values. It was shown that these concepts allow the
extraction of the desired background-free photon echo while the amount of necessary
data points is highly reduced.

In order to put our proposal of multidimensional spectroscopy of photoreactive systems
into practice, third-order two- and three-dimensional spectroscopy was then employed
for an in-depth analysis of a photoreactive process, in which the photoisomerization of
6-nitro BIPS served as a model system. The measured two-dimensional spectra revealed
the cis→trans photoisomerization after long population times. By collecting a large
data set of two-dimensional spectra for short population times and by applying a Fourier
transform along the population time axis, the third-order three-dimensional spectrum
was obtained. The novelty of this approach compared to coherent two-dimensional
spectroscopy is the introduction of a third axis associated with the vibrational frequencies
of the molecular system. In this way, the formation of the reaction product was evidenced
and it was shown that the product is formed in its first excited singlet state within
200 fs after excitation. This method hence visualizes the photochemical connections
between different reactive molecular species in an intuitive manner and further exposes
the normal modes connecting reactant and product. Such conclusions cannot be drawn
with conventional third-order techniques such as transient absorption since they are
not capable of capturing the full third-order response, but only a subset of it. The
reaction mechanism and the role of the observed vibrational modes were uncovered
by comparing the experimental data with the results of high-level quantum-chemical
calculations performed by our collaborators in the group of Prof. B. Engels from the
theoretical chemistry department at the University of Würzburg. Specific calculated
molecular normal modes could be assigned to the experimentally observed vibrational
frequencies and potential energy surfaces of the electronic ground state and of the first
excited state were computed. The technique implemented in this chapter is general and
is applicable for the time-resolved analysis of a wide range of chemical reaction networks.

In the first part of Chap. 5, coherent two-dimensional spectroscopy was employed to
track the reaction paths of the related 6,8-dinitro BIPS after S1 excitation. Several differ-
ences to the photochemical properties of 6-nitro BIPS were found. From the 2D spectra,
the cis-trans isomerization between the two merocyanine isomers could be excluded as
a major reaction path for this compound. To explore the dynamics after reexcitation
to higher-lying electronic states, pump–repump–probe spectroscopy was implemented
and the formation of a new species, a radical cation, was observed. To identify the
precursor isomer, triggered-exchange two-dimensional spectroscopy, a fifth-order tech-
nique previously only available in the infrared regime for vibrational transitions, was
implemented for the first time for electronic excitations in the visible. This approach
combines the properties of the pump–repump–probe technique with the potential of co-
herent two-dimensional spectroscopy. It correlates the absorption frequency of a reactive
molecular species with the emission signatures of the product formed from this species
after an additional absorption of a photon. Using this method, it was unambiguously
proven that only the TTC isomer reacts to the radical cation thus forming the precursor
species of the reaction. Electronic triggered-exchange two-dimensional spectroscopy is
hence another improved technology for time-resolved spectroscopy with applications in
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the study of multi-step photoreactions and higher-lying electronic states.
While in the two preceding chapters third- and fifth-order experiments were dis-

cussed that neglect the vectorial character of light–matter interactions, Chap. 6 focused
on a novel theoretical formalism enabling the description of light fields optimized for
polarization-sensitive higher-order nonlinearities. This formalism is based on the von
Neumann time–frequency representation of shaped femtosecond laser pulses which per-
mits the definition of multipulse sequences on a discrete time–frequency lattice. Hence,
not only the temporal spacing between subpulses is adjustable, but also the center
frequencies may be adapted such that they fit the experimental requirements. This
method was generalized to the description of pulse sequences with time-varying polar-
ization states. It was shown that by using this description, the polarization ellipticity,
orientation angle, relative phase and intensity, and the time–frequency location of each
subpulse is explicitly controllable. The accuracy of the transformations from Fourier
space to von Neumann domain and vice versa was demonstrated. Moreover, a strict
accordance between the von Neumann polarization parameters with the conventional
parameters in time domain was found for well separated subpulses. A potential future
application of this approach is polarization-sensitive multidimensional spectroscopy in
which hidden cross peaks may be isolated by defining the pulses in the von Neumann
picture with suitable polarization sequences. This method could also be used in quan-
tum control experiments in which the polarization of the light field is used as a major
control knob.
This thesis summarizes our efforts to open the field of femtochemistry to the con-

cept of coherent multidimensional electronic spectroscopy. Making use of femtosecond
pulse shaping, sub-50 fs temporal resolution, broadband spectral probing, higher-order
nonlinearities, and new types of laser pulse descriptions, the presented methods might
stimulate further future advancements in this research area.
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Zusammenfassung

Mit Hilfe von Femtosekundenlaserpulsen lassen sich chemische Reaktionen in Echtzeit
beobachten, was sich zu einem äußerst populären Forschungsgebiet entwickelt hat, wel-
ches faszinierende neue Einblicke in die Natur von photochemischen Transformationen
ermöglicht. Nichtdestotrotz sind nach wie vor viele photochemische Reaktionen zu kom-
plex, um die zugrunde liegenden Mechanismen entschlüsseln und alle beteiligten Spezies
einwandfrei identifizieren zu können. In diesen Fällen stoßen die konventionellen zeit-
aufgelösten Techniken an ihre Grenzen, sodass verbesserte Ansätze notwendig sind um
der Konversion der Edukte zu den Produkten mit allen reaktiven Zwischenprodukten in
Gänze folgen zu können.

Das Ziel der vorliegenden Arbeit war deshalb die Entwicklung neuartiger Metho-
den in der Ultrakurzzeitspektroskopie photoreaktiver Systeme. Obwohl das Konzept
der kohärenten multidimensionalen Spektroskopie bisher ausschließlich zur Erforschung
photophysikalischer Phänomene eigesetzt wurde, birgt es angesichts seiner Fähigkeit,
spektroskopische Informationen entlang mehrerer Frequenzachsen zu extrahieren, auch
großes Potenzial für die Untersuchung photochemischer Prozesse. Diese Eigenschaft
ermöglicht die Auflösung des photochemischen Austauschs zwischen untereinander ver-
knüpften molekularen Spezies durch ihre Emissions- und Absorptionseigenschaften, da
die spektralen Korrelationen in den gemessenen Spektren unmittelbar visualisiert wer-
den.

In Kap. 4 dieser Arbeit wurde die ringgeöffnete Merocyaninform der photochromen
Verbindung 6-nitro BIPS untersucht. Aufgrund ihrer besonderen Eigenschaft, durch
Lichteinstrahlung zwischen zwei stabilen Konfigurationen umschalten zu können, sind
Merocyanine und ihre assoziierten ringgeschlossenen Spiropyrane vielversprechende Kan-
didaten für zukünftige Anwendungen auf dem Gebiet der molekularen Elektronik und
der optischen Datenspeicherung. Die Photodynamiken dieses Systems wurden mit Hilfe
der transienten Absorptionstechnik mit einer zeitlichen Auflösung von unter 50 fs und
spektral breitbandiger Abfrage charakterisiert. Die globale Datenanalyse ergab hierbei,
dass in Lösung zwei unterschiedliche Merocyaninisomere mit unterschiedlichen Lebens-
dauern der angeregten Zustände vorliegen. Diese Isomere unterscheiden sich in der
cis/trans-Anordnung der letzten Bindung der Methinbrücke. Hierbei stellt das Isomer
mit trans-trans-trans Konfiguration (TTT) die Minderheit dar, während die Mehrzahl
der Moleküle eine cis-Stellung im dritten Diederwinkel aufweist (TTC). Eine charak-
teristische spektrale Bande, welche nach langen Pump–Probe-Verzögerungszeiten detek-
tiert wurde, konnte der einfachgerichteten cis→trans Photoisomerisierungsreaktion der
TTC Form zum TTT zugeordnet werden. Die Quantenausbeute dieser Reaktion wurde
auf (18±4) % bestimmt. Darüber hinaus wurden stark ausgeprägte Oszillationen eines
kohärenten Vibrationswellenpakets beobachtet wobei geschlussfolgert wurde, dass diese
Signaturen mit der Entstehung des Reaktionsprodukts zusammenhängen.
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Die Technik der kohärenten zweidimensionalen elektronischen Spektroskopie wurde
auf Basis einer partiell kollinearen Pump–Probe Strahlgeometrie und in Kombination mit
einem Femtosekundenpulsformer erfolgreich implementiert. Dabei ermöglichte die Ver-
wendung eines Weißlichtkontinuums als Abfragepuls auch die Erfassung von Beiträgen,
welche weit entfernt von der Diagonalen lokalisiert sind und sich über den gesamten sicht-
baren Spektralbereich erstrecken. Durch eine geeignete Anpassung der relativen Phase
zwischen den ersten beiden Laserpulsen mit Hilfe des Pulsformers konnte das Prinzip
des “phase cyclings” umgesetzt werden. Darüber hinaus wurde demonstriert, dass die
Messung im sogenannten “rotating frame” durchgeführt werden kann wobei die Oszil-
lationsfrequenzen, welche während der Kohärenzzeit detektiert werden, zu niedrigeren
Werten verschoben werden. Es wurde gezeigt, dass mit diesen Konzepten das erwünschte
hintergrundfreie Photonenecho extrahiert und darüber hinaus das Signal mit einer deut-
lich niedrigeren Anzahl an notwendigen Datenpunkten erfasst werden kann.

Um unsere Idee der multidimensionalen Spektroskopie an photoreaktiven Systemen
in die Praxis umzusetzen, wurde anschließend die zwei- und dreidimensionale Spek-
troskopie dritter Ordnung zur eingehenden Untersuchung eines photoreaktiven Prozesses
angewandt, wobei die Photoisomerisierungsreaktion von 6-nitro BIPS als Modellreaktion
herangezogen wurde. Die gemessenen zweidimensionalen Spektren offenbarten unmit-
telbar die cis→trans Photoisomerisierung nach längeren Populationszeiten. Das dreidi-
mensionale Spektrum dritter Ordnung konnte generiert werden, indem ein großer Daten-
satz an zweidimensionalen Spektren für kleine Populationszeiten aufgenommen und an-
schließend die Fouriertransformation entlang der Populationszeitachse bestimmt wurde.
Die Neuartigkeit dieses Verfahrens besteht darin, dass eine dritte Achse eingeführt wird,
welche mit der Schwingungsfrequenz des molekularen Systems assoziiert ist. Dadurch
konnte die Entstehung des Reaktionsprodukts eindeutig belegt werden. Außerdem konn-
te so gezeigt werden, dass es innerhalb von 200 fs im ersten angeregten Singulettzustand
erzeugt wird. Somit vermag diese Methode einerseits die photochemischen Beziehungen
zwischen unterschiedlichen reaktiven Spezies auf intuitive Art und Weise zu visualisieren
und andererseits ermöglicht sie die Enthüllung derjenigen Normalschwingungen, welche
Edukt und Produkt miteinander verbinden. Derartige Schlussfolgerungen können nicht
mit konventionellen Techniken dritter Ordnung, wie beispielsweise der transienten Ab-
sorption, gezogen werden, da sie nicht in der Lage sind die vollständige Antwortfunktion
dritter Ordnung, sondern lediglich ein Teil davon, zu erfassen. Durch Abgleich der expe-
rimentellen Daten mit den Resultaten von umfassenden quantenchemischen Berechnung-
en unserer Kollaborationspartner der Gruppe von Prof. B. Engels aus dem Fachbereich
der theoretischen Chemie der Universität Würzburg, konnten der Reaktionsmechanismus
sowie die Rolle der beobachteten Vibrationsmoden entschlüsselt werden. Dabei konnten
spezifische berechnete Normalschwingungen den experimentell beobachteten Frequen-
zen zugeordnet und die Potentialhyperflächen des elektronischen Grundzustands und
des ersten angeregten Zustands bestimmt werden. Die Technik, welche in diesem Kapi-
tel eingesetzt wurde, ist universell und zur zeitaufgelösten Untersuchung einer großen
Zahl an chemischen Reaktionsnetzwerken anwendbar.

Im ersten Teil von Kap. 5 wurden die Reaktionspfade der sehr ähnlichen Verbindung
6,8-dinitro BIPS nach S1-Anregung mittels kohärenter zweidimensionaler Spektroskopie
untersucht. Dabei zeigten sich zahlreiche Unterschiede zu den photochemischen Eigen-
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schaften von 6-nitro BIPS. Auf Basis der 2D Spektren konnte für diese Verbindung
die cis-trans Isomerisierung zwischen den beiden Merocyaninisomeren als bedeutender
Reaktionspfad ausgeschlossen werden. Zur Erforschung der Dynamik nach der Wieder-
anregung in höher angeregte elektronische Zustände, wurde die Anrege–Wiederanrege–
Abfrage Spektroskopie implementiert, wobei die Bildung einer neuen Spezies – des
Radikalkations – beobachtet wurde. Zur Identifikation des Vorläuferisomers wurde die
Technik der zweidimensionalen Spektroskopie mit ausgelöster Umwandlung (”triggered-
exchange 2D”, TE2D) erstmals mit elektronischen Anregungen im Sichtbaren reali-
siert. Bisher stand diese Technik ausschließlich im infraroten Spektralbereich für Vibra-
tionsübergänge zur Verfügung. Diese Methode vereinigt die Eigenschaften der Anrege–
Wiederanrege–Abfrage Technik mit dem Leistungsvermögen der kohärenten zweidimen-
sionalen Spektroskopie. Sie stellt die Korrelation zwischen der Absorptionsfrequenz einer
reaktiven molekularen Spezies mit der Emissionssignatur eines Produkts dar, welches
von der ersten Spezies durch die zusätzliche Absorption eines weiteren Photons erzeugt
wurde. Durch die Zuhilfenahme dieser Methode konnte eindeutig gezeigt werden, dass
nur das TTC Isomer zum Radikalkation reagiert, weshalb es somit als Vorläuferisomer
der Reaktion aufgefasst werde kann. Die elektronische TE2D Spektroskopie stellt somit
eine weitere verbesserte Technologie in der zeitaufgelösten Spektroskopie mit möglichen
Anwendungen bei der Untersuchung von mehrstufigen Photoreaktionen und höher an-
geregten elektronischen Zuständen dar.

Während in den beiden vorhergehenden Kapiteln Experimente dritter und fünfter
Ordnung unter Vernachlässigung des vektoriellen Charakters von Licht–Materie-Wechsel-
wirkungen diskutiert wurden, befasste sich Kap. 6 mit einem neuartigen theoretischen
Formalismus, welcher die Beschreibung von Lichtfeldern ermöglicht, welche für polari-
sationssensitive Nichtlinearitäten höherer Ordnung optimiert sind. Dieser Formalismus
basiert auf der von Neumann Zeit–Frequenz Darstellung von geformten Laserpulsen,
welche es gestattet, Mehrfachpulssequenzen auf einem diskreten Zeit–Frequenz Gitter
zu definieren. Somit kann nicht nur der zeitliche Abstand zwischen den Teilpulsen
eingestellt, sondern auch die Zentralfrequenz derart angepasst werden, dass sie den ex-
perimentellen Ansprüchen gerecht wird. Diese Methode wurde für die Beschreibung
von Pulsformen mit einem zeitabhängigen Polarisationsprofil verallgemeinert. Es wurde
gezeigt, dass mit Hilfe dieser Darstellung die Elliptizität, der Orientierungswinkel, die
relative Phase und Intensität der Polarisationsellipse, sowie die Zeit–Frequenz Posi-
tion jedes einzelnen Teilpulses explizit kontrolliert werden können. Die Genauigkeit
der Transformationen vom Fourier- in den von Neumann Raum und wieder zurück
wurde demonstriert. Überdies wurde festgestellt, dass im Falle von deutlich getrennten
Teilpulsen die von Neumann Parameter exakt mit den konventionellen Polarisationspa-
rametern im Zeitraum übereinstimmen. Eine der möglichen zukünftigen Anwendung-
en dieser Methode ist die polarisationssensitive multidimensionale Spektroskopie, mit
deren Hilfe verborgene Cross Peaks durch die Definition der Pulssequenz in der von
Neumann Darstellung unter Verwendung geeigneter Polarisationsabfolgen isoliert wer-
den können. Dieser Formalismus könnte außerdem bei Quantenkontrollexperimenten
Anwendung finden, bei denen die Polarisation des Lichtfelds der entscheidende Kon-
trollparameter darstellt.

Diese Dissertation fasst unsere Bemühungen zusammen, das Feld der Femtochemie
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auch für das Konzept der multidimensionalen Spektroskopie zu eröffnen. Durch die
Verwendung der Femtosekundenpulsformung, einer zeitlichen Auflösung von unter 50 fs,
spektral breitbandiger Abfrage, Nichtlinearitäten höherer Ordnung sowie das Ausnutzen
neuartiger Beschreibungen von Laserpulsen könnten die präsentierten Methoden Anreize
für weitere zukünftige Entwicklungen auf diesem Forschungsgebiet schaffen.
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Appendix

A.1 Molecular Geometry of Ring-Open 6-nitro BIPS in
the First Excited State

Table A.1 | Excited-state (S1) molecular geometry of the merocyanine form of
6-nitro BIPS at the transition-state geometry with γ = 90◦ optimized in the gas
phase on the CAM-B3LYP/cc-pVDZ level of theory. Table taken from Ref. [4].

Element X [Å] Y [Å] Z [Å]

C 2.78022 1.77769 0.54890
C 2.25569 0.59955 -0.13750
C 3.11765 -0.43910 -0.44237
C 4.46048 -0.35410 -0.08586
C 5.01340 0.75791 0.58229
C 4.19232 1.80116 0.89459
C 0.81963 0.56217 -0.48882
C -0.13325 0.06766 0.38475
C -1.50773 -0.01500 0.19667
N -2.35727 -0.52333 1.16328
C -3.68328 -0.50685 0.72632
C -3.73638 0.03151 -0.56318
C -2.33552 0.40316 -1.01717
C -4.95024 0.15324 -1.21390
C -6.11871 -0.26740 -0.56896
C -6.05192 -0.80201 0.71440
C -4.83308 -0.93126 1.38378
C -1.91853 -1.00245 2.44792
C -1.95067 -0.39261 -2.27661
C -2.23977 1.91708 -1.27717
N 5.34766 -1.47570 -0.41808
O 6.51820 -1.37779 -0.09617
O 2.03753 2.73547 0.82824
O 4.85792 -2.43036 -0.99281
H 4.55703 2.68987 1.40966
H -0.92063 -0.17761 -2.59078
H -2.03536 -1.47399 -2.09847
H -2.62275 -0.12977 -3.10735
H -2.53565 2.48662 -0.38507
H -1.21844 2.21713 -1.54642
H -2.91083 2.19973 -2.10234
H -1.39184 -0.21093 3.00434
H -2.78445 -1.31949 3.03778
H -1.23743 -1.86229 2.34086
H -7.08187 -0.17644 -1.07215
H -6.96640 -1.12882 1.21218
H -4.80085 -1.35357 2.38804
H -5.00028 0.57285 -2.22080
H 0.24011 -0.29607 1.34450
H 0.54424 0.95969 -1.46349
H 6.07359 0.74765 0.82639
H 2.76796 -1.33210 -0.95585
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A.2 Normal Modes of Ring-Open 6-nitro BIPS in the
First Excited State

Table A.2 | Calculated excited-state normal-mode wavenumbers (unscaled), re-
duced masses, and IR intensities of the MC form of 6-nitro BIPS at γ = 90◦

calculated in the gas phase (CAM-B3LYP/cc-pVDZ). Table taken from Ref. [4].

# ν [cm−1] mred [amu] Intensity [103 m
mol

]

1 22.01 5.51 0.05
2 30.36 5.96 0.16
3 38.39 8.42 0.09
4 56.55 4.53 0.35
5 58.81 4.61 0.52
6 100.93 2.36 0.06
7 103.94 8.31 7.33
8 112.85 3.67 1.43
9 121.99 2.56 0.37
10 135.34 1.87 0.05
11 177.46 2.61 0.43
12 184.57 3.50 1.00
13 221.12 1.25 0.26
14 237.62 1.25 0.19
15 243.20 4.78 4.57
16 258.47 2.79 0.18
17 287.20 3.32 0.42
18 299.08 3.38 0.45
19 303.37 3.15 1.18
20 328.44 4.50 5.34
21 333.30 2.96 0.54
22 360.71 4.09 0.18
23 362.42 5.45 0.38
24 376.14 5.25 2.97
25 455.40 3.53 15.63
26 470.52 6.93 4.91
27 478.09 3.25 4.28
28 516.39 4.72 0.72
29 542.42 6.50 2.26
30 559.03 5.30 9.83
31 561.45 4.00 1.27
32 576.07 4.88 0.00
33 587.26 3.64 0.00
34 607.10 4.57 2.46
35 621.50 4.95 4.63
36 638.59 4.42 0.58
37 643.00 4.20 13.80
38 678.69 5.27 0.00
39 716.87 4.63 0.00
40 754.32 3.94 28.42
41 770.49 1.26 0.00
42 786.93 4.14 0.00
43 787.27 4.53 2.89
44 804.04 3.18 2.64
45 831.69 3.46 0.00
46 847.14 2.29 7.99
47 858.18 5.05 0.00
48 866.30 2.09 0.00
49 879.52 1.46 0.18
50 908.33 1.67 0.00
51 953.59 1.43 0.00
52 957.45 2.18 14.79
53 961.91 2.66 0.00
54 965.68 1.37 0.00
55 981.07 1.80 13.04
56 1008.18 1.30 0.00
57 1022.62 1.32 0.12
58 1029.97 1.32 1.21
59 1063.02 2.06 0.00
60 1081.85 2.68 0.00

# ν [cm−1] mred [amu] Intensity [103 m
mol

]

61 1095.16 1.88 44.39
62 1108.61 2.22 0.00
63 1138.49 1.31 0.00
64 1140.96 1.45 10.03
65 1146.84 1.49 0.00
66 1156.48 1.66 0.00
67 1178.06 1.16 4.19
68 1187.02 2.48 0.00
69 1188.04 4.01 0.00
70 1210.36 2.31 5.45
71 1251.12 1.56 0.00
72 1259.96 2.04 0.00
73 1270.27 1.95 27.59
74 1302.73 2.23 0.00
75 1317.50 2.23 0.00
76 1346.78 3.04 114.22
77 1354.35 3.63 0.00
78 1390.63 1.24 0.00
79 1398.16 3.06 37.25
80 1412.40 1.44 0.00
81 1417.31 2.50 0.00
82 1432.00 6.98 389.93
83 1437.74 2.94 0.00
84 1455.34 1.79 0.00
85 1458.96 1.05 0.76
86 1459.67 1.05 1.54
87 1462.14 1.04 8.72
88 1467.25 1.53 4.81
89 1476.58 1.08 0.00
90 1482.95 1.15 0.00
91 1499.80 1.59 51.79
92 1525.06 2.67 10.00
93 1547.09 5.02 0.00
94 1552.68 3.85 563.07
95 1555.88 7.94 0.00
96 1615.81 5.35 0.00
97 1628.04 6.00 9.62
98 1688.03 7.35 0.00
99 1699.91 7.51 0.00
100 1706.83 10.96 458.67
101 1715.90 0.00 0.00
102 3047.79 0.00 0.00
103 3065.56 1.04 13.90
104 3068.70 1.04 0.00
105 3107.55 1.10 0.00
106 3143.55 1.10 8.01
107 3147.01 1.10 0.00
108 3159.79 1.10 0.00
109 3163.76 1.10 20.17
110 3189.45 1.10 6.40
111 3197.01 1.09 4.37
112 3199.42 1.09 3.21
113 3208.30 1.09 6.35
114 3223.83 1.09 0.00
115 3232.06 1.10 12.13
116 3238.30 1.09 0.56
117 3243.48 1.08 5.93
118 3262.93 1.09 7.04
119 3264.55 1.10 3.35
120 5198.17 1.35 0.00
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A.3 Analysis of the Normal Modes of Ring-Open 6-nitro
BIPS in the First Excited State

In order to analyze which normal modes might be triggered by cis-trans isomerization,
the optimized molecular geometry (i.e. bond lengths, bond angles, and torsional an-
gles) was analyzed for different fixed torsional angles γ of the C–C bond around which
isomerization occurs.

A.3.1 Modulation of Bond Lengths

Concerning the bond lengths, the strongest variation as a function of the torsional angle
is found in the isomerizing C–C bond itself as discussed in Sect. 4.6.2. Normal modes that
involve a strong stretching of this bond are identified at the experimentally measured
vibrational frequency [see Figs. 4.25(a) and 4.25(b) in Sect. 4.6.2]. Apart from the C–C
bond, we also find a strong elongation of the C–N bonds connecting the nitro group with
the benzene ring at position 6 and of one of the C–N bonds in the pyrrole moiety. As
shown in Fig. A.1(a) the normal modes 22-24 in the range between 361 and 376 cm−1

strongly modulate the C–N bond of the nitro group which matches the experimentally
observed higher frequency oscillation centered at 363 cm−1 (HFM, gray shaded area).
The same normal modes lead to a stretching of the pyrrole C–N bond, as illustrated in
Fig. A.1(b).
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Figure A.1 | Calculated modulation of the two C–N bond lengths (arrows) for the
S1 low-frequency normal modes at the transition-state geometry as a function of
the vibrational wavenumber. (a) Excited-state geometry optimizations at the transition
state predict a moderate elongation of the C–N bond connecting the nitro group to the benzene
ring. The normal-mode analysis shows that this bond is strongly modulated by normal modes
22-24 which match the experimentally observed higher-frequency oscillation (HFM). (b) The
same normal modes lead to a pronounced modulation of the C–N bond in the pyrrole moiety
which is also found to be affected by photoisomerization. Figure adapted from Ref. [4].
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A.3.2 Bending of Bond Angles
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Figure A.2 | Calculated bending of selected bond angles (highlighted in red in the
molecular structure) for the S1 low-frequency normal modes at the transition-state
geometry. A squeezing of the benzene ring at the transition-state configuration results in a
bending of the two C–C–C bond angles shown in (a) and (b). For both bond angles the normal
modes 22-24 (between 361 and 376 cm−1) play a major role. The bending of the highlighted
C–C–H angle in the methine chain illustrated in (c) and of the C–C–C bond angle in (d) is also
dominated by modes that are located in the experimentally observed frequency range (HFM).
Figure adapted from Ref. [4].

The results of the DFT geometry optimizations show that the benzene ring which is
rotated during isomerization is slightly distorted and squeezed at the twisted transition-
state geometry. It is very likely that this distortion causes vibrational motions that
involve a bending of the internal benzene C–C–C bond angles. As shown in Figs. A.2(a)
and A.2(b) the normal modes 22-24 (361-376 cm−1) induce a pronounced bending of
both considered bond angles (highlighted in red) which is again in agreement with the
higher-frequency oscillations observed in the experiment (gray shaded area).
Moreover, the methine chain also exhibits a strong distortion caused by the molecu-

lar torsional motion. Figures A.2(c) and A.2(d) show that the bending motion of the
highlighted C–C–H bond angle and the C–C–C bond angle (including the isomerizing
C–C bond) is – apart from two normal modes above 400 cm−1 – dominated in the
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Figure A.3 | Calculated twisting amplitudes of selected torsional angles (high-
lighted in red in the molecular structure) for the S1 low-frequency normal modes
at the transition-state geometry. (a) The C–C–C–H torsional angle connecting the two
out-of-plane methyl groups is not affected by normal modes below 150 cm−1. Mode 11 at
177 cm−1, which is in the experimentally observed wavenumber region, is the lowest-frequency
normal mode that leads to a significant twisting of the torsional angle. (b) This is also the
case for the C–C–C–H torsional angle describing a twisting of the methyl group with respect
to the pyrrole moiety. (c) No dominant normal mode is identified on the basis of the H–C–C–C
torsional motion along the methine chain where isomerization occurs. (d) This is also the case
for the C–C–C–C torsional angle γ along the methine backbone. Figure adapted from Ref. [4].

low-frequency range by mode 12 at 185 cm−1, which is consistent with the observed
lower-frequency mode (LFM), and modes 22 and 23 at 361 cm−1 and 362 cm−1, respec-
tively.

A.3.3 Torsional Motions

As cis-trans isomerizations involve a torsional motion around one or several molecular
bonds, torsional motions are expected to play a significant role in such a photoreaction.
We analyzed the change of all torsional angles (also called dihedral angle and defined
as the angle between two planes each of which is spanned by two adjacent molecular
bonds, i.e. each torsional angle is defined by the spatial coordinates of four atoms)
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caused by cis-trans isomerization in the excited state. The geometry optimizations
show that (apart from the torsional motion in the methine chain resulting from cis-trans
isomerization itself) the torsional angles defined by the two out-of-plane methyl groups
are most affected by the photoreaction.
In analogy to the bond lengths and bond angles discussed above, all molecular normal

modes were analyzed regarding their influence on the molecular torsional angles. The
twisting amplitudes of two selected C–C–C–H torsional angles (highlighted in red) as a
function of the normal-mode wavenumber are shown in Figs. A.3(a) and A.3(b) for all
lower-frequency vibrational modes. The two depicted angles describe either a torsion
of one of the methyl groups compared to the opposing methyl group [Fig. A.3(a)] or a
twisting of a methyl group with respect to the pyrrole moiety [Fig. A.3(b)]. It becomes
obvious that the methyl groups are not significantly affected by the molecular normal
modes 1-10 at vibrational wavenumbers below 150 cm−1. Figures A.3(a) and A.3(b) also
show that normal modes 11 and 12 at 177 and 185 cm−1 are the lowest-frequency modes
that involve a notable torsional motion of the methyl groups. Both modes are located
in the experimentally observed lower-frequency range (LFM).
In Figs. A.3(c) and A.3(d) C–C–C–H and C–C–C–C torsional angles are analyzed that

describe the tilting of the benzene ring with respect to the methine chain by rotation of
the C–C bond around which isomerization is observed. No dominant molecular normal
mode can be deduced from Figs. A.3(c) and A.3(d) which leads to the conclusion that
the observed vibrational motion is not a pure torsional motion around the isomerizing
C–C bond.
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A.4 Auxiliary Calculations for Section 6.3

In the following a detailed derivation of Eqs. (6.26)–(6.33) for δωn,tm and χωn,tm as a
function of the ellipticity ϵωn,tm and the orientation angle θωn,tm is given. The subscript
ωn,tm will be omitted for reasons of clarity. The calculations are adopted from Ref.
[334].
We start with Eqs. (6.21) and (6.22)

ϵ =
1

2
arcsin[sin(2χ) sin δ] (A.1)

θ =
1

2
arctan[tan(2χ) cos δ] (A.2)

and rewrite both equations to

sin(2ϵ) = sin(2χ) sin δ = sin(2χ)
√

(1− cos2 δ) (A.3)

tan(2θ) = tan(2χ) cos δ. (A.4)

Solving Eq. (A.3) for cos2 δ one obtains

cos2 δ = 1− sin2(2ϵ)

sin2(2χ)
(A.5)

and combining this with the squared of Eq. (A.4) yields

tan2(2θ) = tan2(2χ)

(
1− sin2(2ϵ)

sin2(2χ)

)
. (A.6)

This expression can be rearranged to

tan2(2θ) cos2(2χ) = sin2(2χ)− sin2(2ϵ). (A.7)

Adding cos2(2χ) to this term and by using the relationship sin2(2χ)+cos2(2χ) = 1 yields

cos2(2χ) =
1− sin2(2ϵ)

1 + tan2(2θ)
. (A.8)

Equation (A.8) can now be solved for χ:

χ =
1

2
arccos

±√ 1− sin2(2ϵ)

1 + tan2(2θ)

 (A.9)

which can be simplified to

χ =
1

2
arccos[cos(2ϵ) cos(2θ)] (A.10)

finally yielding Eq. (6.31) of Sect. 6.3. In the last step the two relationships cos x =√
1− sin2 x and cos x = 1√

1+tan2 x
are used. Hence, the auxiliary angle χ may solely be

expressed as a function of ϵ and θ.
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In order to further describe the phase difference δ as a function of these two parameters
we add sin2(2χ) to Eq. (A.8) which results in

sin2(2χ) =

√
1− 1− sin2(2ϵ)

1 + tan2(2θ)
. (A.11)

Inserting Eq. (A.11) into Eq. (A.5) yields

cos2 δ = 1− sin2(2ϵ)

1− cos2(2ϵ) cos2(2θ)
(A.12)

from which the following expression for δ is obtained:

cos δ = ±

√
1− sin2(2ϵ)

1− cos2(2ϵ) cos2(2θ)
(A.13)

δ = arccos

±

√
1− sin2(2ϵ)

1− cos2(2ϵ) cos2(2θ)

 (A.14)

Considering the possible values achieved with Eq. (A.14) it becomes evident that the
required range of δ ∈ [−π,π] is not entirely covered by this expression. By accounting
for the symmetry

cos(δ) = cos(−δ) (A.15)

of the cosine function in Eq. (A.14) we then obtain a correct expression of δ as a function
of ϵ and θ:

δ =


+arccos

[
+
√
1− c

]
,∀ϵ ≥ 0 ∧ θ ≥ 0

+arccos
[
−
√
1− c

]
,∀ϵ ≥ 0 ∧ θ < 0

− arccos
[
−
√
1− c

]
,∀ϵ < 0 ∧ θ < 0

− arccos
[
+
√
1− c

]
,∀ϵ < 0 ∧ θωn,tm ≥ 0

(A.16)

where

c =
sin2(2ϵ)

1− cos2(2ϵ) cos2(2θ)
. (A.17)

As given behind the curly bracket, the four cases of Eq. (A.16) determine the signs
needed for the calculation of δ depending on in which of the four quadrants of the
Poincaré plane the polarization is defined.
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List of Abbreviations

2D two-dimensional
2D-NMR two-dimensional nuclear magnetic resonance
2D-IR two-dimensional infrared
3D three-dimensional
BBO β-Barium borate
CEP carrier envelope phase
CI conical intersection
CPA chirped pulse amplification
cw continuous wave
DADS decay-associated difference spectra
DFG difference-frequency generation
ESA excited-state absorption
Fl fluorescence
FROG frequency-resolved optical gating
FWHM full width at half maximum
FWM four-wave mixing
GSA ground-state absorption
GSB ground-state bleaching
HFM high-frequency mode
IC internal conversion
IRF instrument response function
ISC intersystem crossing
ITO indium tin oxide
JTFR joint time–frequency representations
LCD liquid-crystal display
LFM low-frequency mode
NIR near infrared
NOPA noncollinear optical parametric amplification
OD optical density
OPA optical parametric amplification
OR optical rectification
P pump pulse
PA photoproduct absorption
Pr probe pulse
Ph phosphorescence
PES potential energy surface
R repump pulse
RMS root mean square
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168 List of Abbreviations

RWA rotating-wave approximation
SE stimulated emission
SFG sum-frequency generation
SHG second-harmonic generation
SLM spatial-light modulator
SPM self-phase modulation
STFT short-time Fourier transform
SVEA slowly varying envelope approximation
TE2D triggered-exchange 2D
TEM transversal electromagnetic mode
TOD third-order dispersion
TS transition state
UV ultraviolet
VC vibrational cooling
WLG white-light generation

Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



Bibliography

[1] C. Consani, S. Ruetzel, P. Nuernberger, and T. Brixner.
Quantum Control Spectroscopy of Competing Reaction Paths in a Molecular Switch.
in preparation (2014).

[2] S. Ruetzel, M. Diekmann, P. Nuernberger, C. Walter, B. Engels, and T. Brixner.
Photoisomerization Among Ring-Open Merocyanines. Part I: Reaction Dynamics and Wave-
Packet Oscillations Induced by Tunable Femtosecond Pulses.
submitted for publication (2014).

[3] C. Walter, S. Ruetzel, M. Diekmann, P. Nuernberger, T. Brixner, and B. Engels.
Photoisomerization Among Ring-Open Merocyanines. Part II: A Computational Study.
submitted for publication (2014).

[4] S. Ruetzel, M. Diekmann, P. Nuernberger, C. Walter, B. Engels, and T. Brixner.
Multidimensional spectroscopy of photoreactivity.
Proc. Natl. Acad. Sci. USA, in press, doi: 10.1073/pnas.1323792111 (2014).

[5] S. Ruetzel, M. Kullmann, J. Buback, P. Nuernberger, and T. Brixner.
Tracing the steps of photoinduced chemical reactions in organic molecules by coherent two-
dimensional electronic spectroscopy using triggered exchange.
Phys. Rev. Lett. 110, 148305 (2013).

[6] S. Ruetzel, M. Kullmann, J. Buback, P. Nuernberger, and T. Brixner.
Exploring Higher-Lying Electronic States of a Molecular Switch by Coherent Triggered-Exchange
2D Electronic Spectroscopy.
EPJ Web of Conferences 41, 05001 (2013).
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and D. J. Kane.
Measuring Ultrashort Laser Pulses in the Time-Frequency Domain Using Frequency-Resolved
Optical Gating.
Rev. Sci. Instrum. 68, 3277–3295 (1997).

[174] R. Trebino.
Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses.
Har/Cdr edition. Springer Netherlands (2002).

[175] K. W. DeLong, R. Trebino, J. Hunter, and W. E. White.
Frequency-resolved optical gating with the use of second-harmonic generation.
J. Opt. Soc. Am. B 11, 2206–2215 (1994).

[176] K. W. DeLong, D. N. Fittinghoff, R. Trebino, B. Kohler, and K. Wilson.
Pulse retrieval in frequency-resolved optical gating based on the method of generalized projections.
Opt. Lett. 19, 2152–2154 (1994).

[177] I. Amat-Roldán, I. Cormack, P. Loza-Alvarez, E. Gualda, and D. Artigas.
Ultrashort Pulse Characterisation with SHG Collinear-FROG.
Opt. Express 12, 1169–1178 (2004).

[178] G. Stibenz and G. Steinmeyer.
Interferometric frequency-resolved optical gating.
Opt. Express 13, 2617–2626 (2005).

[179] A. Galler and T. Feurer.
Pulse Shaper Assisted Short Laser Pulse Characterization.
Appl. Phys. B 90, 427–430 (2008).

[180] D. E. Wilcox, F. D. Fuller, and J. P. Ogilvie.
Fast second-harmonic generation frequency-resolved optical gating using only a pulse shaper.
Opt. Lett. 38, 2980 (2013).

[181] R. G. W. Norrish and G. Porter.
Chemical Reactions Produced by Very High Light Intensities.
Nature 164, 658 (1949).

[182] G. Porter.
Flash Photolysis and Spectroscopy. A New Method for the Study of Free Radical Reactions.
Proc. R. Soc. Lond. A 200, 284–300 (1950).

[183] W. T. Pollard and R. A. Mathies.
Analysis of Femtosecond Dynamic Absorption Spectra of Nonstationary States.
Annu. Rev. Phys. Chem. 43, 497–523 (1992).

[184] S. A. Kovalenko, A. L. Dobryakov, J. Ruthmann, and N. P. Ernsting.
Femtosecond Spectroscopy of Condensed Phases with Chirped Supercontinuum Probing.
Phys. Rev. A 59, 2369–2384 (1999).

[185] U. Megerle, I. Pugliesi, C. Schriever, C. Sailer, and E. Riedle.
Sub-50 fs Broadband Absorption Spectroscopy with Tunable Excitation: Putting the Analysis of
Ultrafast Molecular Dynamics on Solid Ground.
Appl. Phys. B 96, 215–231 (2009).
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Vibrational Anharmonicities Revealed by Coherent Two-Dimensional Infrared Spectroscopy.
Phys. Rev. Lett. 86, 2154–2157 (2001).

[215] E. H. G. Backus, S. Garrett-Roe, and P. Hamm.
Phasing problem of heterodyne-detected two-dimensional infrared spectroscopy.
Opt. Lett. 33, 2665–2667 (2008).

[216] S. Shim, D. B. Strasfeld, Y. L. Ling, and M. T. Zanni.
Automated 2D IR Spectroscopy Using a Mid-IR Pulse Shaper and Application of this Technology
to the Human Islet Amyloid Polypeptide.
Proc. Natl. Acad. Sci. USA 104, 14197–14202 (2007).

[217] E. M. Grumstrup, S. Shim, M. A. Montgomery, N. H. Damrauer, and M. T. Zanni.
Facile collection of two-dimensional electronic spectra using femtosecond pulse-shaping technology.
Opt. Express 15, 16681–16689 (2007).

[218] S. Shim and M. T. Zanni.
How to Turn Your Pump–Probe Instrument into a Multidimensional Spectrometer: 2D IR and
VIS Spectroscopies via Pulse Shaping.
Phys. Chem. Chem. Phys. 11, 748–761 (2009).

[219] S. M. Gallagher Faeder and D. M. Jonas.
Two-Dimensional Electronic Correlation and Relaxation Spectra: Theory and Model Calculations.
J. Phys. Chem. A 103, 10489–10505 (1999).

[220] L. P. DeFlores, R. A. Nicodemus, and A. Tokmakoff.
Two-dimensional Fourier transform spectroscopy in the pump-probe geometry.
Opt. Lett. 32, 2966–2968 (2007).

[221] J. A. Myers, K. L. Lewis, P. F. Tekavec, and J. P. Ogilvie.
Two-Color Two-Dimensional Fourier Transform Electronic Spectroscopy with a Pulse-Shaper.
Opt. Express 16, 17420–17428 (2008).

[222] P. F. Tekavec, J. A. Myers, K. L. M. Lewis, and J. P. Ogilvie.
Two-Dimensional Electronic Spectroscopy with a Continuum Probe.
Opt. Lett. 34, 1390–1392 (2009).

[223] C. Tseng, S. Matsika, and T. C. Weinacht.
Two-dimensional ultrafast Fourier transform spectroscopy in the deep ultraviolet.
Opt. Express 17, 18788–18793 (2009).

[224] N. Krebs, I. Pugliesi, J. Hauer, and E. Riedle.
Two-dimensional Fourier transform spectroscopy in the ultraviolet with sub-20 fs pump pulses
and 250–720 nm supercontinuum probe.
New J. Phys. 15, 085016 (2013).
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[265] U. Åberg, E. Åkesson, and V. Sundström.
Excited state dynamics of barrierless isomerization in solution.
Chem. Phys. Lett. 215, 388–394 (1993).

[266] Q. Xu and G. R. Fleming.
Isomerization Dynamics of 1,1’-Diethyl-4,4’-Cyanine (1144C) Studied by Different Third-Order
Nonlinear Spectroscopic Measurements.
J. Phys. Chem. A 105, 10187–10195 (2001).

[267] P. Nuernberger, G. Vogt, G. Gerber, R. Improta, and F. Santoro.
Femtosecond study on the isomerization dynamics of NK88. I. Ground-state dynamics after pho-
toexcitation.
J. Chem. Phys. 125, 044512 (2006).

[268] G. Vogt, P. Nuernberger, T. Brixner, and G. Gerber.
Femtosecond Pump-Shaped-Dump Quantum Control of Retinal Isomerization in Bacteri-
orhodopsin.
Chem. Phys. Lett. 433, 211–215 (2006).

[269] B. Dietzek, A. Yartsev, and A. N. Tarnovsky.
Watching Ultrafast Barrierless Excited-State Isomerization of Pseudocyanine in Real Time.
J. Phys. Chem. B 111, 4520–4526 (2007).

[270] A. Weigel, M. Pfaffe, M. Sajadi, R. Mahrwald, R. Improta, V. Barone, D. Polli, G. Cerullo, N. P.
Ernsting, and F. Santoro.
Barrierless photoisomerisation of the “simplest cyanine”: Joining computational and femtosecond
optical spectroscopies to trace the full reaction path.
Phys. Chem. Chem. Phys. 14, 13350–13364 (2012).
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Stefan Rützel: Pulse-Sequence Approaches for Multidimensional Electronic Spectroscopy of Ultrafast Photochemistry (Dissertation University of Würzburg, 2014)



Bibliography 195

[334] A. Krischke.
Polarisationsgeformte Femtosekundenlaserpulse im Zeit-Frequenz-Phasenraum.
Diploma thesis, Universität Würzburg (2010).

[335] J. L. Herek, W. Wohlleben, R. J. Cogdell, D. Zeidler, and M. Motzkus.
Quantum control of energy flow in light harvesting.
Nature 417, 533–535 (2002).

[336] I. Pastirk, J. D. Cruz, K. Walowicz, V. Lozovoy, and M. Dantus.
Selective two-photon microscopy with shaped femtosecond pulses.
Opt. Express 11, 1695–1701 (2003).

[337] T. Hornung, J. C. Vaughan, T. Feurer, and K. A. Nelson.
Degenerate four-wave mixing spectroscopy based on two-dimensional femtosecondpulse shaping.
Opt. Lett. 29, 2052–2054 (2004).

[338] S. A. Rice and M. Zhao.
Optical Control of Molecular Dynamics.
Wiley-Interscience, New York (2000).

[339] P. W. Brumer and M. Shapiro.
Principles of the Quantum Control of Molecular Processes.
Wiley-Interscience, New York (2003).

[340] T. Brixner and G. Gerber.
Quantum Control of Gas-Phase and Liquid-Phase Femtochemistry.
ChemPhysChem 4, 418–438 (2003).

[341] P. Nuernberger, G. Vogt, T. Brixner, and G. Gerber.
Femtosecond quantum control of molecular dynamics in the condensed phase.
Phys. Chem. Chem. Phys. 9, 2470–2497 (2007).

[342] L. Polachek, D. Oron, and Y. Silberberg.
Full control of the spectral polarization of ultrashort pulses.
Opt. Lett. 31, 631–633 (2006).

[343] M. Plewicki, F. Weise, S. M. Weber, and A. Lindinger.
Phase, amplitude, and polarization shaping with a pulse shaper in a Mach-Zehnder interferometer.
Appl. Opt. 45, 8354–8359 (2006).

[344] S. M. Weber, F. Weise, M. Plewicki, and A. Lindinger.
Interferometric generation of parametrically shaped polarization pulses.
Appl. Opt. 46, 5987–5990 (2007).

[345] M. Ninck, A. Galler, T. Feurer, and T. Brixner.
Programmable common-path vector field synthesizer for femtosecond pulses.
Opt. Lett. 32, 3379–3381 (2007).

[346] O. Masihzadeh, P. Schlup, and R. A. Bartels.
Complete polarization state control ofultrafast laser pulses with a single linearspatial light modu-
lator.
Opt. Express 15, 18025–18032 (2007).

[347] F. Weise and A. Lindinger.
Full control over the electric field using four liquid crystal arrays.
Opt. Lett. 34, 1258–1260 (2009).
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One parameter fs-pulse form control on NaK and Na2K.
Phys. Chem. Chem. Phys. 5, 3610–3615 (2003).

[368] T. Hornung, R. Meier, D. Zeidler, K. Kompa, D. Proch, and M. Motzkus.
Optimal control of one- and two-photon transitions with shaped femtosecond pulses and feedback.
Appl. Phys. B 71, 277–284 (2000).

[369] A. F. Bartelt, T. Feurer, and L. Wöste.
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