A comparative study on chirped-pulse upconversion and direct multichannel MCT detection
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Abstract: A comparative study is carried out on two spectroscopic techniques employed to detect ultrafast absorption changes in the mid-infrared spectral range, namely direct multichannel detection via HgCdTe (MCT) photodiode arrays and the newly established technique of chirped-pulse up-conversion (CPU). Whereas both methods are meanwhile individually used in a routine manner, we directly juxtapose their applicability in femtosecond pump-probe experiments based on 1 kHz shot-to-shot data acquisition. Additionally, we examine different phase-matching conditions in the CPU scheme for a given mid-infrared spectrum, thereby simultaneously detecting signals which are separated by more than 200 cm⁻¹.
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1. Introduction

Revealing the vibrational dynamics of molecules by mapping their transient absorption in the mid-infrared (MIR) spectral range is commonly used to gain insight into chemical processes on a microscopic scale [1]. Over the last decades the development of commercially available amplified femtosecond laser systems, accompanied by the establishment of optical parametric amplifiers capable of generating stable ultrashort MIR pulses [2–4], gave rise to a vast variety of time-resolved investigations on diverse systems in the liquid phase, ranging from small molecules via organometallic compounds to large proteins [5–24].

Standard direct multichannel MIR detection uses liquid nitrogen cooled photodiode arrays based on compound semiconductors as InAs, InSb, or HgCdTe (MCT). Commercially available IR spectrometers are limited to a maximum of 128 pixels, so that combining detector arrays is one way to increase the number of detection channels [23, 25]. Nevertheless, often a compromise between spectral resolution and spectral bandwidth has to be found. Different techniques have been reported, circumventing this issue by transferring the MIR signals to the visible regime [5, 6]. The technique of chirped-pulse upconversion (CPU) in particular uses a strongly chirped near-infrared pulse (CP) to upconvert the characteristic infrared absorption via sum-frequency mixing in a nonlinear crystal [26]. As a result, mature silicon CCD technology can be used to detect the upconverted radiation. Meanwhile, CPU has become a well-established technique in the field of ultrafast MIR spectroscopy [15,20,27–29] and pulse characterization [26, 30]. The possibility to remove cross-phase modulation, introduced by the time-dependent phase of the CP, from upconverted spectra by means of a robust Fourier-transform-based algorithm radically improved the spectral resolution of CPU [31] and thus extended the range of possible applications. For instance, CPU has been applied in the lower energetic regime of 1000-1800 cm\(^{-1}\) by using a AgGaGeS\(_4\) crystal [32] or to detect ultrabroad MIR continua [33]. Alternatively, CPU was used for upconversion of a MIR supercontinuum spanning from 200 to 5500 cm\(^{-1}\) by replacing the upconversion crystal by gas media; apart from a reduced upconversion efficiency, an almost unlimited upconversion bandwidth has been reported [34].

Very recently, Cheatum and coworkers [35] published a comparative study, examining the detection of 2D IR spectra based on a pulse-shaping apparatus, using direct singlechannel MCT detection and visible multichannel detection via a CMOS array, respectively. Unlike in CPU, bandwidth-narrowed 800 nm light was used for upconversion of the MIR pulses. With reference to their results, we compare direct multichannel detection with an MCT array and multichannel detection with a CCD camera after upconversion with a strongly chirped NIR pulse. The goal of the present study is to determine which method is better suited to detect weak absorption-change signals on the order of a mOD or below with respect to the accessible spectral bandwidth, the spectral sampling, and the respective noise levels. Thereby, significant emphasis has been put on an experimental configuration that ensures a high degree of comparability. In the second part of the paper, we examine different phase-matching conditions in the CPU scheme by varying the angle between the incident beams and the optical axis of the nonlinear crystal. We thereby elucidate the possibility to optimize the shape of the CPU spectrum with respect to the detection range of the visible detector.
2. Experimental setup

In the following, the experimental setup is described in detail, whereby the crucial parts of the comparative study are depicted in Fig. 1. All radiation originates from a 1 kHz Ti:Sapphire regenerative amplifier system (Solstice - Spectra-Physics) generating sub 100 fs pulses at a central wavelength of 800 nm. A small portion of the output power is split off and sent through the grating pulse compressor of another available chirped pulse amplification laser system to produce the CP required for upconversion. As a result, we use a downchirped NIR pulse, in contrast to other implementations reported in the literature [15]. The main part of the fundamental beam is used in a noncollinear optical parametric amplifier (NOPA, TOPAS-White - Light Conversion Ltd) to generate 270 nm UV pump pulses. Tunable MIR probe pulses stem from a home-built two-stage optical parametric amplifier (OPA) with subsequent difference-frequency generation (for design details see [3]), pumped by the NOPA residual 800 nm beam. For pump-probe experiments, the 800 nJ UV pulses and the MIR pulses are spatially overlapped in a flow cell providing a 100 µm liquid film between 4 mm CaF2 windows, whereas the time delay is controlled by a linear translation stage. For shot-to-shot data acquisition of absorption-change signals, a mechanical chopper is used to block every second pump pulse. Additionally, the influence of water vapor absorption can be reduced by purging the housings, which encapsulate the main part of the optical MIR paths, with dry air. The polarization directions are chosen in the magic angle configuration (54.7°) to exclude effects attributable to rotational diffusion. After passing the sample the MIR beam is equally split by a KBr window. One half of the probe beam is dispersed by a 150 grooves/mm grating (4.0 µm blaze wavelength) in an IR spectrograph (250 ιs/sm - Chromex, 4.9 µm central calibration wavelength) and detected by a 32 element MCT-array (InfraRed Associates, Inc.), which can be read out for each laser shot, resulting in a bandwidth of 10.2 nm (corresponding to 4.2 cm⁻¹ at the given central wavelength) per pixel. The second half of the probe beam gets upconverted to the visible regime: for this, the MIR signal (pulse energies of several hundred nJ), focussed by a 90° off-axis parabolic mirror (152 mm effective focal length), is mixed with the 18 µJ chirped NIR pulse (centered at 12538 cm⁻¹, FWHM 143 cm⁻¹) in a noncollinear sum-frequency generation (SFG) arrangement (≈ 7°) us-
ing a MgO(5%):LiNbO₃ crystal (10 x 10 mm² x 0.45 mm, type I, 45.4° cut - Castech Inc.). For fine-tuning, we rotate the crystal mount in order to change the angle between the incident beams and the optical axis of the crystal in a well-defined way. The residual CP is rejected by a 750 nm shortpass filter and a 15 cm lens is used to recollimate the CPU signal. A visible 50 cm focal length spectrograph (Acton SpectraPro 2500i - Princeton Instruments, 690 nm central calibration wavelength) equipped with a 1200 grooves/mm grating (750 nm blaze wavelength) in combination with a thermoelectrically cooled 2048 x 512 pixel front-illuminated CCD camera (PIXIS - Princeton Instruments) provides a bandwidth of 0.019 nm (corresponding to 0.40 cm⁻¹ at the given central wavelength) per pixel in the range between 670 and 709 nm. For low-speed measurements, 20 pixels are vertically binned and averaged over 300 ms. An additional binning of pairs of adjacent horizontal pixels enables single-shot data acquisition of single-line spectra of 1024 pixels (0.038 nm bandwidth per data point, corresponding to 0.80 cm⁻¹ at the given central wavelength). For each spectrum, cross-phase modulations are removed [31] and replicas at 6.8 ps, due to reflections in the upconversion crystal, are Fourier-filtered in the time domain in an area of 1 ps. Being the main spectral phase contribution of the CP, the second-order spectral phase parameter [36] was determined by frequency-resolved cross correlation to be \( \phi_2 = -3.97 \text{ ps}^2 \).

3. Accordance of spectra and noise analysis

The first part of the comparative study is carried out using the spectra shown in Fig. 2. In order to get a detailed picture of the MIR spectrum on the one hand, and not being restricted to 32 pixels in the direct MCT detection, we scan the central spectrometer wavelength in steps of 1 nm and detect the signal with the central pixel of the MCT array (blue). On the other hand, we record the upconverted spectrum with the VIS spectrometer. Thus, we obtain approximately the same spectral increment with both detection methods. Whereas the MCT measurement requires a few.

![Fig. 2. MIR spectrum obtained with a single HgCdTe pixel by scanning the central IR spectrometer wavelength in steps of 1 nm (blue, centered at 2028 cm⁻¹, FWHM 154 cm⁻¹, 100 laser shots averaged per step, 5 min total measurement time); MIR spectrum after upconversion and chirp correction detected via CCD camera (red, centered at 14554 cm⁻¹, FWHM 151 cm⁻¹, 300 ms exposure time); the frequencies of the 16 most intense water vapor lines taken from the GEISA database [37] are depicted as gridlines.](image-url)
minutes of acquisition time, we obtain the corresponding CPU spectrum in less than one second of exposure (red). In contrast to measurements in the single-shot mode, we use spectrometer slit widths as small as possible and do not flood the housings with dry air, in order to resolve distinct water vapor absorption lines convenient for calibration of the upconversion frequency. Note that the stronger water vapor absorption in the CPU spectrum is due to a longer optical MIR path through water vapor in our laboratory atmosphere. Owing to the crystals phase-matching capabilities, which are examined in greater detail in the second part of this paper, the MIR spectrum (FWHM 154 cm⁻¹) gets upconverted to the visible regime with a rather small narrowing of only 3 cm⁻¹ of spectral bandwidth.

To analyze the investigated detection methods when detecting ultrafast absorption changes, we choose a 5 mM solution of Co₄(CO)₁₂ (Strem Chemicals, Inc.) dissolved in CH₂Cl₂ as model system in all experiments of this study. Harris and coworkers [22] found that this molecule undergoes two photochemical reaction pathways when being excited at 267 or 400 nm: besides the formation of CO-loss products arising from the dissociation of a single carbonyl ligand from the parent molecule, two rearrangement isomers are formed. These bridged intermediates, originating from cleavage of an apical-basal Co-Co bond, showed picosecond lifetimes. The compound was considered to be appropriate to be employed in our comparison study owing to its rich photochemistry between 1800 and 2100 cm⁻¹ and its high stability in dilute solutions.

To gain an overview of the photochemical rearrangement dynamics of our molecular model system and to get a first impression of the capabilities of both detection methods, Fig. 3 displays the transient absorption of Co₄(CO)₁₂ for pump-probe time delays up to 32 ps. Deviant from
the default setting, the central wavelength of the IR spectrometer was set to 4.95 \( \mu \text{m} \) in this particular measurement. The observed ground-state-bleach signals of the parent compound as well as the positive absorption of upcoming photoproducts at lower energies are in agreement with the literature [22]. Note that each transient absorption spectrum displays the average of only 1000 consecutively measured pump-probe pairs, already providing convincing data qualities. In the following, we will have a closer look at data points of a single transient absorption spectrum, in order to analyze the spectral sampling and the respective noise levels of both detection methods.
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**Fig. 4.** Transient absorption spectrum of \( \text{Co}_4(\text{CO})_{12} \) at 6 ps pump-probe delay under 270 nm UV excitation: data obtained by averaging 25000 consecutive pump-probe pairs using CPU detection (red); the blue-shaded area illustrates the full detection range of direct MIR detection; the inset depicts the spectral increment of both detection methods: data points of direct MIR detection via MCT array (blue) are shown with 5 mOD vertical offset; vertical lines confine data points which are used for analysis of individual noise levels (confer Figs. 5 and 6).

Using the laser settings with corresponding spectra from Fig. 2 at a slightly different upconversion frequency, we perform analysis of 50000 transient absorption spectra recorded with both spectrometers in the single-shot acquisition mode. We cannot read out both spectrometers for each laser shot simultaneously. Nevertheless, aiming at a high comparability, we use a measurement routine in which we record 50 loops of a sequence containing subsequent data acquisition of 2000 spectra with each spectrometer as well as data processing. Thereby, the influence of long-term laser fluctuations is minimized. Within two separate runs of the measurement routine under unaltered experimental conditions, we examine the detection of spectra without a molecular signal, which corresponds to the baseline when calculating changes in optical density, as well as the influence of the liquid sample film between the windows in combination with a UV-pump interaction. Absorption-change signals are calculated from consecutive background-corrected spectra followed by averaging. As depicted in Fig. 4, the resulting transient absorption spectrum from the measurement with sample and pump-interaction after averaging over 25000 transient absorption spectra at 6 ps pump-probe delay using CPU detec-
tion (red) illustrates the large detection range of the latter technique: in our case, CPU detection covers more than 200 cm$^{-1}$, only being restricted to the bandwidth of the upconverted spectrum, whereas the MCT detection is limited to approximately 130 cm$^{-1}$ with the employed grating (indicated by the blue-shaded area). For MCT detection in a broader range, one has to change the grating position and repeat the measurement procedure. Especially in time-critical measurements, e.g. when samples tend to degenerate, this constitutes a significant disadvantage. Note that slightly different experimental settings result in minor deviations in the absolute values of changes in optical density with respect to Fig. 3. The individual data points in the inset of Fig. 4 illustrate the different spectral sampling. With respect to the direct MCT detection, the latter is increased by a factor five using CPU. We want to stress that these values reflect a particular experimental situation. Using different grating settings or different array sizes, either the spectral bandwidth or the spectral sampling can be favored. Nevertheless, the higher flexibility of CPU detection is evident.

Fig. 5. Histograms illustrating the distribution of 50000 consecutively measured pump-probe pairs for the detection of the signal baseline (top row, no sample) and the detection of a molecular signal of $\Delta$Abs $\approx$ 2 mOD at 2039 cm$^{-1}$ (bottom row, sample and pump-interaction). Besides the histograms for CPU detection (left panels, red) and MCT detection (right panels, blue), representing a single data point, the results for an additional binning of five adjacent CPU data points are shown (middle panels, green). Distributions resulting after normalization of individual spectra with their integrated spectral intensity are shown for CPU detection (left panels, black) and CPU detection with an additional binning of five adjacent data points (middle panels, gray).

For noise analysis, we have a closer look at a single data point at 2039 cm$^{-1}$, which corresponds in the measurement with sample and pump-interaction to a positive absorption-change signal of $\approx$ 2 mOD, reflecting overlapping terminal carbonyl stretches of transient photoproducts. The histograms in Fig. 5 illustrate the Gaussian distribution of 50000 consecutively measured pump-probe pairs. Besides the results for detection via MCT array (blue) and CPU (red), we calculated data points for an additional averaging of five adjacent CPU data points (green,
confer area confined by vertical lines in the inset of Fig. 4), compensating for the unequal spectral coverage. The corresponding standard deviations are listed in Table 1. The additional binning reduces the standard deviation of CPU detection by approximately 13%. Nevertheless, with respect to MCT detection, the corresponding distributions are broadened by a factor 2.6 in the measurement with no sample and by a factor 2.1 in the measurement with sample and pump-interaction, respectively. The observed excess noise using CPU is in good agreement with the finding that the MIR OPA can run significantly more stable than the fundamental 800 nm laser output itself [3]. A rough estimate of the additional noise which is transferred to the CPU transient absorption spectrum can be made by considering error propagation: thereby, the assumption that the CP is 2.4-times less stable than the MIR corresponds to the factor which was observed in the measurement with no sample. Note that these results represent the detection of absorption changes in the vicinity of the spectral maximum: up to 6000 counts per data point (2 pixel binned) per single shot are detected in the 16 bit range of the CCD camera and the integrated photodiode signals are held below 60 percent of the analog-digital-conversion range using an additional neutral density attenuator (0.3 OD) in front of the IR spectrometer. Following the assumption that the noise in the CPU approach is dominated by fluctuations of the CP, the noise level can be reduced drastically by normalization of individual CPU spectra with the spectrally integrated signal for each laser shot. The resulting standard deviations of 50000 pump-probe pairs after normalization of individual CPU spectra can be seen from Table 1, corresponding distributions are shown in Fig. 5 (black and gray). After correction for intensity fluctuations, the standard deviation obtained using CPU with an additional binning of five adjacent data points even falls slightly below the value obtained using direct MCT detection. The CCD camera is used far from its saturation, so that increasing the CPU signal, either by employing a higher intensity of the CP or the MIR beam, should further reduce remaining noise contributions. Note that normalizing the probe spectra reduces the noise, but will affect the absolute value of transient absorption changes because of different spectrally integrated probe signals in the presence or absence of a pump pulse. However, this scaling can be accounted for in the data evaluation.

Table 1. Standard deviation of 50000 consecutively measured pump-probe pairs at 2039 cm⁻¹ corresponding to the histograms shown in Fig. 5.

<table>
<thead>
<tr>
<th>measurement conditions</th>
<th>no sample</th>
<th>sample and pump-interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCT</td>
<td>2.7 mOD</td>
<td>3.7 mOD</td>
</tr>
<tr>
<td>CPU</td>
<td>8.1 mOD</td>
<td>8.9 mOD</td>
</tr>
<tr>
<td>CPU - 5 data points binned</td>
<td>7.1 mOD</td>
<td>7.7 mOD</td>
</tr>
<tr>
<td>CPU - spectra normalized</td>
<td>4.7 mOD</td>
<td>5.5 mOD</td>
</tr>
<tr>
<td>CPU - 5 data points binned - spectra normalized</td>
<td>2.5 mOD</td>
<td>3.1 mOD</td>
</tr>
</tbody>
</table>

Providing a measure for the time which is necessary to obtain a certain noise level in the detection of absorption-change signals, Fig. 6 displays log-log-plots of the absorption-change standard error as a function of the considered, consecutively measured, pump-probe pairs for baseline-detection (left panel, no sample) and the detection of absorption changes (right panel, sample and pump-interaction). We want to emphasize that each data point reflects the evaluated standard error after a particular number of pump-probe pairs, rather than just an extrapolation of the standard error based on the standard deviation of 50000 pump-probe pairs. The MCT detection exhibits considerably lower noise levels than detection via CPU. For instance, to reach
a level of 50 µOD in the measurement with sample and pump-interaction using MCT detection, only 5200 pump-probe pairs are required, which is in good agreement with values reported in the literature [13]. In comparison, 31700 pump-probe pairs acquired using CPU provide the same data quality. With an additional binning of five data points, this value is reduced to 23100. Other noise levels can analogously be evaluated by looking at the intersections of the measured data with horizontal lines representing the desired data quality. Corresponding to the consequences on the standard deviation (confer Table 1), normalization of CPU spectra with the spectrally integrated signal leads to a reduction of the number of pump-probe pairs required for a certain noise level, so that 12600 pump-probe pairs are needed in CPU with normalized spectra to reach 50 µOD in the measurement with sample and pump-interaction. For CPU detection with an additional binning of five adjacent data points, the same noise level is reached after 4000 pump-probe pairs.

Fig. 6. Absorption-change noise level of a single data point at 2039 cm$^{-1}$ when detecting $\Delta$Abs = 0 (left panel, no sample) and $\Delta$Abs ≈ 2 mOD (right panel, sample and pump-interaction): standard error versus the number of considered background-corrected pump-probe pairs using MCT detection (blue), CPU (red) or CPU with an additional binning of five adjacent data points (green). Noise levels resulting after normalization of individual spectra with their integrated spectral intensity are shown for CPU detection (black) and CPU detection with an additional binning of five adjacent data points (gray). Note that these graphs have a double-logarithmic scale.

As reported elsewhere [35, 38], and confirmed in a separate measurement with our setup, dark noise contributions of the detectors are small compared to laser shot-to-shot fluctuations and are neglected in the following analysis of individual noise contributions. In Fig. 7, the absorption-change standard error is plotted versus the spectral position. With this, the influence of both the different signal strengths (confer CPU spectra in the background: respective CCD counts are depicted on the right vertical axis) and the sample under pump-interaction can be dissected. Within the FWHM of the spectrum, both detection methods exhibit almost constant baseline noise levels. Note that with MCT detection (blue), only the higher energetic part of the MIR spectrum was probed. In the measurement with sample and pump-interaction, small deviations arise around 2060 cm$^{-1}$. This can be attributed to the reduced spectral intensity due to the absorption of the parent complex (≈ 0.43 OD at 2060 cm$^{-1}$) and the pump-induced absorption changes. In the other regions, no deviations between both measurement runs emerge. Consequently we can infer that no additional noise is added by the liquid sample film.
Fig. 7. Absorption-change standard error as a function of the spectral position: data obtained via MCT (blue) and CPU detection (red) after averaging 25000 consecutive pump-probe pairs when detecting $\Delta$Abs = 0 (solid lines, no sample) and a molecular signal (dashed lines, sample and pump-interaction, confer transient absorption spectra in Fig. 4); the CPU curves with binned data points or with normalized spectra, or with both, are not shown for clarity; the corresponding CPU spectra, with sample (light red) and without sample (light gray), are shown in the background.

In [35], Cheatum and coworkers found an improved signal-to-noise ratio when measuring the average of 115 2D IR spectra using CMOS array detection after upconversion instead of direct MIR detection. The study differs from ours by the facts that no chirped NIR pulse was used for upconversion, that a different visible detector was employed, and that MIR signals were recorded with only a single MCT pixel. The measurement times to record 2D IR spectra were shortened by a factor 60 using CMOS array detection, and in this way, additional noise contributions originating from long-term laser drifts are reduced. Our results also confirm that noise levels comparable to direct MCT measurements can be achieved when the detection is done after upconversion. We want to emphasize that in our comparative study all reported noise levels result from the same number of laser shots under unaltered measurement conditions representing single data points.

4. CPU phase-matching characteristics

The alignment of the CPU crystal is normally optimized to upconvert a given MIR spectrum as effectively as possible. However, promising possibilities also arise when the crystal’s phase-matching is set differently. Imagine a situation where the features of interest are spectrally far apart and merely covered by the edges of the CPU spectrum. Whereas the central part of a bell-shaped spectrum thereby potentially saturates the detector, the spectral edges suffer from a low number of counts resulting in aggravated noise levels. In the following, we demonstrate the simultaneous detection of absorption-change signals separated by more than 200 cm$^{-1}$ using a modified CPU spectrum, of which the central part is selectively lowered by means of a changed phase-matching configuration. For this purpose, we use a MIR spectrum which is centered at 1940 cm$^{-1}$ (Fig. 8(a)), covering absorption bands of Co$_4$(CO)$_{12}$ at 1860 and 2060 cm$^{-1}$ (confer MIR absorption spectrum in Fig. 8(b), recorded with JASCO FT/IR-4100 spectrometer).
Fig. 8. (a) MIR spectrum obtained with a single MCT pixel by scanning the central IR spectrometer wavelength in steps of 1 nm (centered at 1940 cm$^{-1}$, FWHM 185 cm$^{-1}$, 100 laser shots averaged per step). (b) MIR absorption spectrum of Co$_4$(CO)$_{12}$ dissolved in CH$_2$Cl$_2$. (c) Measured CPU spectra at different phase-matching angles. (d) Simulated CPU spectra at different phase-matching angles. (e) Transient absorption spectra of Co$_4$(CO)$_{12}$ at 6 ps pump-probe delay: data obtained by averaging 100000 consecutive pump-probe pairs at CPU phase-matching angles of $\theta = 45.5^\circ$ (red) and $\theta = 44.5^\circ$ (cyan, 10 mOD vertical offset).
The uniaxial MgO(5%):LiNbO₃ crystal is suited for sum-frequency mixing of 800 nm pulses with MIR pulses around 5 µm. Usually, a specific crystal cut angle θ is chosen with respect to the spectral range of interest. Optimized for MIR pulses centered at 5 µm, the actual cut angle of our crystal is θ = 45.4°. Nevertheless, we are able to mimic different configurations by rotating the crystal and thereby changing the angle α between the incident beams and the optical axis of the crystal. Thereby the actual change of the angle between the optical axis of the crystal and the propagation direction of the beams within the crystal (Δθ) is determined by Snell’s law. Resulting CPU spectra for different crystal settings are shown in Fig. 8(c). In this series, the crystal was rotated in steps of Δα = 0.7° in both directions starting at the optimal phase-matching configuration (red, θ = 45.5°). Note that due to the spectral position of the given IR spectrum (central wavelength of 5.2 µm instead of 5.0 µm), the latter configuration requires an angular offset of Δθ = +0.1° with respect to the crystals cut angle. We observe that for increasing variations from the optimal setting, the center of the CPU spectrum is shifted either to the lower or to the higher energetic regime. Aberrant from this trend, larger angles lead to increasing variations from the optimal setting, the center of the CPU spectrum is shifted either to the lower or to the higher energetic regime. Aberrant from this trend, larger angles lead to increasing variations from the optimal setting, the center of the CPU spectrum is shifted either to the lower or to the higher energetic regime.

To support our experimental findings, we calculated the sum-frequency-generation efficiencies of a 450 µm thick MgO(5%):LiNbO₃ crystal for different phase-matching angles when mixing MIR light with monochromatic 800 nm light in a type I SFG arrangement. At this, we follow the derivations from [39] applying the Sellmeier coefficients from [40]. Using the wavevector mismatch

\[ Δk = k_{\text{NIR}} + k_{\text{MIR}} - k_{\text{SFG}}, \]

the intensity of the sum-frequency signal is given by

\[ I_{\text{SFG}} = \frac{8d_{\text{eff}}^2\omega_{\text{SFG}}^2L^2sinc^2(\Delta kL/2)}{\lambda_{\text{NIR}}^2n_{\text{NIR}}\lambda_{\text{MIR}}n_{\text{MIR}}^2n_{\text{SFG}}^2\varepsilon_0c^2}, \]

where \( d_{\text{eff}} \) is the nonlinear efficiency parameter, \( \omega_{\text{SFG}} \) the carrier angular frequency of the up-converted field, \( I_{\text{NIR}} \) and \( I_{\text{MIR}} \) the intensities of the incident fields, \( n_{\text{NIR}}, n_{\text{MIR}} \) and \( n_{\text{SFG}} \) the respective refractive indices, \( \varepsilon_0 \) the vacuum permittivity, \( c \) the speed of light, and \( L \) the crystal thickness. Consequently, the free parameters are \( \lambda_{\text{MIR}} \) and the phase-matching angle \( \theta \). CPU spectra after upconversion under different phase-matching conditions can be simulated by multiplying the MIR spectrum from Fig. 8(a) by the corresponding efficiency curves. Fig. 8(d) shows simulated CPU spectra under phase-matching angles corresponding to the series which was conducted experimentally (confer Fig. 8(c)). Taking account of the different optical MIR paths resulting in different manifestations of water vapor absorption lines, the simulations are in excellent agreement with measured spectra.

The CPU intensities in our particular setup are in general too low to saturate the CCD detector. Nevertheless, we can scrutinize different phase-matching settings when detecting absorption changes. Therefore, we recorded transient absorption spectra of 100000 pump-probe pairs using CPU spectra at \( \theta = 45.5° \) (red) or \( \theta = 44.5° \) (cyan), respectively. Both transient absorption spectra show analogous results, revealing the ground-state-bleach signals of the parent complex at 1860 and 2060 cm⁻¹ (Fig. 8(e)). Whereas the noise level in the inner part of the detection range is significantly degraded under detection at \( \theta = 44.5° \), the noise level at the spectral edges is comparable. Such a scenario could be beneficial when saturation of the detector in regions where the MIR is most intense has to be circumvented.
5. Conclusion

Overall, this comparative study confirms that CPU constitutes a powerful alternative to direct multichannel MCT detection. We verified the accordance between MIR spectra before and after upconversion to the visible regime, thereby observing only negligible changes in the spectral shape and the spectral bandwidth. In an exemplarily chosen UV-pump/MIR-probe experiment in the liquid phase, we examined the individual advantages and disadvantages of both methods when detecting weak absorption-change signals on the order of a few mOD. Although intensity fluctuations of the chirped beam are transferred to MIR spectra in the additional nonlinear upconversion process, CPU spectra after normalization with the integrated spectral intensity showed noise levels similar to direct MCT detection. Moreover, CPU scores with the high pixel numbers of the easy-to-handle and more cost-effective CCD detectors. In most cases, the CPU detection bandwidth as a limiting factor can almost be excluded. Future applications of CPU might also benefit from the possibility to adapt the shape of the upconverted spectrum by using different phase-matching configurations, thereby avoiding too high signals in very intense spectral regions.
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