Preface

High Impact Trends in Games – AI in Natural User Interfaces.
Proceedings of The 1st Games Technology Summit as part of the Clash of Realities - 11th International Conference on Art, Technology and Theory of Digital Games

Summit Topics

AAA companies and indie devs alike harness the power of Artificial Intelligence (AI), Machine Learning (ML) and novel means of user interaction to facilitate game design & development and to provide for more intricate, authentic, entertaining, immersive and fun experiences. The available tools, established approaches, methods and gadgets in development are as broad as their application. With respect to AI perspectives develop from classical search and planning algorithms as well as generative algorithms towards utilising machine learning methods, simulation and optimisation. Even self-adapting, real-time capable systems are proactively utilised in the games industry. With respect to novel approaches of user interaction, especially the integration of multiple channels of communication (multi-modal approaches), for instance considering gestures and voice at the same time, have paved the road for natural user interfaces that diminish the cognitive load of designers, developers and, particularly, the players of next gen computer and video games.

The 1st Games Technology Summit was organised in two tracks: A scientific track and an industry track. We discussed how the successes in AI in Natural User Interfaces have been impacting the games industry (industry track) and which scientific, state-of-the-art ideas and approaches are currently pursued (scientific track).

Scientific Track

For the scientific track of this half-day event, we have accepted five submissions covering different aspects of how technological advancements impact the development of digital games and how advanced game technologies also foster use cases outside pure entertainment. The accepted submissions cover a broad range from dialogue generation for games to self-assembling agent ensembles as representations of the emerging field of AI in games. Natural user interfaces are represented by contributions about impossible spaces in virtual reality, immersive game technologies for innovative education and multimodal environments for psychomotor skill training, of which the latter two also represent contributions of applying games technologies beyond entertainment.

Accepted articles of the scientific track are:

• Rafael Epplée and Eike Langbehn. “Overlapping Architecture: Implementation of Impossible Spaces in Virtual Reality Games”.

ii
• Richard Davies, Nathan Dewell and Carlo Harvey. “A framework for interactive, autonomous and semantic dialogue generation in games”.

• Khaleel Asyraaf Mat Sanusi and Roland Klemke. “Immersive Multimodal Environments for Psychomotor Skills Training”.

• Samuel Truman and Sebastian von Mammen. “Interactive Self-Assembling Agent Ensembles”.

• Roland Klemke, Khaleel Asyraaf Mat Sanusi and Melina Rose. “Immersive Game Technologies for Innovative Education - A Method for Experimental Interdisciplinary Technology Transfer”.

Industry Track

The industry track complemented the scientific track with state-of-the-art presentations from innovative industrial practice. Two presenters from the AI research at Electronics Arts exemplified technological trends in the AAA industry: Han Liu (AI Scientist, Electronic Arts) and Sebastian Starke (AI Scientist, Electronic Arts).
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Abstract. Immersive, sensor-enabled technologies such as augmented and virtual reality expand the way human beings interact with computers significantly. While these technologies are widely explored in entertainment games, they also offer possibilities for educational use. However, their uptake in education is so far very limited. Within the ImTech4Ed project, we aim at systematically exploring the power of interdisciplinary, international hackathons as a novel method to create immersive educational game prototypes and as a means to transfer these innovative technical prototypes into educational use. To achieve this, we bring together game design and development, where immersive and interactive solutions are designed and developed; computer science, where the technological foundations for immersive technologies and for scalable architectures for these are created; and teacher education, where future teachers are educated. This article reports on the concept and design of these hackathons.

Keywords: Immersive Technologies · Educational Games · Hackathons.

1 Introduction

According to a recent EU report 43% of European Citizens are lacking critical digital competencies while 90% of the professions in near future will require digital competencies. Therefore, an urgent need for the 71 millions of EU students and 5.7 millions of EU Teachers to increase their digital skills via better education, arises [5]. However, innovation processes for technology enhanced learning are not yet well-prepared for disruptive innovation and require novel approaches of development and technology-transfer [9].

A huge obstacle in the uptake of advanced technological solutions (such as serious games, augmented and virtual reality) in schools on primary and secondary level, is that generally, teacher education does not contain the concepts of conceptualising, designing, and applying such solutions to the extent required (though there are exceptions such as [4]).

At the same time, the increasingly available study programmes for game designers and game developers only begin to take educational games and advanced
educational technologies into account [14]. Currently, those programmes lack the theoretical underpinning of pedagogic and didactic theories to contribute to the development of educational technologies more substantially. Likewise, computer science education mostly focuses on the technical aspects of solutions with too little attention to design aspects and pedagogical underpinnings. However, subdomains in computer science education such as Human-Computer Interaction or Digital Learning may focus more on these aspects to ensure a better learning outcome.

We believe, that technology-innovation procedures and interdisciplinary ways of designing and developing new systems as explored in novel fields such as game design and games-technology research can be beneficial to the development of innovative, immersive educational technologies. Consequently, here we report on the progress achieved in the ImTech4Ed project (Immersive Technologies for Education), where we aim at exploring such novel ways of technology innovation for education based on experiences in utilising interdisciplinary methods of game design and development.

2 Related Work

Research suggests that teachers have difficulties developing comfort with technology [3] while many teachers are pessimistic and skeptical with immersive technologies [17]. Even future teachers (e.g. pre-service teachers) recognize that immersive technologies are highly motivating, engaging, and able to support students better, still have concerns about their use and implementation. Many of them feel inexperienced in using such technologies [6] or find the available tools difficult, especially at the beginning [7]. In addition, teachers may also need to design, model and program immersive activities, however, there is little support in creating mixed reality education spaces [8].

Immersive Education is a method that utilizes a simulated environment in which the learners can be completely immersed in the learning process/task and moving beyond the mere use of virtual worlds to become more embedded into the physical world around us. Literature on the convergence of the technical, pedagogical and cognitive components and interactions within immersive environments is scarce, and past attempts fall short of fully describing the affordances of augmented and mixed reality, though [1] provides a first approach of mapping learning activities to specific game mechanics, [19] provides a more general approach of using game mechanics for encoding and presenting knowledge in a serious game, and [21] discusses the advantages of learning in an embodied immersive virtual environment. ImTech4Ed builds on these and provides a Pedagogical Framework for building Immersive Environments filling in the current blank. Finally, the importance of augmented reality (AR) and virtual reality (VR) games is high. AR and VR games elicit players’ cognitive and affective responses in different ways, where technological, pedagogical and evidence-based findings for AR and VR are discussed in [2,10,24]. Collaborative games increase
cognitive involvement in solving problems, which leads to enjoyment, pleasure and confidence among users [23].

Recent approaches in the relatively new interdisciplinary game design educational programmes for bachelor and master students successfully demonstrate the value of interdisciplinary education and problem-based learning [14] for cross disciplinary collaboration of programmers, designers, and artists. ImTech4Ed builds on such insights and aims at taking this approach one step further by connecting to educational science and computer science and extending to international and cross institutional scope. At the core of this project is the interdisciplinary collaboration of students from connected disciplines aiming at lowering barriers for interdisciplinary thinking and understanding. In line with our approach, [25] explore the technologies that can be used in curricula to make education “smarter” and more adaptive in order to better meet the needs of today’s learners. The main emphasis is placed on the theory and best practices of incorporating emerging technologies into curricula so as to educate learners in the 21st century. Adding to these findings, ImTech4Ed aims at examining, which pedagogical aspects are most suitable for integrating emerging technologies. Consequently, it will potentially help educators and stakeholders design and implement curricula that effectively prepare learners for the challenges of tomorrow.

3 Methodological Approach

Our approach builds upon interdisciplinary and international cooperation among different connected higher education institutions to create quick, student-driven, creative hackathons as initiator for immersive educational technologies to be prototyped and further developed towards educational assets. It is connected to the principles of co-creation [11], which brings together various stakeholder groups in innovation processes as well as participatory design [22], which allows for an iterative, prototyping-based development process involving designers and stakeholders. Our approach goes beyond these by not only connecting designers/developers to stakeholders but at the same time connecting multiple educational disciplines and adding the explicit goal of educating future stakeholders by preparing them for innovation.

Four pillars represent the fundamental of our approach, which aim at defining a stable method towards the reproducible, creative, and innovative development of immersive prototypes.

1. Methodological Guidelines provide the technological and didactical context for the development of prototypes.
2. The Authoring Technology Framework aim at bridging the gap between non-technical didactic staff and technical developers.
3. Experimental Hackathons are the core interdisciplinary, experimental and explorative development activity towards the fast creation of innovative immersive prototypes.
4. *Application and Evaluation* provide a quality approval and selection mechanism to ensure applicability and educational potential of immersive prototypes.

With these pillars, we aim at addressing the identified gaps: teachers need to be better informed about the use of immersive technology (methodological guidelines); technologies need to be suited to the technological competencies of teachers (authoring technology framework); and interdisciplinarity and practical application need to be explored in education (experimental hackathons). With the application and evaluation step, evidence will be generated about the feasibility of this approach. Short project cycles aligned to human-centered design processes ensure the possibility to quickly react to feedback; the interdisciplinary collaboration ensures that relevant perspectives are considered.

### 3.1 Methodological Guidelines

The methodological guidelines are developed based on best practice experiences and a literature study. These guidelines aim at providing practical support for the use of immersive technologies for learning. They constitute an inquiry-based pedagogical approach for university students and secondary school in-service teachers, which takes technological and didactic constraints as well as diversity and accessibility issues into account. The guidelines provide a framework for developers and educators, in order to create immersive game prototypes making appropriate use of augmented and virtual reality and other immersive technologies.

In particular, the guidelines combine traditional instructional activities with AR/VR experiences within digital games. The methodological guidelines outline the pedagogical and didactic approach to support game-based, immersive education.

### 3.2 Authoring Technology Framework

Innovative immersive technologies require advanced authoring and development environments to produce high quality outputs. However, most of these environments and tools target specialized professional developers and users, limiting their applicability in educational non-technical contexts. At the same time, tools applicable by non-technical users often miss the flexibility and complexity required for innovative technological solutions.

The authoring technology framework bridges this gap by mapping authoring tools and development environments to process steps and requirements. The authoring technology framework thus connects the methodological guidelines, which represent the didactic view on immersive solutions to the technical tools available to implement these. It is therefore based on a technology survey of available tools and platforms and maps these to the methodological and didactic aspects of implementing immersive solutions.
3.3 Experimental Hackathons

"A hackathon is a highly engaging, continuous event in which people in small groups produce working software prototypes in a limited amount of time” [15]. Hackathons are established in many interdisciplinary domains as a means to quickly develop experimental, innovative prototypes [12]. Recently, hackathons have also been explored for their educational potential [16,18].

Within the ImTech4Ed project, we aim at combining both aspects of the hackathons: their potential for technological innovation as well as their interdisciplinary educational potential. To do so, we organise the hackathons as multi-location, interdisciplinary events, which bring together educators and students from game design and development, computer science, and educational sciences. Interdisciplinary teams compiled of students from the different disciplines collaborate within these hackathons intensively over a period of four days.

Immersive prototypes are the result of fast paced short cycled development actions with small teams working on very focused small-scale prototypes solving a concrete problem:

– Fast-paced development cycles lead to quick solutions and fast feedback cycles allowing us to quickly react to feedback without risking long development periods to be wasted.
– Developing small-scale immersive prototypes allow to experimentally explore a range of different educational and technological aspects, rather than focusing on very few. This gives also the desired flexibility to choose from a selection of prototypes those that seem promising for further development into educational practice.
– While prototypes developed in this fast-paced way cannot be expected to be at production level quality immediately, the approach to work towards several of these prototypes in parallel fosters creativity, interdisciplinary collaboration, and an open-minded development approach.

3.4 Application and Evaluation

The application and evaluation aspect of the outcomes of the hackathons is done for two purposes: (1) to evaluate prototypes for their potential contribution to education, and (2) to inform members of the target group (i.e. teachers and pre-service teachers), who get involved into the evaluation procedure about the innovation that can be achieved with these prototypes and to educate them on possible use cases.

Consequently, the evaluation represents an important step to ensure applicability, usability, potential, and quality of the immersive prototypes and concepts. The prototypes will be tested and evaluated by various means, comprising their conceptual and technical evaluation by technological experts, their domain-related assessment by educational experts as well as their application in educational contexts by educators and learners.
Prototypes with a positive evaluation are selected for further development in subsequent project phases to increase functional completeness, stability and scalability. Furthermore, since (pre-service) teachers are involved into the evaluation procedure, it also supports the transfer of knowledge, experience, and technology from the development teams into the educational domain by involving educators and learners in the evaluation process.

4 Expected Results, Limitations, and Conclusion

4.1 Expected Results

ImTech4Ed aims at delivering its methodological guidelines together with a set of immersive educational prototypes evaluated in educational practice. The direct impact of ImTech4Ed is expected to be on participating students, pupils, teachers, educators, and researchers in broadening their view and understanding of interdisciplinary approaches and collaborative international work towards the creation of immersive educational technologies. However, ImTech4Ed aims at impacting innovation processes in the development and creation of innovative educational technologies with this multidisciplinary methodology.

With the integration of educational processes into the design and development methodology of ImTech4Ed we expect to be able to address issues of technology acceptance early on in the education of future educators. Likewise, interdisciplinary thinking increases media competence of future educators by being involved in conceptual and technological development of educational prototypes. As stated in the introduction, the lack of technological aspects in teacher education is among the obstacles to the uptake of these innovative technologies in practical education. We expect, that interdisciplinary approaches such as envisioned by ImTech4Ed help to lower these barriers.

4.2 Limitations

The ImTech4Ed project is still in an early development phase. Currently, the conceptual framework as outlined throughout section 3 is designed and planned. The first ImTech4Ed hackathon is planned and will be performed in late Spring 2021. However, due to the COVID-19 situation, the project consortium had to deviate from original plans especially with respect to the organisation of hackathons, which caused delays and changed constellations. We expect that hackathons performed in an online-only manner might negatively impact the intensiveness of team collaborations.

4.3 Conclusions

While still in early phases, the ImTech4Ed project already provides an innovative methodology towards the creative and innovative creation of immersive educational prototypes and solutions that will potentially help teachers, to increase the use of immersive technologies in education. With this methodology,
ImTech4Ed aims at bridging the gap between advanced innovations in immersive game technologies and their slow uptake in educational practice.

The interdisciplinary, iterative approach based on methodological guidelines, authoring technology framework, experimental hackathons, and application and evaluation furthermore aims at being reproducible and reusable across various educational contexts. The long-term benefit is expected to go beyond the direct outputs: interdisciplinary thinking towards the envisioning, design, and creation of immersive educational technologies aims at improving the way these technologies are created and brought into educational practice in a sustainable way.
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Abstract. Modern immersive multimodal technologies enable the learners to completely get immersed in various learning situations in a way that feels like experiencing an authentic learning environment. These environments also allow the collection of multimodal data, which can be used with artificial intelligence to further improve the immersion and learning outcomes. The use of artificial intelligence has been widely explored for the interpretation of multimodal data collected from multiple sensors, thus giving insights to support learners' performance by providing personalised feedback. In this paper, we present a conceptual approach for creating immersive learning environments, integrated with multi-sensor setup to help learners improve their psychomotor skills in a remote setting.

Keywords: immersive learning technologies · multimodal learning · sensor devices · artificial intelligence · psychomotor training

1 Introduction

The global pandemic event of Covid-19 has shown that many learning and teaching activities can be performed in a remote manner, however, this is rarely the case for psychomotor skills development as they require hands-on practice. Psychomotor skills need to be physically executed, in most cases, repetitively to the extent that the muscle memory is trained, which automates them [6]. The learning model for training psychomotor training needs to be well structured, consisting of well-defined instructions and feedback that can be provided during the training. This ensures the development of such skills in a correct manner while ensuring consistent progress during the iterative practice sessions. As such, constant feedback from the teacher is essential for the learner to avoid developing improper techniques during training and ensuring the desired goal can be achieved in a shorter duration. However, a remote setting for psychomotor training makes the learning process tedious, ineffective, and inefficient, obstructing the beginner’s progress. Therefore, the remote setting for psychomotor skill training affects both the learners and the teachers alike.

Nonetheless, educational researchers in the field of technology enhanced learning and artificial intelligence (AI) are continuously working to enhance psy-
chomotor training by embedding multiple sensor technologies and machine learning models to facilitate multimodal learning experiences [2, 5, 14]. Also, technologies such as virtual reality (VR) and augmented reality (AR) are increasingly used to provide learners a more immersive feeling in an authentic setting [3, 10, 13]. The use of these combined technologies introduces new technological affordances that can be leveraged in the field of psychomotor learning, especially in a remote manner. However, experts or teachers may still be skeptical of these technologies, especially AI, since they are relatively new and not widely adopted.

Therefore, in this paper, we present a conceptual approach for creating immersive and interactive multimodal training environments using sensor and AI technologies to deliver instructions and feedback to learners in an authentic setting. The development of this prototype will be an early and significant step towards combining such technologies in an authentic setting for collecting multimodal data and giving immediate feedback for learners to improve their psychomotor skills.

2 Related Work

2.1 Sensors in Psychomotor Learning

Sensors are emerging technologies that are increasingly becoming more portable and smarter, enabling efficient methods for the acquisition of performance data, allowing effective monitoring and intervention. Sensors have been explored in the learning domain for their affordances to provide support to the learner. Schneider et al. [16] analysed 82 prototypes found in literature studies based on Bloom’s taxonomy of learning domains. They explored how the prototypes can be used to provide formative assessment, especially as a feedback tool. The analysis revealed that sensor-based learning applications can assist learning scenarios in several areas, including the psychomotor domain. This research recommends researchers and educators to consider sensor-based platforms as dependable learning tools to reduce the workload of human teachers or mentors and, therefore, contribute to the solution of many current educational challenges.

In the psychomotor domain, motion sensors such as accelerometers and gyroscopes are predominantly used for the acquisition of motion data to recognize human activities. Pereira dos Santos et al. [15] emphasize the importance of combining motion sensors to obtain higher accuracy in detecting not only simple but complex activities as well. Combining these sensors enables the collection of multimodal data and, therefore, a more accurate representation of the learning process [2]. The collection of multimodal data can be done by using various types of sensors such as wearable sensors, depth cameras, Internet of Things devices, computer logs, etc. Moreover, these sensors are typically synchronized with human activities because one can analyse historical evidence of learning activities and the description of the learning process [11]. Limbu et al. [12] designed a system combining Pen sensors in Microsoft Surface and EMG sensors in Myo armband for learners to practice their calligraphy skills deliberately. It allows the calligraphy teacher to create an expert model, in which later the learners...
can use to practice while receiving guidance and feedback. Similarly, Schneider et al. [17] also designed a system to support the development of complex non-verbal communication skills for public speaking. The system uses the Microsoft Kinect v2 depth camera sensor that is placed in front of the learner to track the skeletal joints of the learner’s body, along with a microphone, while presenting and providing real-time feedback based on common public speaking mistakes such as facial expressions, body posture, voice volume, gestures, and pauses.

To better understand learners’ psychomotor performance, AI, more precisely machine learning approaches, has been explored. Educational researchers are increasingly using machine learning models to classify the activities based on the collected multimodal data. For instance, Di Mitri et al. [5] investigated to what extent multimodal data and Neural Networks can be used for learning Cardiopulmonary Resuscitation skills by utilising a multi-sensor system consisting of a Kinect for tracking body position and a Myo armband for collecting electromyogram information. Another example, Mat Sanusi [14] applied the same framework as the previous author but in a table tennis domain consisting of more dynamic movements and complex techniques. The author experimented with smartphone sensors (accelerometer and gyroscope) for motion data and a Kinect to detect forehand strokes during training. Both study results show a high classification rate of the activities when combining the sensors, emphasizing the importance of the multimodal approach in classifying complex psychomotor activities.

2.2 Immersive Learning Technologies

Immersive learning technologies, such as Augmented reality (AR) and Virtual Reality (VR), are poised to be the next educational technology medium for effective education, even in remote scenarios. Immersive learning technologies place individuals into an interactive training or learning environment, either virtually or physically, to replicate/enrich the authentic learning context of a specific skill. This provides a ubiquitous opportunity for experiential learning at any time and place. These immersive technologies can further accelerate learning experiences by providing just-in-time instructions and feedback. For instance, Chan et al. [3] developed a dance training system based on VR integrated with motion capture technology. The system projects a virtual teacher on the wall screen and demonstrates specific movements, allowing the learners to imitate. When mistakes are detected by the motion capture system, the virtual teacher provides visual immediate feedback by suggesting improvements on particular limbs at particular moves. In another example, Kyan et al. [10] implemented a VR ballet dance training system that tracks the learner’s skeletal joints using the Kinect depth camera sensor. This system applies a similar concept to the “magic mirror” approach in which the virtual character projected on the wall screen moves accordingly to the learners, enabling them to reflect on their performance in real-time.

However, the use of visual feedback is commonly insufficient to not only the dance use case but in most psychomotor activities due to their complexity.
Learning psychomotor skills typically involves more complicated techniques, and learners may not be able to focus on the virtual teacher all the time. Thus, an ideal solution would be the combination of multiple modalities (e.g., visual, audio, haptic), as advocated by the multimodal approach within the immersive technologies. This can be seen in the work of Jadhav et al. [9] in which they designed a wearable soft robotic glove that provides haptic feedback in virtual environments. In their work, learning piano was used as an application case. As a result, the haptic feedback compliments the visual feedback provided from the virtual reality headset and audio feedback generated by the headphone, emphasizing the need for the multimodal approach in psychomotor learning.

While multimodal technologies provide affordances for immersion, designing a learning experience that is immersive mostly depends on the design of the learning activity. For example, Herrington et al. [8] stressed that the learning environment and task create the conditions for “True” immersion. Their study found that the task itself is the key element of immersion and engagement in cognitive (synonym to psychomotor) learning, which plays an important role in motor skills development. Similarly, it can be argued that problems presented to the student for learning should be real or that simulation should have ultra-realistic physical similarity to an actual context. Therefore, it can also be argued that the instructions and feedback provided by the learning environment should be realistic for the beginners to perform the tasks in a correct manner; for example, actual human teachers like/personalised feedback to create immersive learning experiences. Such instructions and feedback that are able to match a real human expert can be provided by using AI. In our work, we aim to create a “truly” immersive and interactive training environment with the help of immersive multimodal learning technologies to train psychomotor skills by providing human-teacher-like instructions and feedback.

3 Research Aim

Our main objective for this research is to create an immersive and interactive training environment using immersive multimodal learning technologies. This learning environment will integrate the multi-sensor setup, enabling the collection of multimodal data and, thereof, machine learning analysis to help learners improve their psychomotor skills. Therefore, the following research questions have been constructed:

RQ1 How can we create an immersive and information rich (remote/self-learning) training environment for psychomotor skills that delivers effective instructions and meaningful feedback to the learner?

RQ2 Can the new immersive training environment improve existing learning methods in remote or self-directed education for psychomotor skills?
RQ3 How can human teachers and experts contribute to and benefit from the training environment?

4 Research Methodologies

While immersive technologies are becoming more prominent and progressively used in the context of psychomotor training, exploiting them to create a virtual training environment has no assurance in supporting learners effectively. The intended outcome of the project is a prototypical solution for psychomotor learning that is immersive, along with a systematic process of designing that solution. Therefore, it is important for this research to follow a methodological approach for designing, developing, and testing such a prototype. Hence, we conduct our research in the Design-based Research (DBR) approach, which is a common iterative methodological approach for prototypical solutions [1] (see Fig. 1).

![Fig. 1. The DBR approach in the context of this paper [1].](image)

The DBR methodological approach is divided into four phases. For the first phase, it is ideal to start by analysing the problems in the domain of immersive multimodal environments that need addressing. A systematic literature review will then be followed to identify and synthesize related work publications. The next iteration will be the selection of application cases, in which each case includes several psychomotor tasks. Further, we specify the hardware and software components that are appropriate for the selected application cases. In the last iteration of this phase, a learning model, which comprises instructions and feedback, should be constructed.

The next phase should be the implementation of the training environment. A structured learning model from the previous phase should be included to create immersion for learners. Next, to further improve the immersion and learning outcomes, the training environment will be integrated with multi-sensor setup.
for the collection of multimodal data and AI for the machine learning analysis to provide feedback to learners based on their performance.

Subsequently, in the next phase, a user test involving the teachers/experts should be conducted to reveal essential aspects of how the prototype can be improved. Additionally, questionnaires and surveys are helpful to provide a general idea of how users perceive the interaction between the prototype. The refinement of the prototype should then be followed to ensure that the prototype is ready to be tested with the learners.

Lastly, it is imperative to keep detailed records during the design research process concerning how the design outcomes (e.g. principles) have worked or have not worked, how the innovation has been improved, and what are the changes have been made. Through this documentation, it can be helpful for other researchers and designers who are interested in those findings, can examine them in relation to their context and needs.

5 Conclusion

In this paper, we presented a conceptual approach for creating immersive and interactive multimodal training environments using sensors and AI to deliver meaningful instructions and effective feedback to learners in an authentic setting. The development of this prototype will be an essential step towards combining such technologies in an authentic setting for collecting multimodal data and providing immediate feedback for learners to improve their psychomotor skills remotely, thereby further enhancing the immersive learning experiences.
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Abstract. Immersive virtual environments provide users with the opportunity to escape from the real world, but scripted dialogues can disrupt the presence within the world the user is trying to escape within. Both Non-Playable Character (NPC) to Player and NPC to NPC dialogue can be non-natural and the reliance on responding with pre-defined dialogue does not always meet the players emotional expectations or provide responses appropriate to the given context or world states. This paper investigates the application of Artificial Intelligence (AI) and Natural Language Processing to generate dynamic human-like responses within a themed virtual world. Each thematic has been analysed against human-generated responses for the same seed and demonstrates invariance of rating across a range of model sizes, but shows an effect of theme and the size of the corpus used for fine-tuning the context for the game world.

Keywords: Natural Language Processing · Interactive Authoring System · Semantic Understanding · Artificial Intelligence.

1 Introduction

Explicit and rich stories in virtual environments (VEs) are a product of large volumes of authoring. Traditional authoring methods introduce a large burden to narrative generators and story conveyors to ensure they are maintaining a world state that is both contextual to player interactions and bears semantic association to the virtual world. Many interactions that require some associated response to the player from the virtual space, yield none [8]. Additionally, NPC dialogue is commonly perceived as being predictable or scripted [16]. Whilst it is possible for personality and emotional state to be perceived in games, this is typically done through careful authoring and tracking of the roles played in context [7]. This can be cumbersome and resource intensive to game designers.

Scripted dialogue interactions in VEs are typically used to help alleviate this burden. This is presented to the player as a menu of choices to prompt a response. This affords the player some discrete level of expression along the continuum of responses and is quite flexible. However, the resource cost in delivering bespoke
options in a dialogue tree limits this interaction and inhibits the ability for growth to dynamic interactions expected of a player [8].

In order to better bridge the gap between scripted authoring, whether branching or linear, and natural dialogue responses for social agents in virtual worlds it is important to be able to evaluate dialogue responses, moving towards an automatic Turing Test [22], [11]. This paper thus presents a framework for autonomous dialogue responses for social agents under different themes by fine-tuning an existing model and conducts an evaluation of these thematic dialog responses vs. a baseline model that is not fine-tuned, across model sizes of GPT-2 using the ADEM metric. The contributions of this work are as follows:

- A framework for text generation models in narrative authoring for VEs;
- A platform for interfacing with contextual trained models via web requests;
- A procedure for evaluating response quality from a semantic NLP model output against ground truth human-sourced responses.

2 Related Work

Considerable research has been conducted into generating interactive dialogue systems and narrative authoring applications [13], [15], [12]. There exists a common interest in the community in using natural language processing (NLP) techniques to manage and mediate plausible and contextual interactions in VEs. Comparative to the work that has been conducted in managed scripted systems, less research exists in the field of autonomous natural language interfaces [8].

Generative pre-training has been used to empower natural language generation across a range of tasks [14]. This approach, referred to as GPT-2, uses abundant unlabelled text corpora to build a language model and then uses a transfer learning approach to fine-tune this model to a particular context. This has recently been extended to GPT-3 [2], where 175B parameters are used in the language model and is shown to be able to generate text that human evaluators have difficulty in distinguishing from human written. There are ethical concerns surrounding this improvement in the state-of-the-art.

There exists a need to evaluate the efficacy of generative text for a particular context. Erkel et. al performed a study utilising the Bystander Turing Test paradigm to establish if subjects rated dialogue in tutoring transcripts where generated by a computer or by a human [4]. Results indicated that subjects were incapable of correctly judging by what means the text was generated. Adversarial training has been investigated in the context of evaluating open-domain dialogue generation [9]. In this work, Li et. al. train a system to generate utterances that are indistinguishable from human-generated sequences using reinforcement learning and both a generator (to create response sequences) with a discriminator (to evaluate the efficacy of the responses). The discriminator is used as a reward in the reinforcement learning system for the generator. Other recent advances have empowered machine generated text evaluation to be performed automatically [11]. Lowe et. al. proposed ADEM, to allow objective scores to be created in the evaluation procedure. This model learns to predict human-like
scores to input responses, using a dataset created of human response scores. The predictions from this system correlate significantly with human judgements for machine generated text allowing for its use in objective assessment processes.

3 Methodology

This Section introduces the overarching methodology of the presented framework as well as dataset generation, training procedures and evaluation methods. The framework methodology is functionally shown in Figure 1.

![Figure 1: Demonstrating the processes and pipelines of interaction between the training of the models, the server side processing and request handling with the client side interaction. We indicate the software and tools used in this pipeline, it should be noted that these are interchangeable with other options.]

3.1 Web API

It is possible to run a system similar to this on a local machine, however the requirement of GPU compute required impacts upon the game play performance of the end user. As a result this system has been packaged in the form of an Application Programmable Interface (API). A versatile and system agnostic method is developed serving and allowing for interfacing with an API which interconnects with a variety of different endpoint platforms. The API is used to evaluate contextually trained models using a combination of both HTTP Requests and the prevalent JSON format. The API is built in the micro web framework, Flask.
which in turn allows it to be developed and run within Python. Flask utilises the HTTP Request functionality GET in order to set the parameters of the text generation functionality within the API. Using common web functionality enabled a platform agnostic system that in turn can be used within any game engine that allows HTTP Web Calls to be made within it.

Once the web requests are made, the API loads the required pre-processed and fine tuned model in Tensorflow, sets the parameters sent with the request and processes the request. This generates a string of text that will be returned to Flask in the form of an enumerated array that contains the original request along with the parameters and prefix provided to Tensorflow. Flask then compiles the array into the data interchange format, JSON allowing the requesting application to process the data. Parameters are evaluated as follows https://server/?speech=str&length=int&truncate=str&style=str. A copy of the code is available here: [3].

3.2 Dataset Generation

For proof-of-concept we chose to create three datasets (norse, pirates and sci-fi) to finetune generation for 4 scenes. Our fourth scene would use the base model without finetuning, called modern. The scene coupled with dataset pairings are presented as follows in the format → [theme: corpus: text-lines: size (kb)]. These are [modern: none: n/a: none], [norse: vikings: 8232: 1071], [sci-fi: altered carbon, lost in space, star trek, the expanse: 21205: 2216], and [pirates: black sails: 8794, 854].

Datasets were harvested to provide contextual dialogue for each game thematic. We used a subtitle hosting service to extract dialogue from relevant media shows [20], this text was cleaned using the ftfy library [21]. This removed generic advertising embeddings, emojis and also standardised punctuation and whitespace. Once cleaned the text was exported to a single column csv where each sequence of tokens is annotated with beginning and end of sentence tokens, <\|startoftext\|> and <\|endoftext\|> respectively, empowering the traversal-style approach [17]. This allows for fine-tuning across tasks such as text classification, question answering or textual entailment. The task for this proof of concept is one of semantic NPC dialogue generation.

Finally, in order to make the context generic, it was necessary to remove instances of fictional characters and names and replace with tokens that can be parsed client side to convey the narrative of the world being developed. For example, references to nominals that are franchise related were replaced with npc\textsubscript{n} or place\textsubscript{n} where \(n\) is the current counter of novel instances of the type we are looking for. These special tokens can then be decoded client-side and substituted with NPC names or locations relevant to the world.

3.3 Model Training

Here we present the method for finetuning the model including loss per semantic category with timings. The original Generative Pre-Training paper uses an
unsupervised pre-training to produce models with pre-trained weights [14]. The number of parameters for each released model under GPT-2 are 124M: 12, 355M: 24, 774M: 36 and 1558M: 48. This is in stark contrast to the potential of models such as GPT-3 [2]. Reported to be using 175B parameters, a significant step in non-sparse autoregressive language models.

The training process adopts a transfer learning paradigm whereby unsupervised pre-training is conducted on a generic text corpus of tokens \( U = \{u_1, ..., u_n\} \), attempting to maximise the likelihood:

\[
L_1(U) = \sum_i \log P(u_i|u_{i-k}, ..., u_{i-1}; \theta)
\]  

where \( k \) is the size of the context window and \( P \) is the conditional probability being modelled by the neural network controlled with parameters \( \theta \). This then uses a multi-layer Transformer decoder as per the original implementation [14], [10]. We use pre-trained models from the process in Equation 1 and adapt the parameters for different sized models using a process of supervised fine-tuning. Assuming a contextual and labelled dataset \( C \) and each instance of text within \( C \) comprises a sequence of input tokens \( x^1, ..., x^m \) with a label \( y \). These input tokens \( x^1, ..., x^m \) are passed through the pre-trained model which gives the final transformer block’s activation \( h^m \). This activation is passed into a linear output layer which has a parameter, \( W_y \) used to predict the value of the label \( y \). This is shown in Equation 2:

\[
P(y|x^1, ..., x^m) = \text{softmax}(h^mW_y)
\]  

Following on from the unsupervised process that yields a generic model, to finetune for a purpose it is necessary to maximise for the following objective:

\[
L_2(C) = \sum_{(x,y)} \log P(y|x^1, ..., x^m)
\]  

We test fine-tuning the 124M, 355M and 762M pre-trained models using methods provided by the gpt-2-simple interface [23]. The 1558M model did not fit into our hardware memory. We trained the models on different setups including using a NVIDIA Titan V in conjunction with a NVIDIA GTX 1080 in a multi-gpu setup and a singular NVIDIA Titan Xp. For fine-tuning details, we use 500 steps, with a batch size of 1, with a learning rate of 1e-4 and an adam optimiser. These trained, contextual models of varying model parameter sizes, are then uploaded to the server for host evaluation calls from a client. Training and loss times per theme and model are shown in Table 1.

### 3.4 Game Framework

A ‘trade scene’ was created in various styles, each depicting one of the four chosen themes as shown in Figure 2. This is a style typical of any given role-playing-game. This approach is motivated by example in the work carried out by [7] to
Table 1: Timings and loss per model size against each semantic text corpus for 500 steps of fine tuning training. $\mu$ represents average loss over the 500 steps, $t$ is the time for training in seconds along with a comparisons between the different models based upon the time taken to generate a response. * required a multi-gpu approach to training due to memory requirements.

<table>
<thead>
<tr>
<th>Size</th>
<th>Norse $\mu$</th>
<th>Norse $t$</th>
<th>SciFi $\mu$</th>
<th>SciFi $t$</th>
<th>Pirates $\mu$</th>
<th>Pirates $t$</th>
<th>Mean</th>
<th>Min-Max: Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>124M</td>
<td>1.06</td>
<td>1.74</td>
<td>1.03</td>
<td>1.03</td>
<td>1.03</td>
<td>1.03</td>
<td>5.4353</td>
<td>4.29-6.93: 2.64</td>
</tr>
<tr>
<td>355M</td>
<td>1.46</td>
<td>1.88</td>
<td>1.57</td>
<td>1.57</td>
<td>1.57</td>
<td>1.57</td>
<td>9.9565</td>
<td>7.96-12.12: 4.16</td>
</tr>
<tr>
<td>774M</td>
<td>1.27</td>
<td>1.74</td>
<td>1.28</td>
<td>1.28</td>
<td>1.28</td>
<td>1.28</td>
<td>15.5606</td>
<td>12.90-19.84: 6.94</td>
</tr>
</tbody>
</table>

aid in creating believable characters in an immersive world. With the advantage of a trade scene being commonplace in video games, it is also a setting that is agnostic to a specific genre, making it a more than ideal locale to showcase the thematic fluidity of the dialogue generation that has been created.

Fig. 2: Left: Illustrating the four types of scene presented in the similar setting of a vending stall. The scenes shown: Norse, Sci-fi, Modern and Pirates. Right: A typical interaction paradigm in the virtual trade scenario for a specific theme (Sci-fi). The storyboard shown, from 1 to 4: walk the player character into the trigger box for interaction with the NPC; a dialogue selection box appears, choose from scripted text or enter your own; a response from the NPC is generated and displayed; if a response cannot be displayed, a generic response is displayed.

Each trading stall is equipped with a trigger. This trigger is used to execute UI interactions, UI interactions can then be used to send a web request to the address where the dialogue system is being hosted. Any form of interaction can be added in between the trigger being used and the web request being sent. This could be in the form of a dialogue tree, an input text field or perhaps even a physical action within the game. This interaction window should be used to seed
the dialogue model with a phrase or question, to be sent along with specifying the requested theme data model, as per parameters. It is also possible to instigate a response without a seed pre-text, by defaulting to \langle{\text{startoftext}}\rangle. A typical interaction with this system can be seen via storyboard presented in Figure 2.

3.5 Evaluation

To better understand the merits of different model sizes and thematic fine tuning on the performance of the dialogue when evaluated, we use the Automatic Dialogue Evaluation Model (ADEM) [11]. To facilitate this study we perform a $3 \times 4$ factorial design study, investigating independent variables (IVs) of model $\times$ theme. The dependent variable (DV) in this study is the ADEM score, where machine generated responses, $\hat{r}$, are evaluated against a pretext seed, $c$, in comparison to a human-generated response, $r$, to the same pretext:

$$\text{adem}(c, r, \hat{r}) = (c^TM\hat{r} + r^TN\hat{r} - \alpha)/\beta$$ (4)

where $c$, $r$ and $\hat{r}$ are vector representations of $c$, $r$ and $\hat{r}$ respectively, transformed by a hierarchical recurrent neural network. $M, N \in \mathbb{R}^n$ are learned matrices which are trained to minimise the squared error between the machine predictions and human scores using L2 regularisation. We motivate this choice despite recent work showing that targeted attacks can systematically exploit weaknesses in the ADEM score [18]. This work showed that word order can confuse the metric as well as other slight modifications such as removing punctuation, simplifying the response and creating generic responses. The machine generated text of GPT-2 formulates a likely probability of the next token in a sequence, creating a smaller likelihood of out of sequence errors. Punctuation is controlled for by preprocessing via \texttt{ftfy} and generic responses are accounted for via fine tuning of the models. As such, ADEM is still an appropriate choice for automatic evaluation of the dialogue responses. To perform the analysis we consider 3 pretexts, 14 human-generated responses to each pre-text, 10 machine generated responses, 3 model sizes and 4 themes. This gives us 5040 scores when exploring all permutations. It should be noted for clarity that human-generated responses were generated per theme by asking for performant responses from contributors for each theme.

4 Results

In order to establish the quality of dialogue responses, we adopt the ADEM evaluation model that predicts human-like scores to input responses [11]. This approach is more appropriate to dialogue utterances. This method allows for objective results for automatic dialogue evaluation, given a seed and a truth against the machine generated dialogue. For a number of seeds shown, we generate human responses to these and compare and contrast the automatically generated equivalents using ADEM. This is shown in Table 3. Using the ADEM score to
evaluate results in comparison with human generated text allows us to facilitate the objective evaluation of the machine generated responses, this in turn would be apparent if a human were to interact with the platform within a game as we could evaluate multiple outputs from the platform against ADEM scores to provide the most human-like response.

As can be displayed in Table 3, examples have been provided showcasing different responses generated based upon the different models, scenes and seeds input to trigger the API response. Each response is evaluated against 14 different human generated responses to the same seed and theme. Once the response has been calculated against the 14 human responses it takes an average, using an average ADEM score removes potential erroneous out of range results which in turn could result in a poorly rated response not achieving the required level of human-like responses that the user would be expecting.

Table 1 also shows the processing time for each response, with differences between each of the base models that have been trained and built upon. Although for testing purposes the speed of the response does not provide a significant problem, the increase in time to generate caused by the increased model size would reduce overall immersion. This can be overcome by pre-generating responses for deterministic seeds, for example from dialogue trees or scripts and weighting appropriate responses by ADEM score. However, is still a caveat when interaction occurs naturally. With further development and optimisation the time taken to generate a response can be improved, though for this work it was decided to concentrate on evaluating the quality of the responses over the generation speed.

To present a subset of the permutations explored in the evaluation, Table 3 in Section 6 shows for a theme and a model, sample text seeds accompanied by model machine responses and human generated performer responses to this seed alongside the ADEM score. To explore contrasts and to test the IVs against the DVs a two-way univariate ANOVA is conducted against the DV of ADEM. Shown in Table 2 is this analysis, demonstrating significance of theme but not of model suggesting the contextual fine-tuning performed has an influence on the ADEM score. This motivates an exploration via pairwise comparisons to elucidate inter-theme contrasts.

It is also shown that the model × theme contrast demonstrates an interaction effect meaning that the effect of model depends upon theme: or, model sizes perform differently depending upon the theme on which they are fine-tuned. This interaction effect is demonstrated in 3, where lines do not run parallel.

Pairwise comparisons are used to explore the permutations of theme and identify where the significant effect occurs against the DV, ADEM. As can be seen in Table 2, the sci-fi theme is significantly different from all other themes. We attribute this observation to the larger dataset that was used in the fine-tuning process and the variety of narrative that exists across the corpora used.
Table 2: (a) Significance testing across model size and theme factors showing significance difference exists across themes, warranting exploration with pairwise comparisons. No significant difference exists across model, so no pairwise comparisons are performed. (b) Pairwise comparisons between the different themes based upon the ADEM Score. I and J are Themes and I-J indicates the difference between the theme average ADEM scores. * indicates the mean difference is significant at the .05 level.

(a)

| df F Sig. | ModelSize 2 1.539 .215 | Theme 3 10.432 .000 | ModelSize * Theme 6 5.147 .000 |

(b)

<table>
<thead>
<tr>
<th>(I)</th>
<th>(J)</th>
<th>Diff (I-J) Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modern</td>
<td>Sci-fi</td>
<td>.0508* .000</td>
</tr>
<tr>
<td>Norse</td>
<td></td>
<td>.0074 .875</td>
</tr>
<tr>
<td>Pirates</td>
<td>Sci-fi</td>
<td>-.0359* .002</td>
</tr>
<tr>
<td>Norse</td>
<td></td>
<td>.0075 .874</td>
</tr>
<tr>
<td>Sci-fi</td>
<td>Pirates</td>
<td>.0359* .000</td>
</tr>
<tr>
<td>Norse</td>
<td></td>
<td>.0434* .000</td>
</tr>
<tr>
<td>Norse</td>
<td></td>
<td>.0074 .875</td>
</tr>
<tr>
<td></td>
<td>Pirates</td>
<td>-.0075 .874</td>
</tr>
<tr>
<td></td>
<td>Sci-fi</td>
<td>-.0434* .000</td>
</tr>
</tbody>
</table>

5 Discussion

The results yield a number of useful findings aligned to NLP for immersive worlds. As discussed earlier, NPC dialogue is commonly perceived as being predictable or scripted, using NLP to generate the dialogue has produced thematically seeded language that will in the future allow games to include a more dynamic and rich dialogue that will help increase player immersion. Dependant upon the game type, machine generated dialogue can also help to remove a significant workload from the developer and in turn allow for more development time to be focused upon game mechanics and story.

Whilst this technology is still in its infancy its many uses have already become apparent. Research into the area of video games and their uses continually grows to show they are useful beyond entertainment, video games are now being used regularly in areas such as education and professional training. Role-playing games have been used to facilitate therapy and education to young adults, [6], and there has been an increase in the use of video games and virtual reality to train officers in police forces across the world, as outlined in a study about training officers within virtual environments [1]. What all of these techniques require to be effective is immersion within the given scenario, a topic that established its own line of research, studies have also shown and spoken directly about the
importance of immersion techniques to increase engagement and realism within these virtual worlds [19], [5]. Moving forward, the system of dialogue generation through natural language processing explored in this paper can be built upon and incorporated into any nature of projects that either rely upon immersive narrative as a method for increased engagement or at least would benefit from an enriched experienced through the use of believable characters that provide the user or player with unpredictable dialogue and narrative. This could be for entertainment purposes through video games or for more immersive and believable training scenarios within virtual simulations.

6 Conclusion, Limitations and Future Work

This paper presents experimental studies with the ultimate goal of demonstrating a practical framework for the generation of NPC dialogue in virtual environments. It has successfully showcased a platform agnostic API that has the ability to generate thematically correct dialogue within a game environment.

The current limitations of the framework are the slow processing times based upon the generation of dialogue via the models, further development could include potentially pre-processing responses in advanced to reduce the initial response time significantly, this could potentially help build a higher level of realism within the game and in turn make it more of a viable solution for future applications. Another limitation was the size of the initial data sets used to fine-tune each of the thematic models. Using larger, richer data sets will provide richer and more thematically accurate responses, as alluded to in Section 4. This was proven with a net higher average ADEM result within our sci-fi model, this can be seen in Figure 3. Initially and for proof-of-concept, we fine-tuned the models

Fig. 3: Estimated Marginal Means of ADEM score across model size considering theme. This shows the influence of theme fine-tuning on dialogue generation performance and also illustrates that there is an interaction effect between these two IVs.
on scripts from popular TV shows that aligned with the thematic required. Dedicated bodies of text or larger data sets more targeted around each of the themes would greatly improve not only the quality of responses on a whole, but the reliability of each response fitting with the theme set out in the developers story arc. Naturally, these themes can be extracted from the narrative of appropriate target media, for example games and also be supplemented by story writers aligned to a particular development exercise. Accounting for these limitations in future developments would create a more robust framework for adoption in the field.
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Table 3: Examples of seeds fed into the model and evaluation responses for permutations of scenes and model sizes. $t$ is the time taken in seconds for the model evaluation and response generation. ADEM* is an average across 14 evaluations based upon human response.

<table>
<thead>
<tr>
<th>Model Seed</th>
<th>Model Response</th>
<th>Human Response</th>
<th>$t$</th>
<th>ADEM*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norse</td>
<td>I want a drink!</td>
<td>A drink of wine!</td>
<td>You want a drink? How about some Mead?</td>
<td>4.46</td>
</tr>
<tr>
<td>355M</td>
<td>Get out of my way!</td>
<td>Fight! Mmm. Sure thing. It’s time! Are you looking for a fight?; I would choose your words more wisely next time;</td>
<td></td>
<td>9.26</td>
</tr>
<tr>
<td>762M</td>
<td>What weapons do you sell?</td>
<td>There are many things here for sale. I’ve got plenty of stuff about the shop, just right for making your enemies scream.</td>
<td></td>
<td>14.70</td>
</tr>
<tr>
<td>Sci-fi</td>
<td>I want a drink!</td>
<td>Get out of my way! Please don’t hit me. You’re not in your right mind.</td>
<td>No need to be so pushy!</td>
<td>5.93</td>
</tr>
<tr>
<td>355M</td>
<td>What weapons do you sell?</td>
<td>sir. We’ve got quite the arsenal. Anything you could possibly need</td>
<td>How do you even know where to start?</td>
<td>9.37</td>
</tr>
<tr>
<td>762M</td>
<td>I want a drink!</td>
<td>He wanted one and he got one!</td>
<td>The bar is down the road</td>
<td>16.41</td>
</tr>
<tr>
<td>Modern</td>
<td>Get out of my way!</td>
<td>All you dudes get out of my way! My weapons work very well on people like you.</td>
<td>Do you need any help? Look at the menu</td>
<td>6.14</td>
</tr>
<tr>
<td>355M</td>
<td>I want a drink!</td>
<td>Do you need any help?</td>
<td>look at the menu</td>
<td>11.39</td>
</tr>
<tr>
<td>762M</td>
<td>What weapons do you sell?</td>
<td>There are currently no weapons All sorts, depends what you’re after</td>
<td>Anything you want lad!; guns, pistols, rum anything!</td>
<td>15.49</td>
</tr>
<tr>
<td>Pirates</td>
<td>I want a drink!</td>
<td>When you need a drink! Come back Your looking for in the wrong place matey try another deck</td>
<td></td>
<td>5.33</td>
</tr>
<tr>
<td>355M</td>
<td>Get out of my way!</td>
<td>Get me a sail. Take me up the trail. Aarrghhh this was the last tale you be telling!</td>
<td>All is well here?</td>
<td>10.35</td>
</tr>
<tr>
<td>762M</td>
<td>What weapons do you sell?</td>
<td>Anything. I’ve got a supply caravan anything you want lad!; guns, pistols, rum anything! moving cargoes up from the beach thing!</td>
<td></td>
<td>13.07</td>
</tr>
</tbody>
</table>
Abstract. In this paper, we bridge the gap between procedural content generation (PCG) and user-generated content (UGC) by proposing and demonstrating an interactive agent-based model of self-assembling ensembles that can be directed through user input. We motivate these efforts by considering the opportunities technology provides to pursue game designs based on according game design frameworks. We present three different use cases of the proposed model that emphasize its potential to (1) self-assemble into predefined 3D graphical assets, (2) define new structures in the context of virtual environments by self-assembling layers on the surfaces of arbitrary 3D objects, and (3) allow novel structures to self-assemble only considering the model’s configuration and no external dependencies. To address the performance restrictions in computer games, we realized the prototypical model implementation by means of an efficient entity component system (ECS). We conclude the paper with an outlook on future steps to further explore novel interactive, dynamic PCG mechanics and to ensure their efficiency.

Keywords: Procedural Content Generation · User-Generated Content · Game Mechanics · Agent-based Models · Self-Assembly

1 INTRODUCTION

As an extension to the broadly applied foundation of the MDA framework (mechanics, dynamics, aesthetics) on game design [12], the DPE framework (design, play and experience) emphasizes the technological basis of game design as it determines the potential design space in terms of user experience, gameplay, storytelling, and learning in a pedagogical sense, if applicable [22]. The technological perspective and its tight relationship with game design is especially obvious in the context of PCG, where various elements of a game immediately emerge from algorithmic instructions. In particular, PCG has been applied to small bits of a game such as graphical assets, behavioral descriptions or local effects, their combination into spaces, most prominently defined through maps, systems that put bits into relation (also spatially), scenarios that introduce gameplay challenges, designs that combine various elements into playable experiences, and content which drives the experiences [4]. More recent advances of the MDA framework and its successors, e.g. the DDE framework (design, dynamics, experience) [18] shift the focus towards the possible and emerging relationships
between the player subject and the antagonist that considers the entirety of designed aspects the player is exposed to. The essence of the DDE framework is, accordingly, the need to iteratively consider all the different, tightly interwoven design aspects to arrive at a wholistic design of an interactive experience. The resulting increase in the frequency of playtests culminates in the idea of PCG that adapts game design to specific player models in advance or during play, see e.g. [23,14,8,10].

Different from such adaptive PCG approaches, in this paper we consider another direction that dynamic PCG can take\(^1\). In particular, we demonstrate how ensembles [5] of agents [2] can implement rather versatile interfaces to inform dynamic PCG processes. In the following section, we refer to several concepts that motivated and approaches that we built an exemplary model on, which we detail in Section 3. We showcase its capabilities and discuss its limitations. We conclude this paper with a short summary and considerations for future work.

2 RELATED WORK

PCG refers to algorithmically generated content [13], whereas UGC refers to content that platform users create, a.o. players of virtual worlds [7]. Such binary distinction quickly fades away when looking at crafting systems which provide mechanics for players to proactively contribute to the generation of game-related assets [3]. In [6], a 5-type taxonomy for crafting systems is introduced: type 1 implies that certain resources are traded for items (or upgrades of items) which could be reduced to the use of currency. Type 2 requires the player to uncover and follow a specific recipe to yield certain items. Type 3 crafting systems allow the player to explore the space of possible (pre-defined) recipes by themselves, whereas type 4 systems allow the player to make several choices which result in custom items, e.g. by combining different materials. Finally, type 5 are considered “true” crafting systems in the sense that minute details that the player determines interact with each other in a complex manner. Type 5 systems challenge the player in acquiring the knowledge how these interactions play out and in crafting solutions that meet some given requirements. As type 5 crafting systems generate outcomes based on computing the interplay of some inputs, they also qualify as procedural systems, bridging the gap between UGC and PCG, and potentially elevating “the crafting system to being the primary game mechanic” [6].

Arbitrary generative models can serve as a basis for systems at the boundary between UGC and PCG. Individually designed components might, for instance, self-assemble “into patterns or structures without human intervention” [21]. Simple models of self-assembly can be implemented by modeling virtual agents [2] that attract each other and stick together (static self-assembly), yielding higher-level artifacts. These artifacts may exhibit properties that emerge from the in-

\(^1\) We refer to dynamic PCG to particularly highlight the need and capability to procedurally generate on-the-fly to yield new solutions dynamically as, for instance, pursued in [24,20,19].
terplay of the self-assembled ensemble of lower-level agents, i.e. that none of the lower-level agents exhibit by themselves [5]. In this paper, we present an interactive generative model that implements according self-assembling agent ensembles. We do not focus on the specific requirements of the user interface which arise when instructing large numbers of self-organizing agents [16] but rather on a description of the model and its implementation concept to achieve real-time performance.

One of the authors previously presented works in which agent ensembles were evolved and guided to grow three-dimensional structures based on tracing the agents’ trajectories, whereas some agents proliferated to yield branching structures [9] and others concerted their flight to generate braids [17]. These approaches featured reactive agents [15] that preform actions based on their perceived environment and internal states. In particular, they extended the original “boids” flocking model based on neighboring agents’ states [11] in terms of the aforementioned structural trace and behavioral augmentations. Reactive agents have also been used to interactively design large biomolecular models [1].

### 3 MODEL

In the preceding sections, we elaborated about PCG in the context of game design and motivated agent-based PCG mechanics directly made available to the player. To further this concept in the context of computer games, we implemented a simple agent-based model that can implement rules of self-assembly but can also be guided by the player subject or the antagonist (following the terminology of the DDE framework [18]). We realized this by agents (represented as grey cubes) that are stationary and exhibit ports (semi-transparent grey cubes) for other mobile agents to lock on. In the mobile state, an agent does not exhibit ports but seeks

![Fig. 1.](image-url)
them out within its vicinity to proactively come into port. Agents will move to their target position in a straight line and are allowed to pass through each other. Currently, all agents share the same appearance, dimensions and speed. While several agents may move toward the same port, agents encountering an occupied port either stop moving or choose an alternative destination. Spatial conflicts are resolved by automatic offsets to the side.

We implemented three concrete model instances, each promoting a different degree of user interaction, to demonstrate some of the capabilities of our model: Use case 1 shows how the agents can assemble into different assets over time. Use case 2 shows how the agents can dynamically occupy a surface. Use case 3 highlights the agents’ capacity to self-assemble without the need for a shape that provides context. At the beginning of each assembly process, the available agents are randomly distributed within a well-defined box that is centered at the origin of the scene. The initial distribution of agents can have a major impact on the outcome as their placement determines their locally perceived information. Figure 1 shows use case 1, i.e. how the agents first assemble into a warrior’s shield and transition into his sword. The shapes’ port information is precomputed, whereas the agents’ destinies are computed during runtime, once the player triggers the assembly of one or the other shape.

Use case 2 is demonstrated in Figure 2. It shows how an assembly instruction is dynamically applied to the environment without pre-computation: The user designates an object which triggers the random generation of ports on its surface and the agents’ embarkment. We consider the relative surface area of each triangle when calculating the probability of its occupation. However, complex meshes with double-sided faces or inner faces might skew the odds. Figure 3 displays outcomes of use case 3, i.e. self-assembly without contextual port definitions as in use cases 1 and 2. Rather, the agents stick together and grow into clusters by themselves. With a given probability, each agent determines whether to remain mobile or switch into the stationary state at the beginning of the simulation. The mobile agents dock onto free ports based on proximity, turn static and open up new ports themselves. The three examples in Figure 3 have been obtained by different rule sets that specify port availability.
Fig. 3. (a) Agent ensembles can dock onto free ports without restrictions. (b) Port generation by stationary agents is restricted to two dimensions. (c) Agent ensembles can only dock to the most recently generated ports.
In the first example (Figure 3(a)), stationary agents open up ports on each vacant side and, as a consequence, mobile agents are not limited to grow the cluster into any direction. In the second example (Figure 3(b)), only ports in the xy-plane are generated by the stationary agents which limits the growth to flat platforms. In the third example (Figure 3(c)), mobile agents can only dock onto ports opened by those agents that docked onto a cluster most recently. All the ports previously opened by agents that had docked on before, but one random one, are removed.

Efficiency is a great challenge when considering interactive PCG in the context of games considering the multifaceted intertwined processes that make for a proper, immersive experience. Therefore, we designed our implementation accordingly and built it on top of Unity’s Data Oriented Tech Stack (DOTS). It combines an entity component system (ECS), a job system, and a performant compiler especially to promote large numbers of interacting entities. Implementing the presented agents as entities, each one is composed of a set of uniquely identifiable data components, which can be iterated at high speed, especially due to a systematic avoidance of cache misses.

4 SUMMARY AND FUTURE WORK

We motivated the use of interactive, dynamic PCG as a play mechanic based on broad perspectives of game design. Based on examples of agent ensembles that have previously been presented in interactive generative and simulative contexts, we proposed a model of agent ensembles that self-assemble based on player input. We demonstrated three according use cases where concrete model instances lead to self-assembly of different structures constrained by docking rules (use case 3), to agent coverage of arbitrary surfaces to highlight the flexibility of the model in a given virtual environment context (use case 2), and to player-triggered dynamic transformation of the ensemble into different predefined assets. We addressed the high performance requirements of interactive, dynamic PCG by realizing our model by means of an efficient ECS system.

In order to push interactive PCG in games, further interactions and especially their impact on play need to be explored. To this end, small whitebox prototypes could unearth some new directions where such game elements could lead. Models, technological realization and game mechanics should be systematically embedded into game design frameworks such as MDA, DPE or DDE to better explore their impact and the space for design opportunities they unfold. With the first steps of “true” design capabilities of interactive PCG—allogous to the quote about “true” crafting systems in Section 2—larger cascades and cycles of interlocking mechanics should be considered at a systematic, abstract level as well. For instance, based on the model instances presented in this paper, one could investigate the impact of dynamic assets on ecosystems of online multiplayer platforms that might correlate to actual processing and storage capacities. Or, as another example, one could investigate the physical impact of
user-created assets in the context of competitive fighting, racing or sports games, etc.

As mentioned above, the performance requirements are also high, both in terms of real time capabilities at small scopes of interactive, dynamic PCG or, if those can be ensured, for scaling up the scope, e.g. the numbers of agents and their capabilities. To this end, various development challenges can be overcome. For instance, our implementation could have harnessed the power of the utilized ECS framework more rigorously by identifying and setting up more jobs that can be run in parallel or by using ECS during the initialization step or when novel agents are spawned during runtime. Well-established acceleration algorithms such as spatial data structures could further reduce the number calculations to determine interactions. The performance impact of structural changes, i.e. changing an entity’s archetype by adding or removing components, should be evaluated. In case structural changes are too costly, boolean flags might be used.
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Abstract. Natural walking in virtual reality games is constrained by the physical boundaries defined by the size of the player’s tracking space. Impossible spaces, a redirected walking technique, enlarge the virtual environment by creating overlapping architecture and letting multiple locations occupy the same physical space. Within certain thresholds, this is subtle to the player. In this paper, we present our approach to implement such impossible spaces and describe how we handled challenges like objects with simulated physics or precomputed global illumination.
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1 Introduction

Virtual Reality (VR) enables immersive gaming experiences which provide more natural spatial cues than games on a 2D screen. Natural locomotion further increases the sense of presence when exploring these virtual environments (VEs) [8], but is limited by the size of the physical tracking space of the player.

Since VEs are often larger than the available tracking space, different locomotion techniques have been employed to help the user navigate these VEs. Among these are joystick-based continuous motion [12], teleportation [1], and redirected walking (RDW) [9].

Impossible spaces are another technique that leverages self-overlapping architecture to build layouts that would be impossible in the real world. By making virtual rooms partially overlap with each other, the available virtual space can be enlarged without users noticing. However, if the overlap is too large, some users will start to detect it [11]. Figure 1 shows an example room layout using impossible spaces.

By using impossible spaces, players can explore larger virtual worlds in confined real-world play spaces by natural walking which is known to be more presence-enhancing and causes less disorientation [12]. Hence, the whole player experience can be improved with impossible spaces. However, there are some technical obstacles in the implementation of this technique.
In this paper, we present our approach of implementing impossible spaces in the Unity engine. There are a couple of studies that evaluate the perceptibility of impossible spaces, but to our knowledge there is no publication that discusses benefits and drawbacks of different implementations. Section 2 describes related work in the field. Section 3 outlines our actual implementation of impossible spaces, detailing interesting edge cases and how we handled them. Section 4 concludes the paper.

**Fig. 1.** An illustration of two overlapping rooms with their respective interior and transition areas.

### 2 Related Work

Impossible spaces were introduced by Suma et al. [11,10], who demonstrated their effectiveness in two experiments that investigated the possible amount of overlap.

In their experiments, Suma et al. reported that participants without prior knowledge of impossible spaces noticed them hardly ever, even with overlaps of 75% (which exceeds the absolute detection threshold mentioned in the experiment by far) [11]. Even when participants noticed the overlap, they only referred to them as "weird" or "strange", and none reported a negative effect on their experience.

In terms of manipulation detection, a corridor with additional turns is even more effective than a longer corridor [13], and curved corridors between the overlapping rooms are more beneficial than right-angled corridors [14].

In addition, there were also approaches to generate overlapping rooms automatically at runtime, called flexible spaces [15], and experiments that combined impossible spaces and redirected walking techniques [2].
Impossible spaces have already been used in games as well, for example by the VR game Unseen Diplomacy [6]. It arranges the (self-overlapping) rooms in such a way that the player does not recognize that she is only walking back and forth in a 3m x 4m large area. The game Tea for God even creates their impossible spaces procedurally for each run and can handle flexible tracking space sizes [7]. There is a toolkit for the Unity engine that enables procedural environment generation and manual world-building for impossible spaces4.

2.1 Implementation with Portals

A popular technique for implementing impossible spaces are portals, virtual "windows" that teleport users to a different location when stepped through. This technique was used to great effect in the 2007 video game "Portal"5, which made portals an explicit gameplay element used for solving puzzles. It is also the technique underlying the TraVRsal toolkit for building worlds with impossible spaces [16] which uses portals imperceptibly to maintain the illusion of a normal, non-overlapping world. Previously, non-VR games such as the 2013 video game "Antichamber" used portals like this as well to create unusual, challenging puzzles [4].

While portals promise a conceptually simple, elegant implementation of impossible spaces, they are technically complex and hard to implement. The game "Portal" and the TraVRsal toolkit implemented them using the stencil buffer [3], essentially having a fragment shader render pixels depicting portals' surfaces using a camera with a transformed location. This needs additional work to correctly simulate light and objects traveling through portals. Tricks such as duplicating light sources on both sides of the portal help, but often still leave deficiencies, such as the lack of support for light transfer when precomputing global illumination [17]. Stereographic rendering can lead to rendering artifacts that require further workarounds ([17]). Portals visible through other portals require special consideration and are usually limited in their depth. For this reason, the TraVRsal toolkit places tight constraints on the locations and number of portals, and does not support portals visible through other portals at all ([18]).

In summary, it is difficult to implement portals in a truly imperceptible way. There are many situations and interactions with other parts of the application that need to be considered, e.g. other shaders, objects controlled by players, lighting, rendering of portals visible through other portals, and more. Stylized graphics as found in the earlier mentioned game Antichamber might make it easier, making it favorable for certain scenarios. But even Antichamber contained some situations in which the limitations of the implementation became apparent, breaking the illusion of a continuous non-euclidean space ([4]). Removing other features like physics simulation from an application might make implementing portals easier as well, but this limits the technique to certain environments.

5 https://en.wikipedia.org/wiki/Portal_(video_game)#Gameplay
Implementations usually work by repeating the render process to render the view into a portal, which incurs a manageable, but significant performance overhead. Using portals requires overlapping rooms to be placed at a different location than the rest of the level, causing inconvenience for level designers.

3 Implementation

Besides portals, which work by imperceptibly teleporting users, there are also other methods of implementing impossible spaces. The following section outlines our approach to implement impossible spaces along with its advantages and disadvantages: manipulating room visibility, which works by dynamically hiding geometry that would reveal an overlap to users. We provide the rationale for choosing this approach for our implementation and describe the way it works, including special cases it handles and limitations of its capabilities. We explain the mechanics behind additional features, namely the handling of objects with simulated physics, precomputed global illumination (GI), and room doors. The source code is permissively licensed and available for download.\(^6\)

3.1 Overview

Our implementation method of impossible spaces is to remove overlapping rooms from the world when the player is not near them. By keeping track of the player’s current location in the world, which overlapping rooms are visible from that location, and which overlapping rooms that location is inside of, the implementation can reveal and hide the appropriate rooms at the right time.

To achieve this, the space from which an overlapping room is visible, and the space encompassing its interior, are marked by the level designer. Detecting the player entering and leaving these spaces and hiding rooms from view have a negligible performance impact, making this technique feasible in many scenarios, even with lots of overlapping rooms. Implementing this technique is straightforward compared to the portal technique. A mechanism for designating room boundaries makes no assumptions of a project’s rendering pipeline and level layout, making it more flexible and easier to integrate than fragment shaders using stencil buffers.

The show-and-hide approach has some drawbacks as well. Similar to the portal technique, hiding rooms requires some additional work to correctly handle objects with simulated physics, and when precalculating global illumination using path tracing, overlapping rooms have to be considered in isolation from the rest of the level to prevent artifacts in areas where they overlap. This imposes some restrictions on developers’ workflows. Additionally, level designers have to be careful to prevent situations in which users witness rooms suddenly appearing or disappearing.

While portals might be a favorable approach for some specific virtual experiences, we wanted a generic solution usable for a wide range of applications.

\(^6\) https://gitlab.com/raffomania/impossible-spaces
The use of portals imposes restrictions performance budgets, render pipelines and development workflows, and easily leads to edge cases where the technique breaks down. Because the reveal-and-hide approach imposes fewer restrictions and is more robust, we chose it for our implementation.

3.2 Transition between rooms

In our implementation, overlapping rooms are represented by three components.

A transition area A trigger collider covering the area outside the room. This is the area in which the room should still be visible to the player. When the player leaves this area, it is considered safe to hide the associated room.

An interior area A trigger collider covering the interior of the room. When the player enters this collider, they are considered to be inside the room.

A room container An object containing everything in the room that should be hidden.

See Figure 1 for an example of two overlapping rooms with their interior and transition areas. Figure 2 shows the different visibility states of the same rooms for some player positions. To detect which area the player is currently in, an arbitrary object associated with the player is assigned a collider that triggers collision events when entering and leaving overlapping room areas. An accompanying script processes these events to keep track of the player’s location, which room they are currently in and which rooms they can see, activating and deactivating them appropriately. To function correctly, it is important to distinguish when a player is inside a room and when they are outside. Simply looking at one area collision event at a time results in ambiguous situations: for example, figure 2 (d), the player is in the interior area of both rooms. To know
Fig. 3. The behavior of our implementation for a simple case. Execution starts at the node labeled “none visible.” Depending on which room’s interior players enter first, the top or the bottom graph is traversed, with each node indicating the visibility for both rooms.

which one to show and which one to hide, the implementation has to keep track of the entrance through which a player entered a room. This is why both figure 1 and 2 show the transition area overlapping with part of the interior area of the rooms. This way, the overlap between transition and interior area is treated as the entrance to the room. The implementation knows that a player has entered when they are in the interior area of a room while they are simultaneously in its transition area.
Figure 3 details the implementation’s behavior in the context of a simple example. Depending on which room’s interior area players enter first, one of the two graphs depicted becomes “active,” determining the visibility of both rooms. As the graphs show, once players enter an interior area of a room, that room stays visible until players exit via the corresponding transition area. This behavior is a design decision coming with advantages and disadvantages which we discuss later in this section.

Note that nodes in the overlapping transition areas have less outgoing edges than most other nodes. The player position is determined by discrete events sent to the script by the Unity engine, signaling whether the player has entered or left a specific area. Since only one of these events can arrive at a time, it is not possible to enter or exit two areas at once, e.g. going directly from the “none visible” node to the node labeled “both visible.” Specifically, if players moved straight between those two locations, it would result in two successive events, and for a short time only one of the two rooms would be visible.

So far, we have only covered “legal” transitions, that is, transitions where players obey the rules of the physical world when inside the virtual environment. However, in VR, players can move through walls. This means that figure 3 doesn’t show every possible transition our implementation had to handle. Figure 4 adds highlighted transitions and their resulting nodes that occur when players move their head across the defined areas in ways that are considered exceptions to the normal behavior. This doesn’t necessarily have to be malicious action. Since VR can be disorienting, in some moments players might fail to recognize walls and move through them. At other times, they might be unaware of the volume of their heads, not noticing it intersecting with a wall. In these situations, hiding a room from view the instant a player moves their head outside its boundaries would only add to their confusion. Hence, we decided to keep a room always visible as long as players are inside, meaning as long as they didn’t exit via the corresponding transition area. As figure 4 shows, this can have some unfavorable consequences. Once players are outside a room’s interior area, if they move towards a different part of the world, e.g. a different room, the implementation is now “stuck,” not showing any other room than the one players originally entered. However, we consider this behavior highly unlikely in real-world situations.

A solution to this problem might be to “reset” the state and show a different room once players enter its transition area. However, since transition areas might overlap with interiors of rooms they don’t belong to (see figure 4), if a player is inside one room and walks into the transition area of another, this would lead to undesired behavior. As mentioned above, simply hiding rooms once players exit their interior areas would cause undesired states as well. Considering the alternative choices, we judge the current behavior to be an acceptable tradeoff.

3.3 Handling Objects With Simulated Physics

When a room gets hidden, it is temporarily removed from the game. This means that any behavioral components such as bounding boxes for physics simulation
Fig. 4. The behavior of our implementation in the case that players walk through walls. Transitions that lead through walls are highlighted in deep black. States that result from these transitions are highlighted in deep red.

get disabled as well, which poses a problem for dynamic physics objects players can carry around with them. As these are not children of the overlapping room in the scene tree, they won’t get hidden along with the room, and might react to the removal of the room. For example, a flashlight left on a table by a player might drop onto the floor. Additionally, objects at the overlapping space between two rooms might react to another room returning to existence.

To prevent this, each overlapping room tracks objects with simulated physics entering and exiting the room, hiding them when another room becomes visible or when the room itself gets hidden.

3.4 Precomputed Global Illumination

A popular technique for modern games is precomputed global illumination (GI). Performance-intense ray tracing computations are executed during development, before running the application. They are encoded in “lightmaps,” textures that allow performance-efficient rendering of indirect lighting at runtime. This process is also known as “baking” lightmaps. Baking lightmaps for overlapping rooms can introduce artifacts in the areas they overlap. Since lightmaps do not get updated at runtime, when one room gets hidden from view, the indirect lighting still looks as if both rooms were visible at the same time.

To prevent this, overlapping rooms have to be baked separately. In the Unity engine, this means putting them into different scenes, since that is the only way to restrict the baking process to the subset of the virtual world. This doesn’t mean that each and every room needs its own scene, but rather that each area
where rooms overlap requires two scenes, one for each room. Rooms that don’t overlap with each other can then be grouped in the same scene. As a result, the number of scenes needed for overlapping rooms is equal to the maximum number of rooms that overlap each other in any given situation.

During development, care was taken to support applications with multiple simultaneously loaded scenes by not relying on any compile-time references between rooms or the player component, as these are not supported across scenes in Unity. Users of our implementation will have to be careful about cross-scene references as well if they want to use precomputed GI, which we consider a limitation of our current implementation. To allow per-room lightmap baking without separate scenes, we investigated Unity’s render layers. They can be used to draw objects only on certain cameras and restrict physics ray casting to specific groups of objects. We tried to apply this restriction to the lightmap calculation process, but GI calculation is based on path tracing, a completely different implementation from physics ray casting and the camera drawing logic, without support for the render layer functionality.

A notable consequence of restricting lightmap baking to a single scene is that no lights from other scenes will contribute to the GI calculated for that scene. This means that a corridor between two overlapping rooms might need its lightmaps to be baked together with both rooms first, to prevent seams at the entrances of rooms, where light might shine from the rooms’ interiors into the corridor. Afterwards, lightmaps for both rooms will have to be baked separately, overriding the lightmaps previously generated when baking all scenes at the same time. As a result, lights from inside a room can affect GI in a corridor through entrances, but rays from lights in a corridor will not affect GI inside an overlapping room. Following this procedure might require an additional scene to accommodate the geometry outside overlapping rooms.

4 Conclusion

In this paper, we described problems and challenges related to the implementation of impossible spaces in VR games. We presented our approaches that is available as an open source plugin for Unity and was already used for two different projects: a scientific study \(^7\) and a commercial VR game \(^8\). The experiences of working with the implementation on this game are documented by Paulmann et al. [5].
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